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THE BOGOMOLOV–BEAUVILLE–YAU DECOMPOSITION
FOR KLT PROJECTIVE VARIETIES WITH TRIVIAL

FIRST CHERN CLASS – WITHOUT TEARS

by Frédéric Campana

Abstract. — We give a simplified proof (in characteristic zero) of the decomposition
theorem for connected complex projective varieties with klt singularities and a numer-
ically trivial canonical bundle. The proof mainly consists in reorganizing some of the
partial results obtained by many authors and used in the previous proof but avoids
those in positive characteristic by S. Druel. The single, to some extent new, contribu-
tion is an algebraicity and bimeromorphic splitting result for generically locally trivial
fibrations with fibers without holomorphic vector fields. We first give the proof in the
easier smooth case, following the same steps as in the general case, treated next. The
last two words of the title are plagiarized from [4].

Résumé (La décomposition de Bogomolov-Beauville-Yau des variétés projectives klt à
première classe de Chern triviale – sans larmes). — Nous donnons une preuve sim-
plifiée (en caractéristique zéro) du théorème de décomposition des variétés connexes et
projectives complexes à singularités klt et fibré canonique numériquement trivial.Cette
preuve consiste essentiellement en une réorganisation de la preuve originale basée sur
des résultats partiels obtenus par divers auteurs, mais évite d’utiliser ceux de carac-
téristique positive obtenus par S. Druel. Le seul résultat nouveau, dans une certaine
mesure, établit l’algébricité et le scindage méromorphe pour les fibrations générique-
ment localement triviales dont les fibres n’ont pas de champ de vecteur holomorphe
non nul. Nous donnons tout d’abord la preuve dans le cas lisse, plus simple, suivant
les mêmes étapes que dans le cas général, traité ensuite. Les deux derniers mots du
titre plagient [4].
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2 F. CAMPANA

1. Introduction

When X is smooth, connected, compact Kähler, with c1(X) = 0, the classi-
cal, metric, proof of the Bogomolov–Beauville–(Yau) decomposition theorem,
given in [2] (the arguments of [6] being Hodge-theoretic), starts with a Ricci-
flat Kähler metric ([26]) and then decomposes the universal cover X ′ of X ac-
cording to De Rham theorem, in its holonomy factors. The Cheeger–Gromoll
theorem then distinguishes the flat Euclidian factor Cs of X ′ from the (simply-
connected) product P of the others (which are compact and with holonomy
either SU(m) or Sp(k)). The compactness of P combined with Bieberbach’s
theorem now imply that a finite étale cover of X is the product of a complex
torus Cs/Γ with P .

We shall first give a different proof, but only for X smooth projective, of this
product decomposition, weaker in the sense that P is not shown to be simply
connected (see Theorem 2.1 below). Indeed, the proof does not go through
the universal cover and uses neither the De Rham nor the Cheeger–Gromoll
theorems.

This allows for its extension (given next) to the singular case obtained in
[21], which uses many other partial results, among which are those of [18] and
[14] (which plays a rôle analogous to that played by the Cheeger–Gromoll the-
orem). Our proof makes the step involving the delicate positive characteristic
arguments of [14] superfluous. We, indeed, deduce the algebraicity of the fo-
liation given by the flat factor of the holonomy from the splitting result (see
Theorem 3.4) below, instead of using the Albanese map. This splitting result
can be applied once the algebraicity of the leaves of the foliations given by the
nonflat factors of the holonomy have been shown to be algebraic and without
nonzero vector fields.

The author thanks Benoît Claudon and Mihai Păun for their help in reading
the text and several discussions. After this text was posted on arXiv, the author
received useful comments by S. Druel and H. Guenancia and thanks both of
them too. He also thanks the referee for his careful reading and suggestions for
making some statements more precise.

2. The smooth case

We treat this case first in order to show the steps in the general case in a
simpler context.

Theorem 2.1. — Let X be a smooth connected complex projective manifold
with c1(X) = 0. There exists a finite étale cover of X, which is a product of an
abelian variety with projective manifolds that are either irreducible symplectic
or Calabi–Yau.
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SINGULAR BOGOMOLOV–BEAUVILLE–YAU DECOMPOSITION 3

Remark 2.2. — The notions of irreducible symplectic and Calabi–Yau man-
ifolds are defined as in [2]: either by the values of hp,0, or by the holonomy
of any Ricci-flat Kähler metric. We need the projectivity of X, because the
Kähler version of [13] is not known. Our proof also does not show the finiteness
of the fundamental groups of symplectic or Calabi–Yau manifolds. A partial
solution to this finiteness property is given in Proposition 2.7 below, based on
more general L2-methods. A complete solution is also given in Proposition 2.9,
but it does not (in an obvious way) extend to the singular case.

Proof of Theorem 2.1. — We equip X with any Ricci-flat Kähler metric ([26]).
Let Hol0 (or Hol) be its restricted holonomy (or holonomy) representation
and TX = F ⊕ (

⊕
i Ti) be a (local near any given point of X) splitting of

the tangent bundle of X into factors that are irreducible for the action of
Hol0. These local factors also correspond to a local splitting of X into a direct
product of Kähler submanifolds. In particular, these local products are regular
holomorphic foliations. Here, F is the “flat” factor consisting of restricted
holonomy-invariant tangent vectors. Now, Hol0 is a normal subgroup of Hol,
and Hol/Hol0 acts by permutation on the factors of the restricted holonomy
decomposition. Because the action of Hol/Hol0 is induced by a representation
π1(X) → Hol/Hol0, the local holonomy decomposition of TX above holds
globally on a suitable finite étale cover of X.

We now replace X by such a finite étale cover and obtain a global prod-
uct decomposition TX = F ⊕ (

⊕
i Ti) by regular holomorphic foliations, the

restricted holonomy of F being trivial, while the ones of Ti are irreducible and
of the form SU(mi) or Sp(ki).

Lemma 2.3. — Let TX =
⊕

j Ej be a direct sum decomposition by foliations
Ej, with c1(X) = 0. Then, c1(Ej) = 0,∀j.
Proof. — Assume not and let H be a polarization on X, with n := dim(X).
Then, c1(Ej).Hn−1 6= 0, for some j. Since

∑
j c1(Ej).Hn−1 = 0, we get

c1(Eh).Hn−1 > 0 for some h. It then follows from [13], Lemma 4.10, that
Eh contains a subfoliation G with µH,min(G) > 0 and by [13], Theorem 4.1,
that KX is not pseudo-effective, contrary to the hypothesis c1(TX) = 0.

A second, shorter, proof (suggested by the referee) consists in invoking the
semistability of TX with respect to any polarization, so that c1(Ej).Hn−1 ≤
0,∀j. �

From the preceding Lemma 2.3, if TX = F ⊕ (
⊕

i Ti) is the holonomy de-
composition of TX considered above for X smooth projective with c1(X) = 0,
we get that c1(F ) = c1(Ti) = 0,∀i.
Lemma 2.4. — The dual T ?

i of each Ti is not pseudo-effective (which means
that for any polarization H and any given k > 0, h0(X,Symm(T ?

i )⊗Hk) = {0}
for m ≥ m(k)).

BULLETIN DE LA SOCIÉTÉ MATHÉMATIQUE DE FRANCE



4 F. CAMPANA

Proof. — We proceed in two steps. From [17], §15.3, and Proposition 24.22, it
follows that Symm(Ti),∀i,∀m > 0 is an irreducible representation and, hence,
stable. Next, [11], Theorem 1.3 (or alternatively [21], Theorem 1.1) implies
that T ?

i is not pseudo-effective for each i. �
From [13], Theorem 4.2, Lemma 4.6, we now get the first claim of the next

result1

Lemma 2.5. — Each of the foliations Ti has algebraic leaves, which are com-
pact2, since Ti is everywhere regular, and X is smooth. Thus, Ti defines a
smooth (proper) fibration fi : X → Bi on a smooth projective base Bi. Each of
these fibrations is locally trivial with fiber Fi and becomes a product X ′ = Fi×B′i
after a suitable finite étale base-change B′i → Bi.

Proof. — Second claim: let Ci := F⊕(
⊕
6=i Ti) be the complement in TX of Ti.

This defines a regular holomorphic foliation locally over Bi, which is transversal
to fi, and thus shows that fi is locally isotrivial over Bi. Third claim: it is
sufficient to know that Aut(Fi) is discrete or that h0(Fi, TFi

) = 0. However,
this is easy, since Fi is a projective manifold with c1 = 0 and irreducible
nontrivial holonomy, which thus does not leave any tangent vector invariant,
which implies the claimed vanishing by the Bochner principle. �

Consider any one of the projections fi : Fi × Bi → Bi (after a suitable
finite étale cover). Then, c1(Bi) = 0 and its holonomy decomposition is F ⊕
(
⊕

j 6=i Ti). Proceeding inductively on dim(X), we obtain a decomposition in
a product X = (×iFi)×B, where B is smooth projective with c1(B) = 0 and
trivial holonomy F .

The next lemma then concludes the proof of Theorem 2.1. �
Lemma 2.6. — ([5]) Let X be a connected compact Kähler manifold with
c1(X) = 0 and with trivial restricted holonomy representation (relative to some
Ricci-flat Kähler metric). Then, X is covered by a torus.

The symplectic and the even-dimensional Calabi–Yau manifolds can be
shown to have a finite fundamental group by L2-methods that extend to the
singular case. Another approach is given right after this first proof, which works
more generally, for compact Riemannian manifolds with nonnegative Ricci cur-
vature and maximal b1 vanishing, but does not extend in any obvious way to
the singular case.

1. Although not explicitly stated in [13], this is a main step of the proof of 4.2 and is
suggested by the proof of Lemma 4.6 there. The explicit formulation was first given in
[14], §8. Since only the particular case of a polarization Hn−1 is used here, one could even
alternatively apply [7].

2. By contradiction: if not, the leaf through a regular point of the boundary of the closure
of a leaf should be contained in this boundary, and of the same dimension. In the singular
case, this compactness fails, and more delicate arguments are required.
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SINGULAR BOGOMOLOV–BEAUVILLE–YAU DECOMPOSITION 5

Proposition 2.7. — Let X be a connected compact Kähler manifold with
c1(X) = 0 and χ(OX) 6= 0. Then, π1(X) is finite.

Proof. — We give two proofs, both relying on [1].
First proof. This is the proof given in [10], Corollary 5.3, and Remark

5.5. By [10], Theorem 4.1, it is sufficient to show that κ+(X) ≤ 0, that is,
κ(X, det(F )) ≤ 0, for any subsheaf F ⊂ Ωp

X ,∀p > 0. This follows from the
semistability of ∧rΩp

X ,∀r, p > 0. Indeed, since KX is trivial, Ωp
X
∼= (Ωn−p

X )∗,
and so any saturated subsheaf D := det(F ) of rank 1 of ∧rΩp

X is numeri-
cally trivial, since both D and D∗ = det(Ωp/F ) ⊂ (∧r′Ωp)∗ = ∧r′Ωn−p, have
nonpositive slope with respect to any polarization.

Second proof. If X ′ → X is the universal cover, and h an L2-holomorphic
p-form on X ′, then h is parallel (because the Laplacian of its squared norm
equals the square norm of its covariant derivative, and so is nonnegative ev-
erywhere. Gaffney’s integration trick implies that the Laplacian identically
vanishes, since h is L2, and X ′ is complete). Thus, h comes from X and van-
ishes, if X ′ is noncompact. By [1], one gets 0 =

∑
p∈{0,n}(−1)ph0

(2)(X ′,Ω
p
X′) =

χ(2)(X ′,OX′) = χ(X,OX) 6= 0, which is a contradiction. �
Corollary 2.8. — If X is a compact Kähler manifold of dimension n, and
irreducible symplectic (or Calabi–Yau of even dimension), then π1(X) is finite,
of cardinality dividing ( n

2 + 1) (resp. 2).

Proof. — Let X ′ → X be the (compact) universal cover of X, of degree d. We
then have χ(OX′) = d.χ(OX). On the other hand, X ′ is still irreducible sym-
plectic (or Calabi–Yau), and so we have: χ(OX′) =

∑p= n
2

p=0 (−1)2ph0(X ′,Ω2p
X′) =

n
2 + 1 (or χ(OX′) =

∑
p∈{0,n}(−1)ph0(X ′,Ωp

X′) = 2). �

The following result applies to any Calabi–Yau manifold but does not im-
mediately extend to the singular case.

Proposition 2.9. — Let M be a compact connected Riemannian manifold
with nonnegative Ricci curvature, such that b1(M ′) = 0, for any finite étale
cover M ′ of M . The fundamental group of M is finite.

Proof. — By [24], the growth of π1(M) is polynomial (of degree bounded by
the dimension of M). From [20], π1(M) is virtually nilpotent. Thus, π1(M ′) is
nilpotent and torsion free for some finite étale cover M ′ of M . Thus, π1(M ′)
is either trivial or has an abelianization of positive rank. Since b1(M ′) = 0,
π1(M ′) = {1}, hence the claim. �

BULLETIN DE LA SOCIÉTÉ MATHÉMATIQUE DE FRANCE



6 F. CAMPANA

3. The singular version

LetX be a complex projective variety with klt singularities whose first Chern
class is zero, i.e. c1(X) = 0. By [25], Chap. V, Corollary 4.9, the condition
KX ≡ 0 implies that KX is Q-trivial. We may, and shall, assume, by passing
to an index-one cover, that the singularities of X are canonical, and that KX

is trivial. (Instead of [25], when the singularities are canonical, one could use
either [22], Thm. 8.2, or [12], Thm. 3.1 applied to a resolution of X).

Remark 3.1. — Notice that passing to the index-one cover eliminates exam-
ples of rationally connected varieties with klt singularities and torsion canonical
bundle, such as the Ueno surface, the quotient of E×E by Z4 acting diagonally
by complex multiplication by

√
−1 on each factor, where E is the elliptic curve

with this complex multiplication.

We denote by ω the unique Ricci-flat metric of X that belongs to a given
Kähler class ([16]). We will see now that the steps of the previous proof extend
to the singular context, using the results from [18], §8, 9 and [14], Prop. 4.10
and Prop. 3.13. The single new input here is the algebraicity criterion for
foliations in Theorem 3.4 below, which makes superfluous the characteristic
p > 0 methods and results by several authors used in [14]. The results of [22]
used in [14] are also no longer needed.

Theorem 3.2 ([21]). — Let X be a normal complex variety with klt singu-
larities and with c1(TX) = 0. There exists a quasi étale cover f : X̃ → X

with canonical singularities, which is a product X̃ = ΠjYj × A, where A is
an abelian variety, and Y ′j s are varieties with canonical singularities, trivial
canonical bundle, and irreducible restricted holonomy either Sp(kj), or SU(mj)
(see §3.1 below). The Y ′j respectively are said to be irreducible symplectic (or
Calabi–Yau).

Since, by [18], there always exists a finite quasi étale cover with full holonomy
either Sp(kj) or SU(mj), these notions coincide with the usual ones up to such
a cover.

3.1. Restricted holonomy cover. — We consider ω the “EGZ” Ricci-flat metric
on X constructed in [16]. As shown3 in [18], Prop. 7.3, after a quasi étale
cover, obtained from the permutation representation of the holonomy on the
factors of the restricted holonomy, the tangent sheaf TX of X decomposes as
follows:

TX = F ⊕
(⊕

i

Ei

)
,(1)

3. In the first version, Prop. 7.9 was quoted, instead of Prop. 7.3, which is sufficient for
our purposes, as pointed out by S. Druel and H. Guenancia, whom the author thanks for
this observation.
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SINGULAR BOGOMOLOV–BEAUVILLE–YAU DECOMPOSITION 7

where the restricted holonomy of F is trivial, and the other ones are either
SU(ni) or Sp(ki). The other properties of Ei used here are:

(i) The sheaf Ei defines a nonsingular foliation of rank either ni or 2ki. on
Xreg.

(ii) The first Chern classes of Ei,F are zero.
(iii) All the symmetric powers of Ei and their duals are irreducible represen-

tations of the holonomy factors and are stable, for any polarization on
X. The first property follows from standard representation theory, given
the structure of the holonomy group. The stability is [18], Theorem 8.1,
see also claim 9.17.

(iv) In particular, we have h0(X, Ei) = 0,∀i, by stability.
(v) The preceding properties still hold for any finite quasi étale cover of X.

Indeed, the Ricci-flat metric on X lifts to such covers, and the restricted
holonomy decomposition lifts there too.

(vi) The holonomy factors and their holonomy groups do not depend on the
Ricci-flat Kähler metric chosen.

3.2. Algebraic foliations. — Recall that a foliation on X is said to be algebraic
if its leaves are so.

In the decomposition (1), the foliations Ei are algebraic. Indeed, by either
[21] (or [11], Theorem 3.1) none of the E ′is is pseudo-effective4. We can, thus,
apply [13], Theorem 4.2, Lemma 4.6, which implies that they are algebraic.

Our goal now is to show that F too is algebraic. This is true, if TX = F .
We, thus, assume that some nonzero factor Ei appears in (1), and so:

TX = G ⊕ E ,(2)

where E has positive rank, and the properties (i)–(v) are satisfied. So, here we
assume implicitly that E is one of the factors Ei in (1), and G is the sum of
the other factors. Observe that G is a foliation, since the decomposition (1)
is induced by the local holonomy splitting of Xreg (in general, the sum of two
foliations need not be integrable).

Lemma 3.3. — Let X be an algebraic variety with canonical singularities and
trivial first Chern class. Let ω be the Ricci-flat metric in some Kähler class
on X, and TX = G⊕E a corresponding decomposition as in the preceding lines.
Assume that the foliation G is algebraic. Then:

There exists a quasi étale cover f : X̃ → X, where X̃ has canonical singular-
ities, and a product decomposition X̃ = F × Y , which coincides at the tangent
level with the decomposition T

X̃
= f [∗]E ⊕ f [∗]G.

4. The result of [11] can, indeed, be applied on a resolution of the singularities of X, by
lifting both the foliation and an ample class, since its argument deals with the general point
of X only.

BULLETIN DE LA SOCIÉTÉ MATHÉMATIQUE DE FRANCE



8 F. CAMPANA

Proof. — The claim follows directly from [14], Prop. 4.10 (notice that the
assumption q̃(X) = 0 there can be weakened to q̃(F ) = 0, if F is the closure
of a generic leaf of E . The property q̃(X) = 0 is, indeed, used only to apply
Prop. 4.8 of loc. cit., but 4.8 requires only the vanishing of q̃ for the fibers of
E). Now, q̃(F ) = 0 follows from the properties (iii) and (v) of the holonomy
factors quoted above. �

The algebraicity of G follows from Theorem 3.4 below, which, in fact, implies
more: the bimeromorphic decomposition of X as a product, birationally, after
a finite cover5. We may, and shall, assume that X has Q-factorial terminal
singularities by step 1 of the proof of Prop. 4.10 of [14]. By Prop. 3.13 of
loc. cit, there is a Zariski open subset6 X0 of X, and a projective morphism
ϕ0 : X0 → Y 0, which is a locally trivial fibration in the analytic topology, its
fibers being isomorphic to some F with q̃(F ) = 0,by the properties (iv) and
(v) of the holonomy factors quoted in §3.1 above. The conclusion then follows
from the next algebraicity criterion for foliations.

Theorem 3.4. — Let X and Y be two Kähler7 normal spaces and let f : X →
Y be a surjective and proper holomorphic map with connected fibers. We denote
by E := TX/Y the foliation on X induced by f . We assume that:

(1) f is a trivial fibration, locally in the analytic topology, with fiber F over
some nonempty Zariski open set Y0 of Y .

(2) h0(F, TF ) = 0, and so the automorphism group of F is discrete.
Then, there is a finite map ϑ : V → Y , étale over Y0, such that base-changing
f : X → Y and normalizing the fiber-product XV := X ×Y V , we have a
birational decomposition δ : XV 99K F × V , isomorphic over Y0.

Moreover, if G is any distribution onX, such that TX =TX/Y ⊕G over f−1(U),
for some nonempty analytically open U ⊂ Y0, then: δ∗((idX × ϑ)∗(G)) = H,
where H := TXV /F ⊂ TXV

is the horizontal foliation defined by the product
decomposition of TF×V . In particular, G is an algebraic foliation, and is the
unique distribution on X, which is everywhere transversal to TX/Y over some
open subset U ⊂ Y0 as above.

Remark 3.5. — 1. The birational splitting after a generically finite base-
change V → Y (but not necessarily étale over Y0) always exists if X
is projective (or Moishezon) under the single hypothesis (1) of Theo-
rem 3.4. However, the algebraicity of G requires the hypothesis (2) as
seen, for example, when f : X → Y is a morphism of Abelian varieties

5. S. Druel informed the author that one could also apply his Theorem 1.5 in [15]. Since
the hypothesis, scope, and proofs of both results are different, it seems worth stating and
proving Theorem 3.4.

6. Up to a finite étale cover of X0, by shrinking the open set Y 0 of the proof.
7. Or in the class C.

tome 149 – 2021 – no 1



SINGULAR BOGOMOLOV–BEAUVILLE–YAU DECOMPOSITION 9

with positive-dimensional fibers, which has many horizontal nonalge-
braic foliations.

2. There is certainly a bimeromorphic version of Theorem 3.4, where the
generic fibers of f are assumed to be bimeromorphically equivalent, by
similar arguments.

3. A global Kähler condition is required for the algebraicity of G to hold,
as the following simple example shows. Let F be a projective K3 sur-
face with an infinite and finitely generated group of automorphisms
G ⊂ Aut(F ). Let C = C ′/π1(C) be a curve of genus g ≥ 1 with
universal cover C ′, such that π1(C) admits a surjective group morphism
ρ : π1(C)→ G. Such a C exists when g ≥ m, is the cardinality of some
set of generators of G. One can choose g = 1 if and only if G is abelian,
generated by at most 2 elements. Let X := (C ′ × F )/π1(C), where
p ∈ π1(C) acts on the right on (C ′×F ) by: (c′, f).p := (p−1.c′, ρ(p−1).f).
The foliation G′ with leaves C ′ × {f} on X ′ induces a foliation G on X,
which is not algebraic. In this case, Iso(Z,X/C) = Iso?(Z,X/C) is ir-
reducible, noncompact, isomorphic to C” := C ′/Kerρ, the Galois cover
of C with group G. The leaves of G are isomorphic to C”.

Proof. — Let ϕ : Z := F × Y → Y, ψ : F × Y → F be the projections onto the
second (resp. first) factor. As in [8], §8, we define:

Iso∗(Z,X/Y ) ⊂ C(Z ×Y X/Y )(3)

to be the subset of the relative Chow variety of Z×Y X over Y parameterizing
the graphs of isomorphisms of F -seen as a fiber of ϕ over a point y ∈ Y0- to Xy,
the fiber of f over y. According to [8], §8, Iso∗(Z,F ) is a Zariski open subset
(with countably many components if Aut(F ), which is here discrete, infinite)
of the relative Chow scheme of (Z×Y X/Y ), which consists of cycles contained
in one of the fibers of the fiber product over Y .

Let Iso(Z,X/Y ) be the topological (i.e., Zariski here) closure of Iso?(Z,X/Y )
in C(Z ×Y X/Y ). It consists of the union of the closures of the components of
Iso?(Z,X/Y ), all of these closures being proper over Y , and irreducible com-
ponents of the Chow–Barlet scheme of (Z ×Y X/Y ). It is equipped with a
projection to Y , by restriction of the one on C(Z ×Y X/Y ). Since f is locally
trivial over Y0, the projection Iso∗(Z,X/Y ) → Y is open over Y0. This pro-
jection is proper on each component of Iso?(Z,X/Y ), since these irreducible
components of Iso(Z,X/Y ) are compact (essentially by a general result, [23])
of D. Lieberman, based on E. Bishop’s theorem). Moreover, by the assumption
(2) of Theorem 3.4, the fibers of Iso(Z,X/Y ) to Y are discrete over Y0. If V
is an irreducible component of Iso(Z,X/Y ), its projection ϑ : V → Y is, thus,
onto, and finite étale over, Y0. Indeed, if Y ′ ⊂ Y0 is any small analytic open
subset over which XY ′ := f−1(Y ′) ∼= Y ′ × F is given, Iso?(Z,X/Y ) identifies
naturally with Y ′×Aut(F ) over Y ′ and shows that ϑ : V → Y is étale over Y0.
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We, thus, get a fiber product XV := X ×Y V , with the obvious projections
fV : XV → V, g : XV → X. Let V0 := ϑ−1(Y0). Any v ∈ V0 is, thus, equipped
naturally with an isomorphism evv : F ∼= Xy, y := ϑ(v). This evaluation map
extends (see [8], §8, Prop. 1) meromorphically to ev : F × V → XV , which is,
thus, bimeromorphic and isomorphic over V0.

In order to simplify notation, we replace X,Y, f by XV , V, fV , respectively,
and identify via ev XV with F × V = F × Y (recall that ev is isomorphic
over V0 = Y0), and all the assumptions of Theorem 3.4 are preserved. The
projections of X = F × Y onto its second (or first) factor are denoted f = ϕ
and ψ.

To establish the last claim of Theorem 3.4, we only have to check that G co-
incides over Y0 with the sheaf TX/F := H, which will also prove the algebraicity
of G.

We restrict everything over the open set U ⊂ Y0 appearing in the last as-
sumption of Theorem 3.4, so we assume that XU := f−1(U) = F × U and,
thus, have a first decomposition TXU

= ψ∗(TF )⊕H, where H is the kernel of
the map dψ : TXU

→ ψ∗(TF ).
The second decomposition TXU

= ψ∗(TF )⊕G gives equivalently an isomor-
phism df|G : G → f∗(TU ) over XU . Let (df|G)−1 : f∗(TU ) → G be its inverse.
Let γ := dψ ◦ (df|G)−1 : f∗(TU ) → ψ∗(TF ) be the composite map, seen as an
element γ ∈ H0(XU , f

∗(Ω1
U )⊗ ψ∗(TF )). We have the following equalities:

H0(XU , f
∗(Ω1

U )⊗ ψ∗(TF )) = H0(U,Ω1
U ⊗ f∗(ψ∗(TF )))

= H0(U,Ω1
U ⊗ {0}) = {0}.

The last two equalities follow from assumption (2) of Theorem 3.4, which im-
plies that f∗(ψ∗(TF )) = {0}. This shows that G = H = TZ/F over XU and so
everywhere by analytic continuation. �

We can now conclude the proof of Theorem 3.2 by induction on dim(X),
since we now know that (up to quasi étale covers) X = Y × Z, in which Y is
a product of varieties with canonical singularities, c1 = 0, restricted holonomy
either SU or Sp, and Z is in the same class of varieties but with trivial restricted
holonomy (i.e., TZ = F). Theorem 3.2 then follows from:

3.3. A singular Bieberbach theorem. — Assume now that only the factor F
appears in the decomposition (1). We are reduced to showing that if Z has
canonical singularities, trivial first Chern class, and a trivial restricted holo-
nomy group, it is covered by an abelian variety. However, this is just Corol-
lary 1.16 in [19].

3.4. The fundamental group. — Let X be a complex projective variety with
klt singularities and KX ≡ 0. Recall that X is said to be irreducible symplectic
(or Calabi–Yau) if its restricted holonomy representation for any, or some, EGZ
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Ricci-flat Kähler metric is irreducible and of the form Sp(m) (or SU(n)). In
this situation, we have the following result, which is entirely similar to the
smooth case:

Theorem 3.6. — (See [18], 13.1) If χ(OX) 6= 0, then π1(X ′) is finite, if
ρ : X ′ → X is any resolution. This applies to irreducible symplectic varieties
and to even-dimensional Calabi–Yau varieties: the cardinality of π1(X ′) lies in
[1, n

2 + 1] in the first case (or in [1, 2] in the second case).
Since the map ρ∗(π1(X ′)) → π1(X) is surjective (by [9], Proposition 1.3),

this implies the same statement for π1(X ′).

Proof. — We apply [10], which says that π1(X ′) is finite if κ(X ′, det(F)) ≤ 0
for any F ⊂ Ωp

X′),∀p > 0. Since the sections of det(F)⊗m are sections of
Symm(Ωp

X′), and the restrictions of these are reflexive sections, hence parallel
over the regular locus of X by [18], Theorem 8.2, these sections are determined
by their value in one single point of Xreg. Thus, κ(X ′, det(F)) ≤ 0.

One could also argue as in the first proof of Proposition 2.7.
The invariant χ(OX) behaves as in the smooth case when X has klt and,

thus, rational singularities. It is, in particular, multiplicative under finite étale
covers.

If X is irreducible symplectic (or even-dimensional Calabi–Yau) and n-
dimensional, we have: h0(X,Ω[p]

X ) ≤ hn,p, where hn,p = 0 for p odd, and
hn,p = 1 for p ≤ n even (or hn,p = 0 for p 6= 0, n, and hn,p = 1 for p = 0, n),
and so χ(OX) lies in [1, n

2 + 1] (or in [1, 2]). This shows the claim, since these
inequalities still hold on the universal cover X” of X, and χ(OX”) = d.χ(OX),
where d is the degree of X” over X and also the cardinality of π1(X). �

Remark 3.7. — Our proof of Theorem 3.6 differs slightly from the one in [18],
13.1, both relying on [10], and thus on [1]. See [10], §.5 for further remarks on
this topic.
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Abstract. — We consider the focusing energy-critical Schrödinger equation on the
Heisenberg group in the radial case

i∂tu−∆H1 u = |u|2u, ∆H1 = 1
4

(∂2
x + ∂2

y) + (x2 + y2)∂2
s , (t, x, y, s) ∈ R× H1,

which is a model for non-dispersive evolution equations. For this equation, the exis-
tence of global smooth solutions and the uniqueness of weak solutions in the energy
space are open problems. We are interested in a family of ground-state travelling waves
parameterized by their speed in (−1, 1). We show that the travelling waves of speed
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Résumé (Autour de la stabilité orbitale d’une famille d’ondes progressives pour l’équa-
tion de Schrödinger cubique sur le groupe de Heisenberg). — On considère l’équation
de Schrödinger énergie-critique sur le groupe de Heisenberg dans le cas radial

i∂tu−∆H1 u = |u|2u, ∆H1 = 1
4

(∂2
x + ∂2

y) + (x2 + y2)∂2
s , (t, x, y, s) ∈ R× H1,

qui est un modèle d’équation d’évolution non dispersive. Pour cette équation, dans
l’espace d’énergie, l’existence globale de solutions régulières et l’unicité de solutions
faibles sont des problèmes ouverts. On s’intéresse à une famille d’ondes progressives
minimisantes paramétrées par leur vitesse dans ]−1, 1[. On montre que les ondes pro-
gressives dont la vitesse est proche de 1 possèdent des propriétés de stabilité orbitale
au sens suivant. Pour toute donnée initiale radiale suffisamment proche d’une onde
progressive, alors il existe une solution faible globale associée à cette donnée initiale
qui reste proche de l’orbite de l’onde progressive en tout temps. Un résultat similaire
est montré pour le système limite associé à cette équation.

1. Introduction

1.1. Motivation. — We are interested in the Schrödinger equation on the Hei-
senberg group

{
i∂tu−∆H1u = |u|2u
u(t = 0) = u0

, (t, x, y, s) ∈ R×H1.(1)

The operator ∆H1 denotes the sub-Laplacian on the Heisenberg group. When
the solution is radial, in the sense that it only depends on t, |x+ iy| and s, the
sub-Laplacian writes as

∆H1 = 1
4(∂2

x + ∂2
y) + (x2 + y2)∂2

s .

The Heisenberg group is a typical case of sub-Riemannian geometry where dis-
persive properties of the Schrödinger equation disappear (see Bahouri, Gérard
and Xu [3]). To take it further, Del Hierro [12] proved sharp decay estimates
for the Schrödinger equation on H-type groups, depending on the dimension of
the center of the group. More generally, Bahouri, Fermanian and Gallagher [2]
proved optimal dispersive estimates on stratified Lie groups of step 2 under
some property of the canonical skew-symmetric form. In contrast, they also
gave a class of groups without this property displaying a total lack of dispersion,
which includes the Heisenberg group.

Dispersion impacts the way one can address the Cauchy problem for the
Schrödinger equation. Indeed (see Burq, Gérard and Tzvetkov [7], Remark 2.12),
the existence of a smooth local in the time-flow map defined on some Sobolev
space Hk(M) for the Schrödinger equation on a Riemannian manifold M with
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the Laplace–Beltrami operator ∆
{
i∂tu−∆u = |u|2u
u(t = 0) = u0

implies the following Strichartz estimate

‖eit∆f‖L4([0,1]×M) ≤ C‖f‖
H
k
2 (M)

.

The argument also applies for the Heisenberg group with the homogeneous
Sobolev spaces Ḣk(H1), for which the inequality holds if and only if k ≥ 2 [9].
In particular, without a conservation law controlling the Ḣ2-norm, there is no
existence result of global smooth solutions. Moreover, existence and uniqueness
of weak solutions in the energy space Ḣ1(H1) is an open problem, even if con-
structing global weak solutions to the Schrödinger equation on the Heisenberg
group would still possible in the defocusing case through a compactness argu-
ment. Note that for weak solutions the energy of the solution is only bounded
above by the initial energy. Therefore, the cancellation of the energy of the
solution at some time may not imply that the solution is identically zero and
does not exclude the possibility of non-uniqueness of weak solutions, as in the
2D incompressible Euler equation [15].

The aim of this paper is to construct some global weak solutions with a
prescribed behaviour. More precisely, given initial data close to some ground-
state travelling wave solution for the Schrödinger equation on the Heisenberg
group, we want to construct a global weak solution that stays close to the orbit
of the traveling wave at all times. Combined with a uniqueness result, this
would lead to the orbital stability of this ground-state traveling wave.

1.2. Main results. — We consider a family of traveling waves with speed β ∈
(−1, 1) in the form

uβ(t, x, y, s) =
√

1− βQβ(x, y, s+ βt).

The profile Qβ satisfies the following stationary hypoelliptic equation (with
Ds = −i∂s)

−∆H1 + βDs

1− β Qβ = |Qβ |2Qβ .

Because of the scaling invariance, it would have been equivalent in the rest of
the study to define uβ as

uβ(t, x, y, s) = Qβ

(
x√

1− β ,
y√

1− β ,
s+ βt

1− β

)
.

From [8], we know that as β tends to 1, the ground-state solutions of speed β
converge up to symmetries in Ḣ1(H1) to some profile Q. Moreover, Q is the
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solution to a limiting equation
DsQ = Π+

0 (|Q|2Q),(2)
for which the ground-state solution is unique up to symmetries equal to

Q(x, y, s) = i
√

2
s+ i(x2 + y2) + i

.

The operator Π+
0 is an orthogonal projector onto a relevant space for our anal-

ysis denoted by V +
0 . For more details, see Section 2.

We first prove a mild form of orbital stability for the ground state Q in the
limiting equation and then focus on the orbital stability of the ground states
Qβ in the Schrödinger equation on the Heisenberg group when β is close to 1.

Definition 1.1. — For u ∈ Ḣ1(H1) and X = (s0, θ, α) ∈ R × T × R∗+, we
denote by TXu the element of Ḣ1(H1) satisfying

TXu(x, y, s) := eiθαu(αx, αy, α2(s− s0)), (x, y, s) ∈ H1.

LetM be the orbit of Q
M = {TXQ | X ∈ R× T× R∗+},

then the distance of u toM is defined as
d(u,M) = inf

X∈R×T×R∗
+
‖u− TXQ‖Ḣ1(H1).

Similarly, denote by Qβ the orbit of Qβ
Qβ = {TXQβ | X ∈ R× T× R∗+},

then the distance of u to
√

1− βQβ is

d(u,
√

1− βQβ) = inf
X∈R×T×R∗

+
‖u−

√
1− βTXQβ‖Ḣ1(H1).

Our first result is an orbital stability result for the profile Q associated the
evolution problem linked to the limiting equation

{
i∂tu = Π+

0 (|u|2u)
u(t = 0) = u0

.(3)

Theorem 1.2 (Orbital stability for Q). — There exist c0 > 0 and r0 > 0, such
that the following holds. Let r ≤ r0 and u0 ∈ Ḣ1(H1) ∩ V +

0 , such that
‖u0 −Q‖Ḣ1(H1) < r2.(4)

Then there exists a weak solution u ∈ C(R, Ḣ1(H1)) (with the weak topology)
to equation (3), such that for all t ∈ R,

d(u(t),M) ≤ c0r.
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Using the links between the limiting equation and the Schrödinger equation,
we deduce our second result: an orbital stability result for the profiles Qβ for
the Schrödinger equation when β is close to 1 in the radial case.

Theorem 1.3 (Orbital stability for Qβ). — There exist c0 > 0 and r0 > 0,
such that the following holds. Let r ∈ (0, r0). Then there exists β∗ ∈ (0, 1),
such that if β ∈ (β∗, 1), and if u0 ∈ Ḣ1(H1) is radial and satisfies
• if u0 ∈ Ḣ1(H1) ∩ V +

0 :

‖u0 −
√

1− βQβ‖Ḣ1(H1) <
√

1− βr2(5)

• in the general case:

‖u0 −
√

1− βQβ‖Ḣ1(H1) < (1− β)r,(6)

then there exists a weak radial solution u ∈ C(R, Ḣ1(H1)) (with the weak topol-
ogy) to the Schrödinger equation on the Heisenberg group (1)

{
i∂tu−∆H1u = |u|2u
u(t = 0) = u0

such that for all t ∈ R, u(t)√
1−β

is close to the orbit of Qβ:

d
(
u(t),

√
1− βQβ

)
≤ c0

√
1− βr.

Note that, unlike the weak solutions discussed in the first part 1.1, the
energy of the weak solutions from Theorem 1.2 (or Theorem 1.3) is controlled,
indeed, this energy is very close to the one of the ground stateQ (or

√
1− βQβ).

Furthermore, these two theorems would imply the orbital stability of Q and
Qβ in the radial case in both situations if we had a uniqueness result for the
solutions.

The assumption required on a general initial condition for the Schrödinger
equation (6) is stronger than the assumption on an initial data already in
V +

0 (5). Indeed, for r fixed, and general initial data u0, we will choose β∗
sufficiently close to 1, so that the projection Π+

0 (u0) of u0 onto V +
0 satisfies

‖Π+
0 (u0) − √1− βQβ‖Ḣ1(H1) ≤ C

√
1− βr2 (and so that the remainder term

(Id−Π+
0 )(u0) is also bounded). Note that thanks to the convergence of Qβ to

Q with a rate o(
√

1− β) (see Appendix A), assumption (5) is comparable to
assumption (4), up to a change of function u 1√

1−β
u(x, y, s− βt).

The key point in both proofs is the following local stability estimate for Q,
which comes from the invertibility of the linearized operator around Q for the
limiting equation (2) on a subspace of V +

0 of finite co-dimension.
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Definition 1.4. — For u ∈ Ḣ1(H1)∩V +
0 , we denote by P(u) (or, respectively,

E(u)) the momentum (or, respectively, the energy) for the limiting equation (3)

P(u) := ‖u‖2
Ḣ1(H1)

or, respectively,

E(u) := ‖u‖4L4(H1),

then define

δ(u) := |P(u)− P(Q)|+ |E(u)− E(Q)|.

Proposition 1.5. — [8] There exist δ0 > 0 and C > 0, such that for all
u ∈ Ḣ1(H1) ∩ V +

0 , if δ(u) ≤ δ0, then

d(u,M)2 ≤ Cδ(u).

In order to prove Theorem 1.2, we construct the weak solution for the limit-
ing initial value problem (3) as a limit of smooth functions. The approximating
functions solve slightly modified equations, where we have restricted frequen-
cies, so that the Cauchy problem is globally well posed. We show that we can
control their distance to the orbit of the ground state Q using Proposition 1.5.
Finally, we build modulation parameters that stay bounded on finite time in-
tervals for the approximate solutions, and, through a compactness argument,
we control the distance of the weak solution to the orbit of Q when passing to
the limit.

For Theorem 1.3, the idea for the construction is the same, however we only
have at our disposal the information on the limiting equation from Proposi-
tion 1.5. Therefore, we need to take advantage of the fact that Qβ is close to
Q when β is close to 1. In this spirit, in order to tackle Theorem 1.3 for the
speed β, we first introduce Cauchy problems for the Schrödinger equation (1)
with a parameter γ increasing from β to 1. We display some continuity be-
tween the Cauchy problems, therefore it is possible to show their convergence
to a Cauchy problem for the limiting equation as γ tends to 1. In the proof,
we combine this strategy with the above method: we approximate by smooth
functions the weak solutions to the Cauchy problems with parameter γ by re-
stricting frequencies. Finally, we are able to get back to the problem with speed
β by continuity and conclude in the same way as the proof of Theorem 1.2, by
constructing bounded modulation parameters for the approximate solutions.

1.3. Comparison with other equations. — Concerning the focusing energy-
critical Schrödinger equation on the Euclidean plane RN

i∂tu−∆u = |u|pc−1u,
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where N ≥ 3 and pc = N+2
N−2 , there exists an explicit stationary solution

W (x) = 1
(1 + |x|2

N(N−2) )N−2
2
.

The orbit {x 7→ CW (x+x0
λ ) | (C, x0, λ) ∈ R×R×R∗+} ofW is the set of minimiz-

ers for the Sobolev embedding Ḣ1(RN ) ↪→ L2∗(RN ) (see the work of Talenti[19]
and Aubin [1]). The energy E(W ) = 1

2‖W‖Ḣ1(RN ) − 1
pc+1‖W‖Lpc+1(RN ) and

the Ḣ1 norm ‖W‖Ḣ1(RN ) play an important role in the dynamical behaviour
of the solutions. Kenig and Merle [13] proved in the radial case that if N ∈
{3, 4, 5} and the initial condition u0 ∈ Ḣ1(RN ) satisfies E(u0) < E(W ) and
‖u0‖Ḣ1(RN ) < ‖W‖Ḣ1(RN ), then the solution is global and scatters in Ḣ1(RN ),
whereas if E(u0) < E(W ) and ‖u0‖Ḣ1(RN ) > ‖W‖Ḣ1(RN ), then the solution
must blow up in finite time.

The situation is different for the Schrödinger equation on the Heisenberg
group. Indeed, from the equation satisfied by Qβ , one can see that the traveling
waves

uβ(t, x, y, s) =
√

1− βQβ(x, y, s+ βt)

have a vanishing energy as β tends to 1:

E(uβ(t)) = 1
2‖uβ(t)‖2

Ḣ1(H1) −
1
4‖uβ(t)‖4L4(H1) ∼ (1− β)π

2

2 → 0,

and, therefore, there exist solutions that do not scatter with arbitrary small
energy.

A better parallel would be the mass-critical focusing half-wave equation on
the real line

i∂tu+ |D|u = |u|2u, (t, x) ∈ R× R,(7)

where D = −i∂x, |̂D|f(ξ) = |ξ|f̂(ξ). The half-wave equation in one dimension
also presents some lack of dispersion and admits traveling waves with speed
β ∈ (−1, 1) (see Krieger, Lenzmann and Raphaël [14])

u(t, x) = Qβ

(x+ βt

1− β
)

e−it,

where the profile Qβ is a solution to
|D| − βD

1− β Qβ +Qβ = |Qβ |2Qβ .

The profiles Qβ in the half-wave equation converge [10] as β tends to 1 in
H

1
2 (R) to a ground-state solution Q to some limiting equation

DQ+Q = Π(|Q|2Q),
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where Π is the Szegő projector from L2(R) onto the space L2
+(R) = {u ∈

L2(R) | Supp(û) ⊂ R+} of L2 functions with nonnegative Fourier frequencies.
From Q, we recover a traveling wave solution to the cubic Szegő equation

i∂tu = Π(|u|2u)(8)

by setting u(t, x) = Q(x − t)e−it. Moreover, the linearized operator around Q
is coercive [17]. One can deduce a similar estimate to Proposition 1.5, implying
that the Szegő profile is orbitally stable in the relevant space for Q

H
1
2
+(R) = {u ∈ H 1

2 (R) | Supp(û) ⊂ R+}.
The following theorem comes from a graduate course given by P. Gérard and
F. Rousset [11], for which no online notes are available (see Pocovnicu [16],
Theorem 1.3, for a non-quantitative version, and [17], Proposition 6.3 applied
to a zero Toeplitz potential, for a similar result with finite times).

Theorem 1.6 (Orbital stability of Q for the Szegő equation). — There exist
ε0 > 0 and C > 0 such that for all solution u of the Szegő equation (8) with
initial condition u0 ∈ H

1
2
+(R), if

‖u0 −Q‖
H

1
2 (R)
≤ ε0,

then
sup
t∈R

inf
(γ,y)∈T×R

‖e−iγu(t, · − y)−Q‖2
H

1
2 (R)
≤ C‖u0 −Q‖

H
1
2 (R)

.

Gérard, Lenzmann, Pocovnicu and Raphaël [10] deduced the invertibility of
the linearized operator for the half-wave equation around the profiles Qβ when
β is close enough to 1. Their estimates imply the orbital stability of these
profiles [11] indeed, one can prove a result similar to Proposition 1.5 for the
profile Qβ with an adapted gap δβ . However, this strategy does not work for
the Schrödinger equation, as we will see at the beginning of Section 4.

Theorem 1.7 (Orbital stability of Qβ for the half-wave equation). — There
exists β∗ ∈ (0, 1), such that the following holds. Let β ∈ (β∗, 1). Then there
exist ε0(β) > 0 and C(β) > 0, such that for all solution u of the half-wave
equation (7) with initial condition u0 ∈ H

1
2 (R), if

‖u0 −Qβ( ·
1− β )‖

H
1
2 (R)
≤ ε0(β),

then
sup
t∈R

inf
(γ,y)∈T×R

‖e−iγu(t, · − y)−Qβ( ·
1− β )‖2

H
1
2 (R)
≤ C‖u0 −Qβ( ·

1− β )‖
H

1
2 (R)

.

In higher dimensions d ≥ 2, traveling waves for the half-wave equation on Rd

i∂tu+
√
−∆u = |u|p−1u, (t, x) ∈ R× Rd,
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are also orbitally stable in the radial case for mass-sub-critical non-linearities
1 < p < 1 + 2

n , but orbitally unstable in the mass-supercritical regime 1 +
2
n < p < 1 + 2

n−1 [6]. Moreover, in the energy-critical and sub-critical case,
Bellazzini, Georgiev, Lenzmann and Visciglia [5] proved that there can be no
small data scattering in the energy space because of the existence of traveling
waves with arbitrary small energy.

As we will see in this paper, we cannot directly adapt the proofs for the half-
wave equation because we lack information on the Cauchy problem. A second
complication arising in comparison to the half-wave equation is the fact that
only two conservation laws are available (energy and momentum), because the
masses of the ground states may be infinite (this fact is easy to check for Q, for
instance). The method both for the Schrödinger equation on the Heisenberg
group and for its limiting system is the construction of some weak solutions as
a limit of smooth functions, and show that we can pass to the limit on their
stability properties.

The paper is organized as follows. We first prove the orbital stability of Q for
the limiting equation in Section 3. Then, we assess how close the solutions are
to the limiting equation as β tends to 1 in order to study the orbital stability
of Qβ for the Schrödinger equation in Section 4.

2. Notation

2.1. The Heisenberg group. — Let us now recall some facts about the Heisen-
berg group. We use coordinates and identify the Heisenberg group H1 with R3.
The group multiplication is given by

(x, y, s) · (x′, y′, s′) = (x+ x′, y + y′, s+ s′ + 2(x′y − xy′)).
The Lie algebra of left-invariant vector fields on H1 is spanned by the vector
fields X = ∂x+2y∂s, Y = ∂y−2x∂s and T = ∂s = 1

4 [Y,X]. The sub-Laplacian
is defined as

L0 := 1
4(X2 + Y 2) = 1

4(∂2
x + ∂2

y) + (x2 + y2)∂2
s + (y∂x − x∂y)∂s.

When the function is radial, the sub-Laplacian coincides with the operator

∆H1 := 1
4(∂2

x + ∂2
y) + (x2 + y2)∂2

s .

The space H1 is endowed with a smooth left-invariant measure, the Haar
measure, which in the coordinate system (x, y, s) is the Lebesgue measure
dλ3(x, y, s). Sobolev spaces of positive order can then be constructed on H1

from powers of the operator −∆H1 , for example, Ḣ1(H1) is the completion of
the Schwarz space S (H1) for the norm

‖u‖Ḣ1(H1) := ‖(−∆H1) 1
2u‖L2(H1).
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2.2. Decomposition along the Hermite functions. — In order to study radial
functions defined on the Heisenberg group H1 it is convenient to use their
decomposition along Hermite-type functions (see, for example, [18], Chapters
12 and 13). The Hermite functions

hm(x) = 1
π

1
4 2m2 (m!) 1

2
(−1)me x

2
2 ∂mx (e−x

2
), x ∈ R,m ∈ N

form an orthonormal basis of L2(R). In L2(R2), the family of products of two
Hermite functions (hm(x)hp(y))m,p∈N diagonalises the two-dimensional har-
monic oscillator: for all m, p ∈ N,

(−∆x,y + x2 + y2)hm(x)hp(y) = 2(m+ p+ 1)hm(x)hp(y).

Given u ∈ S (H1), we will denote by û its usual Fourier transform under the s
variable, with corresponding variable σ

û(x, y, σ) = 1√
2π

∫

R
e−isσu(x, y, s) ds.

For m, p ∈ N, set ĥm,p(x, y, σ) := hm(
√

2|σ|x)hp(
√

2|σ|y). Then, the family
(hm,p)m,p∈N diagonalises the sub-Laplacian:

̂∆H1hm,p = −(m+ p+ 1)|σ|ĥm,p.
Let k ∈ {−1, 0, 1} and denote by Ḣk(H1)∩V ±n the subspace of Ḣk(H1) spanned
by {hm,p | m, p ∈ N,m+ p = n} in the following sense.

Definition 2.1. — Some u±n ∈ Ḣk(H1) belongs to Ḣk(H1)∩V ±n if there exists
a family (f±m,p)m+p=n, such that

û±n (x, y, σ) =
∑

m,p∈N;
m+p=n

f±m,p(σ)ĥm,p(x, y, σ)1σ≷0.

For u±n ∈ Ḣk(H1) ∩ V ±n , the Ḣk-norm of u±n writes as

‖u±n ‖2Ḣk(H1) =
∫

R±

((n+ 1)|σ|)k
∫

R2
|û±n (x, y, σ)|2 dx dy dσ

=
∑

m,p∈N;
m+p=n

∫

R±

((n+ 1)|σ|)k|f±m,p(σ)|2 dσ
2|σ| .

Any function u ∈ Ḣk(H1) admits a decomposition along the orthogonal sum
of the subspaces Ḣk(H1) ∩ V ±n . Let us write u =

∑
±
∑
n∈N u

±
n , where u±n ∈

Ḣk(H1) ∩ V ±n for all (n,±). Then

‖u‖2
Ḣk(H1) =

∑

±

∑

n∈N
‖u±n ‖2Ḣk(H1).
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For k = 0, we get an orthogonal decomposition of the space L2(H1) and denote
by Π±n the associated orthogonal projectors.

The particular space Ḣk(H1) ∩ V +
0 is spanned by a unique radial function

h+
0 , satisfying

ĥ+
0 (x, y, σ) = 1√

π
e−(x2+y2)σ

1σ≥0.

Set u ∈ Ḣk(H1) ∩ V +
0 , then there exists f , such that

û(x, y, σ) = f(σ)ĥ+
0 (x, y, σ),

and

‖u‖2
Ḣk(H1) =

∫

R+

|f(σ)|2 dσ
2σ1−k .

3. Orbital stability for the ground stateQ in the limiting equation

In this section, we prove Theorem 1.2 on the orbital stability for the ground
state Q in the limiting equation (3)

{
i∂tu = Π+

0 (|u|2u)
u(t = 0) = u0 ∈ Ḣ1(H1) ∩ V +

0
, (t, x, y, s) ∈ R×H1.

For convenience, in this part, we replace the elements u ∈ Ḣk(H1) ∩ V +
0 ,

k ∈ {−1, 0, 1} with the corresponding function on the complex upper half-
plane Fu defined as

Fu(s+ i(x2 + y2)) := u(x, y, s).

Due to the equality of Sobolev norms (10) below, we will see that for k ∈
{−1, 0, 1}, u belongs to Ḣk(H1) ∩ V +

0 if and only if Fu belongs to the space
of holomorphic functions Ḣ k

2 (C+) ∩ Hol(C+). Moreover, the Paley–Wiener
theorem 3.2 enables us to identify the orthogonal projector Π+

0 from L2(H1)
onto its closed subspace L2(H1) ∩ V +

0 with the orthogonal projector P0 from
L2(C+) onto the Bergman space A2

1 = L2(C+)∩Hol(C+). The projector P0 is
then a Bergman projector, which will be defined in equality (15). This change
of functions then transforms the Cauchy problem for u into a Cauchy problem
for Fu written as

{
i∂tu = P0(|u|2u)
u(t = 0) = u0 ∈ Ḣ

1
2 (C+) ∩Hol(C+)

, (t, z) ∈ R× C+.(9)

We establish the correspondence between u and Fu in Section 3.1. Then we
construct some smooth functions approximating a weak solution of equation (9)
in Section 3.2, prove their weak convergence in Section 3.3, and deduce from
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their distance to the orbit of Q an upper bound on the distance of the weak
limit to this orbit in Section 3.4.

3.1. Weighted Bergman spaces. — Letting u ∈ Ḣk(H1) ∩ V +
0 we first note

that Fu ∈ Ḣ
k
2 (C+) ∩ Hol(C+). Indeed, the Fourier transform of u along

the s variable corresponds to a function in L2(R+, σ
k−1 dσ); there exists f ∈

L2(R+, σ
k−1 dσ), such that û(x, y, σ) = f(σ)ĥ+

0 (x, y, σ). Therefore, we have

Fu(z) = 1
π
√

2

∫ +∞

0
eizσf(σ) dσ,

so that Fu is holomorphic. Moreover, the Sobolev norms of u and Fu are linked
by

‖u‖2
Ḣk(H1) = π‖Fu‖2

Ḣ
k
2 (C+)

= π‖(−i∂z)
k
2 Fu‖2L2(C+) = 1

2

∫ +∞

0
|f(σ)|2σk−1 dσ.

(10)

For k < 1, Fu belongs to the weighted Bergman space A2
1−k.

Definition 3.1 (Weighted Bergman spaces). — Given k < 1, the weighted
Bergman space A2

1−k is the subspace of L2
1−k := L2(C+, Im(z)−k dλ(z)) com-

posed of holomorphic functions of the complex upper half-plane C+:

A2
1−k :=

{
F ∈ Hol(C+) | ‖F‖2L2

1−k
:=
∫ +∞

0

∫

R
|F (s+ it)|2 dsdt

tk
< +∞

}
.

Indeed, recall the Paley–Wiener theorem for Bergman spaces [4].

Theorem 3.2 (Paley–Wiener). — For every f ∈ L2(R+, σ
k−1 dσ), k < 1, the

following integral is absolutely convergent on C+,

F (z) = 1√
2π

∫ +∞

0
eizσf(σ) dσ,(11)

and defines a function F ∈ A2
1−k, which satisfies

‖F‖2L2
1−k

= Γ(1− k)
21−k

∫ +∞

0
|f(σ)|2σk−1 dσ.(12)

Conversely, for every F ∈ A2
1−k, there exists f ∈ L2(R+, σ

k−1 dσ), such
that (11) and (12) hold.

For k = 1, Fu belongs to the Hardy space H2(C+).

Definition 3.3. — The Hardy space H2(C+) of holomorphic functions of the
upper half-plane C+ such that the following norm is finite:

‖F‖2H2(C+) := sup
t>0

∫

R
|F (s+ it)|2 ds < +∞.
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Theorem 3.4 (Paley–Weiner). — For every f ∈ L2(R+), the following integral
is absolutely convergent on C+

F (z) = 1√
2π

∫ +∞

0
eizσf(σ) dσ(13)

and defines a function F in the Hardy space H2(C+), which satisfies

‖F‖2H2(C+) =
∫ +∞

0
|f(σ)|2 dσ.(14)

Conversely, for every F ∈ H2(C+), there exists f ∈ L2(R+), such that (13)
and (14) hold.

In the following, we will work with the holomorphic representations, the
solutions being valued in the Hardy space H2(C+) = Ḣ

1
2 (C+) ∩Hol(C+).

3.2. Construction of approximate solutions. — Given an initial data u0 ∈
H2(C+) = Ḣ

1
2 (C+) ∩Hol(C+) close enough to the ground state

Q(z) = i
√

2
z + i

,

we want to construct a global solution to the Cauchy problem (9)
{
i∂tu = P0(|u|2u), (t, z) ∈ R× C+

u(t = 0) = u0
,

which stays close to Q (up to symmetries) at all times. The Bergman projection
P0 from L2(C+) to A2

1 writes as (see, e.g. [4])

P0(u)(z) = − 1
π

∫

R+

∫

R

1
(z − s+ it)2u(s+ it) dsdt, z ∈ C+.(15)

We approximate u by functions with higher regularity, satisfying equations
for which we can use a classical global well-posedness result.
Construction of smoothing projectors P̃ε,M : For ε,M > 0, we define the pro-
jector P̃ε,M as follows. Write u ∈ Ḣk(C+)∩Hol(C+), k ≤ 1

2 (or u ∈ Hk(C+)∩
Hol(C+), k ≥ 0) as

u(z) = 1√
2π

∫ +∞

0
eizσf(σ) dσ,

and then

P̃ε,M (u)(z) := 1√
2π

∫ M

ε

eizσf(σ) dσ.

This projector removes the high and low frequencies of u in order to add some
regularity in the solutions. It defines a bounded projector from Ḣk(C+) ∩
Hol(C+) to itself for k ≤ 1

2 and from Hk(C+) ∩Hol(C+) to itself for k ≥ 0.
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Construction of a sequence of approximate solutions (un)n: We consider f ∈
L2(R+), such that for all z ∈ C+,

u0(z) = 1√
2π

∫ +∞

0
eizσf(σ) dσ,

which satisfies

‖u0‖2
Ḣ

1
2 (C+)

= 1
2‖f‖

2
L2(R+).

Let us fix a sequence of positive numbers (εn)n going to zero and consider the
following initial data belonging to H2(C+) ∩Hol(C+)

un0 (z) := P̃εn, 1
εn
u0(z) = 1√

2π

∫ 1/εn

εn

eizσf(σ) dσ.

We denote by H2
ε (C+)∩Hol(C+) the space of functions u ∈ H2(C+)∩Hol(C+)

satisfying P̃ε, 1
ε
(u) = u. On this space, the Ḣk-norms, k ≥ 0, are equivalent:

ε2k‖u‖2L2(C+) ≤ ‖u‖2Ḣk(C+) = 1
2

∫ 1/ε

ε

σ2k−1|f(σ)|2 dσ ≤ 1
ε2k ‖u‖

2
L2(C+).

Define the projection Pn0 as

Pn0 = P̃εn, 1
εn
◦ P0.

We consider the following Cauchy problem
{
i∂tun = Pn0 (|un|2un)
un(t = 0) = un0

,(16)

which is globally well posed in H2
εn(C+) ∩Hol(C+).

Proposition 3.5. — Let un0 ∈ H2
εn(C+)∩Hol(C+). Then there exists a unique

solution un ∈ C∞(R, H2
εn(C+) ∩Hol(C+)) of (16) in the distribution sense.

Proof. — The local existence comes from the Cauchy–Lipschitz theory for
ODEs. Indeed, P0 defines a bounded projector from H2(C+) onto H2(C+) ∩
Hol(C+), and, therefore, Pn0 defines a bounded projector from H2(C+) onto
H2
εn(C+) ∩ Hol(C+). Let r := ‖un0‖H2(C+) and denote by B(u0, r) the ball

centered at u0 of radius r in H2
εn(C+)∩Hol(C+). Since H2(C+) is an algebra,

we deduce that there exists T = T (r), such that the map
C([−T, T ], B(u0, r))→ C([−T, T ], B(u0, r))

v 7→
(
t 7→ v0 + 1

i

∫ t

0
Pn0 (|v|2v)(τ) dτ

)

defines a contraction mapping from C([−T, T ], B(u0, r)) to itself. We conclude
the local well-posedness of equation (16). Moreover, the time of existence of
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the solution is bounded below by some constant which only depends on the
norm of the initial data in H2(C+).

In order to prove that local solutions extend globally in time, we show that
there is no blow-up of the H2 norm in finite time. Due to the equivalence of
the Ḣ 1

2 norm and the H2 norm in H2
εn(C+) ∩ Hol(C+), it is enough to prove

that equation (16) has conserved momentum

P(u) := (u,−iuz)L2(C+) = ‖u‖2
Ḣ

1
2 (C+)

.

However, using the equation a solution u satisfies
d
dtP(u) = 2 Re(∂tu,−i∂zu)L2(C+)

= 2 Re(Pn0 (|u|2u), ∂zu)L2(C+)

= 2 Re(|u|2u,−i∂zu)L2(C+).

By integration by parts, one knows that the complex scalar product
(|u|2u,−i∂zu)L2(C+) is imaginary, leading to the conservation of momentum.

�

Similarly, one can show that the energy E(u) = ‖u‖4L4(C+) is also conserved,
using the equation,

d
dtE(u) = 2 Re(∂tu, |u|2u)L2(C+)

= 2 Re(−iPn0 (|u|2u), |u|2u)L2(C+)

= 2 Re(−iPn0 (|u|2u), Pn0 (|u|2u))L2(C+)

= 0.

We now show that un(t) is close to the orbitM of the ground state Q. Dues
to Proposition 1.5, it is enough to focus on δ(un(t)). However, using the con-
servation laws, we know that for all t ∈ R,

δ(un(t)) = δ(un0 ).

Moreover, by construction of un0 , we know that ‖un0 − u0‖
Ḣ

1
2 (C+)

tends to 0 as
n tends to +∞, and, therefore, δ(un0 ) tends to δ(u0). Assume that δ(u0) < δ0,
then δ(un0 ) < δ0 after some rank N . Due to Proposition 1.5, we deduce that
for all n ≥ N and t ∈ R,

d(un(t),M)2 ≤ Cδ(un0 ).(17)

3.3. Weak convergence. — In this section, we show that the sequence (un)n
has a weak limit u, which is a weak solution to equation (9). In order to do so,
we first prove that t 7→ ∂tun(t) is uniformly bounded in Ḣ−

1
2 (C+) and then

use Ascoli’s theorem.
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Because of the conservation of the momentum and the fact that P(un0 ) ≤
P(u0), for all n ∈ N, we know that for all n ∈ N and t ∈ R,

‖un(t)‖
Ḣ

1
2 (C+)

≤ ‖u0‖
Ḣ

1
2 (C+)

.

Using the equation satisfied by un, we also know that
‖∂tun(t)‖

Ḣ− 1
2 (C+)

≤ ‖Pn0 (|un|2un)(t)‖
Ḣ− 1

2 (C+)
.

By the dual Sobolev embedding L 4
3 (C+) ↪→ Ḣ−

1
2 (C+) and the fact that P0

extends to a bounded projector from Lp(C+) to itself as soon as 1 < p < +∞
(see, for instance, [4], Theorem 1.34), we can estimate that

‖Pn0 (|un|2un)(t)‖
Ḣ− 1

2 (C+)
≤ ‖P0(|un|2un)(t)‖

Ḣ− 1
2 (C+)

≤ C‖P0(|un|2un)(t)‖
L

4
3 (C+)

≤ C ′‖|un|2un(t)‖
L

4
3 (C+)

≤ C ′‖un(t)‖3L4(C+).

Since un(t) is uniformly bounded in Ḣ
1
2 (C+) and, therefore, in L4(C+), we

conclude that the term ‖∂tun(t)‖
Ḣ− 1

2 (C+)
is also uniformly bounded.

We now prove that for all T > 0, up to a subsequence (un)n converges in
C([−T, T ], Ḣ 1

2 (C+) ∩Hol(C+)) (with the weak topology) to a function u.
We know that Ḣ− 1

2 (C+) ∩ Hol(C+) is separable, since it is isometric to
L2(R+). Moreover, by removing the high frequencies of the Fourier function
f at infinity, one can see that Ḣ− 1

2 (C+) ∩ Ḣ 1
2 (C+) ∩ Hol(C+) is dense in

Ḣ−
1
2 (C+)∩Hol(C+). We can, therefore, consider a countable sequence (ϕk)k in

Ḣ−
1
2 (C+)∩Ḣ 1

2 (C+)∩Hol(C+), such that every function in Ḣ− 1
2 (C+)∩Hol(C+)

can be approximated by a subsequence of (ϕk)k for the Ḣ− 1
2 -norm.

Fix k ∈ N. Since (t 7→ ∂tun(t))n and (t 7→ un(t))n are uniformly bounded in
Ḣ−

1
2 (C+) and in Ḣ 1

2 (C+), respectively, the sequence `n(·, ϕk) : t ∈ [−T, T ] 7→
(un(t), ϕk) is equicontinuous and equibounded, for all n and t,

|∂t`n(t, ϕk)| = |(∂tun(t), ϕk)| ≤ ‖∂tun(t)‖
Ḣ− 1

2 (C+)
‖ϕk‖

Ḣ
1
2 (C+)

and
|`n(t, ϕk)| = |(un(t), ϕk)| ≤ ‖un(t)‖

Ḣ
1
2 (C+)

‖ϕk‖
Ḣ− 1

2 (C+)
.

Applying Ascoli’s theorem, for every k ∈ N, there is a subsequence (np)p,
such that (`np(·, ϕk))p converges in C([−T, T ],C) to some continuous function
`(·, ϕk) as p tends to +∞. By a diagonal argument, we can use the same subse-
quence for all k ∈ N. Using a second diagonal argument on a sequence of times
(Tn)n going to +∞, we can assume that for all k, there exists `(·, ϕk) ∈ C(R,C),
such that for all T > 0, the sequence (`np(·, ϕk))p converges in C([−T, T ],C) to
`(·, ϕk)|[−T,T ].
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By density, ` extends to a bounded linear map ` ∈ C(R, (Ḣ− 1
2 (C+) ∩

Hol(C+))∗) (with weak topology). Now, by duality, ` can be represented by
u ∈ C(R, Ḣ 1

2 (C+) ∩Hol(C+)), for all ϕ ∈ Ḣ− 1
2 (C+) ∩Hol(C+),

`(t, ϕ) = (u(t), ϕ).
To conclude, by construction, for all T > 0, the sequence (`np |[−T,T ])p converges
weakly to `|[−T,T ] in the space C([−T, T ], (Ḣ− 1

2 (C+) ∩ Hol(C+))∗); therefore,
(un)n converges weakly to u in C([−T, T ], Ḣ 1

2 (C+)∩Hol(C+)). Passing to the
limit we conclude that u is a global solution to the original equation (9) in the
distribution sense.

We deduce that
d(u(t),M)2 = inf

X∈R×T×R∗
+
‖u(t)− TXQ‖2

Ḣ
1
2 (C+)

≤ inf
X∈R×T×R∗

+
lim inf
n→+∞

‖un(t)− TXQ‖2
Ḣ

1
2 (C+)

.

Since X is not compact, this inequality is not sufficient if we want to apply
inequality (17) to estimate d(u(t),M). In the following part, we construct
a map t 7→ Xn(t), such that for all t ∈ R, un(t) is close to TXn(t)Q, and
(Xn(t))n∈N stays bounded, then use a compactness argument.

3.4. Modulation. — Recall the notations in the Introduction. Fixing u ∈
H2(C+) = Ḣ

1
2 (C+) ∩ Hol(C+) and X = (s, θ, α) ∈ R × T × R∗+, we denote

by TXu the element of H2(C+) satisfying
TXu(z) := eiθαu(α2(z − s)), z ∈ C+.

We write X−1 = (−s,−θ, α−1) and
|X| := |s|+ |θ|+ | log(α)|.

We have also defined the orbit of Q as
M = {TXQ | X ∈ R× T× R∗+},

and the distance of u toM as
d(u,M) = inf

X=(s,θ,α)∈R×T×R∗
+

‖TXu−Q‖
Ḣ

1
2 (C+)

.

We choose 0 < r < 1 and assume that ‖u0 − Q‖
Ḣ

1
2 (C+)

< r2. Given K >

0, for n ≥ N large enough, the regularized initial data un0 satisfies δ(un0 ) <
Kr2. Using the conservation of energy and momentum and Proposition 1.5,
we deduce that there exist c0 > 0 and r0 > 0, such that if 0 < r < r0, then
d(un(t),M) < c0r for all t ∈ R.

We start from the observation that around time t = 0, we can chooseXn(t) =
(0, 0, 1) for all n ≥ N , since ‖un0 − Q‖Ḣ 1

2 (C+)
< c0r. By continuity, we know

that ‖un(t) − Q‖
Ḣ

1
2 (C+)

≤ (1 + ε)c0r on some small time interval, which can
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be taken independently of n. Indeed, using the conservation of momentum, we
have
‖un(t)−Q‖2

Ḣ
1
2 (C+)

= ‖un(t)‖2
Ḣ

1
2 (C+)

+ ‖Q‖2
Ḣ

1
2 (C+)

− 2(un(t), Q)
Ḣ

1
2 (C+)

= ‖un0‖2Ḣ 1
2 (C+)

+ ‖Q‖2
Ḣ

1
2 (C+)

− 2(un(t),−iQz)L2(C+),

and, therefore, the derivative of ‖un(t)−Q‖2
Ḣ

1
2 (C+)

is bounded by
∣∣∣∣

d
dt‖un(t)−Q‖2

Ḣ
1
2 (C+)

∣∣∣∣ =
∣∣2(∂tun(t),−iQz)L2(C+)

∣∣

≤ 2‖∂tun(t)‖
Ḣ− 1

2 (C+)
‖−iQz‖

Ḣ
1
2 (C+)

.

However, we have already seen that ‖∂tun(t)‖
Ḣ− 1

2 (C+)
is bounded indepen-

dently of t and n, and, therefore, there exists K > 0, such that for n ≥ N and
t ∈ R

‖un(t)−Q‖2
Ḣ

1
2 (C+)

≤ ‖un0 −Q‖2Ḣ 1
2 (C+)

+K|t|

≤ (c0r)2 +K|t|.
For fixed ε > 0, we conclude that the inequality ‖un(t)−Q‖

Ḣ
1
2 (C+)

≤ (1+ε)c0r
holds as long as |t| ≤ (1+ε)2−1

K (c0r)2.
Set ε > 0 and t1 := (1+ε)2−1

K (c0r)2. Assume that at time t0, there exists
a bounded sequence (X0

n)n in R × T × R∗+, such that for all n, ‖un(t0) −
TX0

n
Q‖

Ḣ
1
2 (C+)

< c0r. By the above method, one can show that ‖un(t) −
TX0

n
Q‖

Ḣ
1
2 (C+)

≤ (1 + ε)c0r on [t0 − t1, t0 + t1]. Indeed, let vn := T(X0
n)−1un.

The equation satisfied by un is not invariant by scaling, but we can write down
the equation satisfied by vn. Recall that if

u(z) = 1√
2π

∫ +∞

0
eizσf(σ) dσ,

then

P̃ε,Mu(z) = 1√
2π

∫ M

ε

eizσf(σ) dσ.

Write (X0
n) =: (s0

n, θ
0
n, α

0
n) and P̃n0 := P̃ εn

(α0
n)2 ,

1
εn(α0

n)2
◦P0. Then vn = T(X0

n)−1un

satisfies ‖vn(t0)−Q‖
Ḣ

1
2 (C+)

< c0r, and

i∂tvn = P̃n0 (|vn|2vn).

Like equation (16), this equation conserves the energy ‖vn(t)‖4L4(C+) and
the momentum ‖vn(t)‖2

Ḣ
1
2 (C+)

. However, for all ε and M , one can see from

the expression (10) of the Sobolev norms that the projector P̃ε,M satisfies
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‖P̃ε,Mu‖
Ḣ− 1

2 (C+)
≤ ‖u‖

Ḣ− 1
2 (C+)

. Therefore, we have the same inequalities
as above

‖∂tvn(t)‖
Ḣ− 1

2 (C+)
≤ ‖P̃n0 (|vn|2vn)(t)‖

Ḣ− 1
2 (C+)

≤ ‖P0(|vn|2vn)(t)‖
Ḣ− 1

2 (C+)

≤ C‖P0(|vn|2vn)(t)‖
L

4
3 (C+)

≤ C ′‖|vn|2vn(t)‖
L

4
3 (C+)

≤ C ′‖vn(t)‖3L4(C+).

Since ‖vn(t)‖L4(C+) = ‖un(t)‖L4(C+) is uniformly bounded by conservation of
the L4-norm, we conclude that ‖vn(t)−Q‖

Ḣ
1
2 (C+)

= ‖un(t)−TX0
n
Q‖

Ḣ
1
2 (C+)

≤
(1 + ε)c0r, as long as |t− t0| ≤ t1.

We construct Xn as a piecewise C1 functional on R as follows. For k ∈ Z, Xn

is constant on [kt1, (k+1)t1[, equal to some Xk
n ∈ R×T×R∗+ to be chosen. We

first set X−1
n = X0

n = (0, 0, 1). Then, at time tk = kt1, k ≥ 1, we use the fact
that d(un(tk),M) < r and choose Xk

n, such that ‖un(tk) − TXknQ‖Ḣ 1
2 (C+)

<

c0r. Then from the above paragraph, ‖un(t) − TXknQ‖Ḣ 1
2 (C+)

≤ (1 + ε)c0r on
[tk, tk + t1]. We do a similar construction for negative times. The map Xn

satisfies
‖un(t)− TXn(t)Q‖Ḣ 1

2 (C+)
≤ (1 + ε)c0r, t ∈ R.

It remains to show thatXn is bounded independently of n on bounded intervals.
In order to do so, it is enough to control the gap between Xk−1

n and Xk
n. By

construction, at time tk,
‖un(tk)− TXk−1

n
Q‖

Ḣ
1
2 (C+)

≤ (1 + ε)c0r

and
‖un(tk)− TXknQ‖Ḣ 1

2 (C+)
< c0r,

and, therefore,
‖TXk−1

n
Q− TXknQ‖Ḣ 1

2 (C+)
≤ (2 + ε)c0r.

Using the following Lemma, we conclude that if r is chosen small enough, then
there exists a constant c1 > 0, such that for all n ≥ N and k ∈ Z,

|Xk−1
n (Xk

n)−1| ≤ c1.
Lemma 3.6. — There exist c1 > 0 and r1 > 0, such that the following holds.
Let X ∈ R× T× R∗+, such that

‖TXQ−Q‖
Ḣ

1
2 (C+)

≤ r1.
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Then
|X| ≤ c1.

Proof. — Due to the invariance of the Ḣ 1
2 -norm by symmetries, one can as-

sume that X = (s, θ, α) with α ≥ 1 up to exchanging X and X−1. We expand
‖TXQ−Q‖2

Ḣ
1
2 (C+)

= ‖TXQ‖2
Ḣ

1
2 (C+)

+ ‖Q‖2
Ḣ

1
2 (C+)

− 2(TXQ,Q)
Ḣ

1
2 (C+)

= 2π − 2(TXQ,Q)
Ḣ

1
2 (C+)

.

Now, recall that

Q(z) =
√

2
z + i

= 1√
2π

∫ +∞

0
eizσf(σ) dσ,

with
f(σ) = −2i

√
πe−σ,

and

‖Q‖2
Ḣ

1
2 (C+)

= 1
2

∫ +∞

0
|f(σ)|2 dσ = π.

With this notation, the function corresponding to TXQ is

g(σ) = −2i
√
πeiθe−isσe−

σ
α2

1
α2 ,

and, therefore,

‖TXQ−Q‖2
Ḣ

1
2 (C+)

= 2π − 4πRe
(∫ +∞

0
eiθe−isσe−

σ
α2

1
α2 e

−σ dσ
)

= 2π − 4πRe
(

eiθ

α2
(
is+ 1

α2 + 1
)
)
.

Set α = 1 + β with β ≥ 0. We want to bound s and β. By assumption,
∣∣∣∣∣Re

(
eiθ

is (1+β)2

2 + 1 + β + β2

2

)
− 1
∣∣∣∣∣ ≤

r2
1

2π =: δ1.

Denote z := eiθ

is
(1+β)2

2 +1+β+ β2
2
. The fact |Re(z) − 1| ≤ δ1 implies that |z| ≥

Re(z) ≥ 1− δ1, and if δ1 < 1, that
1
|z| =

∣∣∣∣is
(1 + β)2

2 + 1 + β + β2

2

∣∣∣∣ ≤
1

1− δ1
.

On the one hand, taking the real part,

1 + β + β2

2 ≤
1

1− δ1
.
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Since β ∈ R+ 7→ 1 + β + β2

2 is strictly increasing and going to +∞ as β goes
to +∞, there exists some constant c > 0, such that β ≤ c, or, in other terms,
0 ≤ logα ≤ log(1 + c). On the other hand, since β ≥ 0, the bound on the
imaginary part implies that

|s| ≤ 2
1− δ1

. �

Using the Lemma, assume that 3c0r < r1 and fix t ∈ R. We now know
that (Xn(t))n takes values in a compact set; up to extraction, one can assume
that (Xn(t))n converges to some X(t). Moreover, for all t ∈ R and n ∈ N,
‖un(t) − TXn(t)Q‖Ḣ 1

2 (C+)
≤ (1 + ε)c0r, and, therefore, passing to the weak

limit n → +∞ we conclude that ‖u(t) − TX(t)Q‖Ḣ 1
2 (C+)

≤ (1 + ε)c0r. Since
ε > 0 can be taken arbitrarily small, we have proven the following reformulation
of Theorem 1.2.

Theorem 3.7. — There exist c0 > 0 and r0 > 0, such that the following holds.
Let r ≤ r0 and u0 ∈ Ḣ

1
2 (C+) ∩ Hol(C+), such that ‖u0 − Q‖

Ḣ
1
2 (C+)

< r2.
Then there exists a weak solution u ∈ C(R, Ḣ 1

2 (C+)∩Hol(C+)) (with the weak
topology) to equation (9)

{
i∂tu = P0(|u|2u)
u(t = 0) = u0

, (t, z) ∈ R× C+

such that for all t ∈ R,
d(u(t),M) ≤ c0r.

4. Orbital stability for the ground statesQβ in the Schrödinger equation

We now consider the Schrödinger equation on the Heisenberg group (1)
{
i∂tu−∆H1u = |u|2u
u(t = 0) = u0

, (t, x, y, s) ∈ R×H1.

For β ∈ (β∗, 1), we are interested in solutions with initial data u0 ∈ Ḣ1(H1)
satisfying

‖u0 −
√

1− βQβ‖Ḣ1(H1) < (1− β)r.
Let u be an eventual solution and set

u(t, x, y, s) =
√

1− βU((1− β)t, x, y, s+ βt),
so that U is a solution to

i∂tU −
∆H1 + βDs

1− β U = |U |2U, (t, x, y, s) ∈ R×H1.(18)
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The initial data U0 satisfies

‖U0 −Qβ‖Ḣ1(H1) <
√

1− βr.
There are two relevant conserved quantities for this equation: the energy

Eβ(V ) := 1
2(−∆H1 + βDs

1− β V, V )L2(H1) −
1
4‖V ‖

4
L4(H1),

and the momentum

P(V ) := (DsV, V )L2(H1), V ∈ Ḣ1(H1).

Theorem 1.3 is equivalent to prove that if β is large, then one can construct a
global weak solution U to equation (18), which stays close to the orbit of Qβ
at all times, which leads to the following reformulation.

Theorem 4.1. — There exist some constants c0 > 0 and r0 > 0, such that for
all r ∈ (0, r0), there exists a parameter β∗(r) ∈ (0, 1), such that the following
holds. Let β ∈ (β∗(r), 1) and U0 ∈ Ḣ1(H1) satisfying
• if U0 ∈ Ḣ1(H1) ∩ V +

0 :

‖U0 −Qβ‖Ḣ1(H1) < r2

• in the general case:

‖U0 −Qβ‖Ḣ1(H1) <
√

1− βr.

Then there exists a global weak solution Uβ ∈ C(R, Ḣ1(H1)) (with the weak
topology) to equation (18)

{
i∂tUβ − ∆H1 +βDs

1−β Uβ = |Uβ |2Uβ
Uβ(t = 0) = U0

,

such that for all t ∈ R, Uβ(t) is close to the orbit Qβ = {TXQβ | X ∈ R ×
T× R∗+} of Qβ:

d(Uβ(t),Qβ) ≤ c0r.

Contrary to the strategy deployed for the half-wave equation [11], the gap

δβ(V ) := |Eβ(V )− Eβ(Qβ)|+ |P(V )− P(Qβ)| , V ∈ Ḣ1(H1),

does not here directly control the distance of V to Qβ , so Proposition 1.5
does not hold for Qβ and δβ . Indeed, even the fact that δβ(V ) = 0 does not
imply that V belongs to Qβ . This is due to the fact that we can only use
two conservation laws (energy and momentum) here, whereas an additional
conservation law was available for the half-wave equation: the mass of the
solution.
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However, using that Qβ tends to Q as β tends to 1, one can instead show
that the component of the solution along the space V +

0 is close to Q and control
the rest separately. More precisely, decompose

U(t) = U+(t) +W (t),

where U+(t) ∈ Ḣ1(H1) ∩ V +
0 and W (t) ∈ ⊕(k,±)6=(0,+) Ḣ

1(H1) ∩ V ±k . If we
know that W (t) is small enough, then δβ(U(t)) ≈ δ(U+(t)). This enables us
to estimate the distance d(U+(t),M) of U+(t) to the orbit of Q, and therefore
the distance of U(t) to the orbit of Qβ for β close to 1.

The plan of the proof is as follows. Fix β ∈ (0, 1). We approximate the initial
data and the equation by global smooth functions (Uγ,n)γ∈[β,1),n∈N valued in
H2(H1) in Section 4.1. We then decompose

Uγ,n(t) = U+
γ,n(t) +Wβ,n(t),

where U+
γ,n(t) ∈ Ḣ1(H1) ∩ V +

0 and Wγ,n(t) ∈ ⊕(k,±) 6=(0,+) Ḣ
1(H1) ∩ V ±k . In

Section 4.2, we fix n ∈ N and study the limit γ → 1. We prove by using
the conservation laws that Wγ,n(t) stays small and that the gap δ(U+

γ,n(t)) is
controlled as δ(U+

γ,n(t)) . r2 for γ ≥ β∗(n, t), which leads to an upper bound

d(Uγ,n(t),M) < c0r, t ∈ R, γ ∈ [max(β∗(n, t), β), 1).(19)

Then, we show that the lower bound β∗(n, t) can be taken independently of n
and t. Finally, in Section 4.3, we fix β ≥ β∗ and use the same method as for
the limiting equation to find an upper bound on the modulation parameters
(Xβ,n(t))n∈N in order to pass to the limit n→ +∞ in the above inequality (19).

4.1. Construction of approximate solutions. —
Construction of a sequence of smoothing projectors Π(n): We define a sequence
of projectors Π(n) close to identity, mapping elements of Ḣs(H1) (s = ±1) to
smoother functions, by removing the high and low Fourier frequencies and the
high Hermite modes in the decomposition

Ḣs(H1) =
⊕

k∈N

⊕

±
Ḣs(H1) ∩ V ±k .

Using these projectors, we consider a sequence of equations approximating (18)
for which the Cauchy problem is globally well posed.

Let u ∈ Ḣs(H1), s = ±1, which we decompose as a series of elements of
Ḣs(H1) ∩ V ±k for (k,±) ∈ (N,±). Write

u =
+∞∑

k=0

∑

±
Πk,±(u),
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where for all (k,±) ∈ (N,±), Πk,±(u) ∈ Ḣs(H1) ∩ V ±k . Then

‖u‖2
Ḣs(H1) =

∑

k∈N

∑

±

∫

R±

((k + 1)|σ|)s
∫

R2
|Π̂k,±(u)(x, y, σ)|2 dxdy dσ.

Let n ∈ N. We define Π(n)(u) as follows. We take the n-th partial sum and
remove the high and low frequencies |σ| → +∞ and |σ| → 0:

Π̂(n)(u)(x, y, σ) :=
n∑

k=0

∑

±
Π̂k,±(u)(x, y, σ)1 1

n≤|σ|≤n.(20)

Consequently,

‖Π(n)(u)‖2
Ḣs(H1) =

n∑

k=0

∑

±

∫

{σ∈R±}∩{ 1
n≤|σ|≤n}

((k + 1)|σ|)s

×
∫

R2
|Π̂k,±(u)(x, y, σ)|2 dxdy dσ

converges to ‖u‖2
Ḣs(H1) as n goes to +∞.

Moreover, if u ∈ Ḣ1(H1), then Π(n)(u) belongs to H3(H1). Indeed,

‖Π(n)(u)‖2H3(H1) =
n∑

k=0

∑

±

∫

{σ∈R±}∩{ 1
n≤|σ|≤n}

(1 + (k + 1)3|σ|3)

×
∫

R2
|Π̂k,±(u)(x, y, σ)|2 dx dy dσ,

but on the set { 1
n ≤ |σ| ≤ n}, and for k ≤ n,

(1 + (k+ 1)3|σ|3) ≤ (n|σ|+ (n+ 1)2(k+ 1)n2|σ|) ≤ n(1 +n(n+ 1)2)(k+ 1)|σ|,
and, therefore, ‖Π(n)(u)‖H3(H1) is finite.
Construction of a sequence of approximate solutions (Uγ,n)γ∈[β,1),n∈N: Fix β ∈
(0, 1), r > 0 and U0 ∈ Ḣ1(H1), such that
• either U0 ∈ Ḣ1(H1) ∩ V +

0 and
‖U0 −Qβ‖Ḣ1(H1) < r2;

• either
‖U0 −Qβ‖Ḣ1(H1) <

√
1− βr.

We want to construct a global solution to (18)
{
i∂tUβ − ∆H1 +βDs

1−β Uβ = |Uβ |2Uβ
Uβ(t = 0) = U0

,

such that for all t ∈ R,
d(Uβ(t),Qβ) ≤ c0r.
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By approximation, the idea would be to consider a sequence of equations
{
i∂tUβ,n − ∆H1 +βDs

1−β Uβ,n = Π(n)(|Uβ,n|2Uβ,n)
Uβ,n(t = 0) = Uβ,n0 = Π(n)(U0)

, n ∈ N,(21)

for which one can show that for all n large, there exists β∗(n), such that if
β ≥ β∗(n), then

d(Uβ,n(t),Qβ) ≤ c0r, t ∈ R.

In order to get a lower bound β∗ independent of n, we rather construct a set
of initial data (Uγ,n0 )γ∈[β,1),n∈N and equations

{
i∂tUγ,n − ∆H1 +γDs

1−γ Uγ,n = Π(n)(|Uγ,n|2Uγ,n)
Uγ,n(t = 0) = Uγ,n0 = Π(n)(Uγ0 )

, n ∈ N, γ ∈ [β, 1),(22)

and then use a continuity argument.
For γ ∈ [β, 1), the initial data Uγ0 is defined as follows:
• if U0 ∈ Ḣ1(H1) ∩ V +

0 , we choose Uγ0 constant equal to U0;
• otherwise, we choose

Uγ0 := 1− γ
1− βU0 + γ − β

1− β Q.

We make this choice in the general case because we need the initial data
Uγ0 to go to Ḣ1(H1) ∩ V +

0 as γ tends to 1.

Lemma 4.2. — Let r > 0 and U0 ∈ Ḣ1(H1). There exist C0 > 0, β∗(r) ∈ (0, 1)
and N(r, U0) ∈ N, such that the following holds. Let β ∈ (β∗(r), 1) and assume
that U0 satisfies
• either U0 ∈ Ḣ1(H1) ∩ V +

0 and

‖U0 −Qβ‖Ḣ1(H1) < r2;

• either

‖U0 −Qβ‖Ḣ1(H1) <
√

1− βr.
Then for all n ≥ N(r, U0) and for all γ ∈ [β, 1),

|Eγ(Uγ,n0 )− E(Q)|+ |P(Uγ,n0 )− P(Q)| < C0r
2.

Proof. — We use the following convergence rate of (Qβ)β to Q as β tends to 1
(proved in Appendix A):

‖Qβ −Q‖Ḣ1(H1) = o(
√

1− β).

If U0 ∈ Ḣ1(H1) ∩ V +
0 and ‖U0 −Qβ‖Ḣ1(H1) < r2, we have chosen Uγ0 constant

equal to U0, and it is enough to use that ‖Π(n)(U0)−U0‖Ḣ1(H1) → 0 as n→ +∞.
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We now treat the case ‖U0 −Qβ‖Ḣ1(H1) <
√

1− βr. By convergence of Qβ
to Q, there exists β∗ = β∗(r) ∈ (0, 1), such that for all β ∈ (β∗, 1),

‖Qβ −Q‖Ḣ1(H1) <
√

1− βr.
We decompose

Qβ = Q+
β +Rβ

and
U0 = U+

0 +W0,

where Q+
β , U

+
0 ∈ Ḣ1(H1) ∩ V +

0 and Rβ ,W0 ∈
⊕

(k,±)6=(0,+) Ḣ
1(H1) ∩ V ±k . In

the same way, we decompose Uγ0 as
Uγ0 = (Uγ0 )+ +W γ

0

and Uγ,n0 = Π(n)(Uγ0 ) as
Uγ,n0 = (Uγ,n0 )+ +W γ,n

0 ,

where (Uγ0 )+, (Uγ,n0 )+∈ Ḣ1(H1)∩V +
0 andW γ

0 ,W
γ,n
0 ∈⊕(k,±)6=(0,+) Ḣ

1(H1)∩V ±k .
Since

‖W0 −Rβ‖Ḣ1(H1) ≤ ‖U0 −Qβ‖Ḣ1(H1) <
√

1− βr,
W0 satisfies

‖W0‖Ḣ1(H1) ≤ ‖W0 −Rβ‖Ḣ1(H1) + ‖Rβ‖Ḣ1(H1)

≤ 2
√

1− βr.
Therefore, W γ

0 = 1−γ
1−βW0 satisfies

‖W γ
0 ‖Ḣ1(H1) ≤ 2 1− γ√

1− β r,

which implies that for all n ∈ N,

‖W γ,n
0 ‖Ḣ1(H1) ≤ 2 1− γ√

1− β r.

In particular,∣∣∣∣∣

(
−∆H1 + γDs

1− γ W γ,n
0 ,W γ,n

0

)

L2(H1)

∣∣∣∣∣+
∣∣(DsW

γ,n
0 ,W γ,n

0 )L2(H1)
∣∣

≤ 8 1− γ
1− β r

2 + 4(1− γ)2

1− β r2

≤ 12r2,

and
‖W γ,n

0 ‖L4(H1) ≤ C‖W γ,n
0 ‖Ḣ1(H1) ≤ 2C

√
1− βr,

which is bounded by r2 if β ≥ β∗(r) is large enough.
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Given the form of the energy

Eγ(Uγ,n0 ) = 1
2

(
−∆H1 + γDs

1− γ W γ,n
0 ,W γ,n

0

)

L2(H1)

+ 1
2(Ds(Uγ,n0 )+, (Uγ,n0 )+)L2(H1) −

1
4‖(U

γ,n
0 )+ +W γ,n

0 ‖4L4(H1),

and given that all the terms involving W γ,n
0 are bounded by some C0r

2, it is
now enough to prove an estimate of the form ‖(Uγ,n0 )+ − Q‖Ḣ1(H1) ≤ C0r

2.
However,

‖(Uγ,n0 )+− (Uγ0 )+‖Ḣ1(H1) ≤
1− γ
1− β ‖Π

(n)((U0)+)− U+
0 ‖Ḣ1(H1)

+ γ − β
1− β ‖Π

(n)(Q)−Q‖Ḣ1(H1)

≤ ‖Π(n)((U0)+)−U+
0 ‖Ḣ1(H1)+ ‖Π(n)(Q)−Q‖Ḣ1(H1),

which converges to zero as n goes to +∞ independently of γ and β. Moreover,

‖(Uγ0 )+−Q‖Ḣ1(H1) = 1− γ
1−β ‖U

+
0 −Q‖Ḣ1(H1)

≤ 1− γ
1−β (‖U0−Qβ‖Ḣ1(H1)+ ‖W0‖Ḣ1(H1)+ ‖Qβ −Q‖Ḣ1(H1))

≤ 1− γ
1−β 4

√
1−βr

≤ 4r2,

for β ≥ β∗(r) large enough.
To conclude, there exist C0 > 0, r0 > 0 and N ∈ N, such that for all n ≥ N ,

r ∈ (0, r0) and γ ∈ [β, 1),
|Eγ(Uγ,n0 )− E(Q)|+ |P(Uγ,n0 )− P(Q)| < C0r

2. �

From now on, we assume that β ≥ β∗(r) and n ≥ N(r).
As in Proposition 3.5 for the limiting equation, equation (22) admits a unique

global solution in H3
n(H1) := Π(n)(H3(H1)).

Proposition 4.3. — Let Uγ,n0 ∈ H3
n(H1) and γ ∈ [0, 1). Then there ex-

ists a unique Uγ,n ∈ C∞(R, H3
n(H1)), such that (22) is satisfied in the dis-

tributional sense. Moreover, the solution map is continuous from H3
n(H1) to

C∞(R, H3
n(H1)).

Proof. — Local well-posedness comes from the Cauchy–Lipschitz theory from
ODEs. Indeed, H3(H1) is an algebra, and, moreover, the Hermite modes k
are restricted to k ≥ n, and the frequencies σ are restricted to the set { 1

n ≤
|σ| ≤ n}. Therefore, the map V 7→ ∆H1 +γDs

1−γ V + Π(n)(|V |2V ) is well defined
and locally Lipschitz from the Banach space H3

n(H1) to itself.
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In order to show that the local maximal solutions are global, we prove that
there is no blow-up in finite time due to the conservation of the momentum

P(V ) = (DsV, V )L2(H1),

and the following inequality valid for V ∈ H3
n(H1):

(DsV, V )L2(H1) ≤ ‖V ‖2H3(H1) ≤ (n+ (n+ 1)3n2)(DsV, V )L2(H1). �

4.2. Limit γ → 1 for the n-th partial sum. — In this section, we use the con-
servation of energy and momentum to recover an upper bound on d(Uγ,n(t),M)
for γ ≥ β∗(n, t) close to 1. Then, we prove that the lower bound for γ can be
chosen independently of n and t.

For t ∈ R, we decompose Uγ,n(t) as
Uγ,n(t) = U+

γ,n(t) +Wγ,n(t),
where

U+
γ,n(t) = Π+

0 (Uγ,n(t)) ∈ Ḣ1(H1) ∩ V +
0 ,

and, therefore,

Wγ,n(t) = (Id−Π+
0 )(Uγ,n(t)) ∈

⊕

(k,±)6=(0,+)

Ḣ1(H1) ∩ V ±k

(see Definition 2.1 for the definition of the spaces in the orthogonal sum V ±k ).
In what follows, we show that U+

γ,n(t) is the main part for which we control
δ(U+

γ,n(t)), and Wγ,n(t) is a remainder term that vanishes in the limit γ → 1.
First, since P(Uγ,n(t)) = (DsUγ,n(t), Uγ,n(t))L2(H1) is conserved, bounded

by C0r
2 +P(Q) for all γ ∈ [β, 1) and equivalent to ‖Uγ,n(t)‖2

Ḣ1(H1) in H
2
n(H1),

there exists some constant C(n) > 0, such that for all t ∈ R and γ ∈ [β, 1),
‖Uγ,n(t)‖Ḣ1(H1) ≤ C(n).(23)

However, such a bound on ‖Uγ,n(t)‖Ḣ1(H1) and the conservation of energy imply
thatWγ,n(t) must vanish in Ḣ1(H1) as γ tends to 1 due to the following lemma.

Lemma 4.4. — Let r > 0, β ∈ (β∗(r), 1), n ≥ N(r) and assume that U0
satisfies
• either U0 ∈ Ḣ1(H1) ∩ V +

0 and
‖U0 −Qβ‖Ḣ1(H1) < r2;

• either
‖U0 −Qβ‖Ḣ1(H1) <

√
1− βr,

There exists C1 > 0, such that if there exists C > 0 (possibly depending on n),
t ∈ R and γ ∈ [β, 1), such that ‖Uγ,n(t)‖Ḣ1(H1) ≤ C, then

‖Wγ,n(t)‖Ḣ1(H1) ≤ C1(1 + C2)
√

1− γ.
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Proof. — We use the conservation of energy

Eγ(Uγ,n(t)) = 1
2

(
−∆H1 + γDs

1− γ Wγ,n(t),Wγ,n(t)
)

L2(H1)

+ 1
2(DsU

+
γ,n(t), U+

γ,n(t))L2(H1) −
1
4‖Uγ,n(t)‖4L4(H1),

then apply Lemma 4.2 to get

|Eγ(Uγ,n0 )− E(Q)| < C0r
2.

Due to the embedding Ḣ1(H1) ↪→ L4(H1), we know that

‖Uγ,n(t)‖4L4(H1) ≤ K4‖Uγ,n(t)‖4
Ḣ1(H1) = K4C4.

Moreover, recall the equivalence of norms

1
2‖w‖

2
Ḣ1(H1) ≤ (−(∆H1 + γDs)w,w)L2(H1) ≤ 2‖w‖2

Ḣ1(H1),

w ∈
⊕

(k,±)6=(0,+)

Ḣ1(H1) ∩ V ±k .

We conclude that
1

4(1− γ)‖Wγ,n(t)‖2
Ḣ1(H1) ≤ E(Q) + C0r

2 + 1
4K

4C4,

which implies the lemma. �

Applying Lemma 4.4 and inequality (23), we know that for all t ∈ R and
γ ∈ [β, 1),

‖Wγ,n(t)‖Ḣ1(H1) ≤ C1(1 + C(n)2)
√

1− γ,

which vanishes as γ tends to 1.
Fix t ∈ R. We establish in Lemma 4.5 below that γ ∈ [β, 1) 7→ Wγ,n(t) is

continuous, so that we can define β0(n, t) ≥ β as the minimal element in [β, 1)
satisfying:

∀γ ∈ [β0(n, t), 1), ‖Wγ,n(t)‖Ḣ1(H1) ≤ r2.

Lemma 4.5. — For t ∈ R, γ ∈ [β, 1) 7→Wγ,n(t) ∈ Ḣ1(H1) is continuous.

Proof. — Fix t ∈ R. One knows that the orthogonal projection (Id − Π+
0 )

onto the space
⊕

(k,±)6=(0,+) Ḣ
1(H1) ∩ V ±k is continuous, since it satisfies the

inequality ‖(Id − Π+
0 )(V )‖Ḣ1(H1) ≤ ‖V ‖Ḣ1(H1) for all V ∈ Ḣ1(H1). However,

by definition, Wγ,n(t) = (Id − Π+
0 )(Uγ,n(t)), and, therefore, it is enough show
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that the map γ ∈ [β, 1) 7→ Uγ,n(t) ∈ Ḣ1(H1) is continuous. Let γ1, γ2 ∈ [β, 1)
and set R := Uγ1,n − Uγ2,n. Then R is a solution to

i∂tR−
∆H1 + γ1Ds

1− γ1
R−

(
∆H1 + γ1Ds

1− γ1
− ∆H1 + γ2Ds

1− γ2

)
Uγ2,n

= Π(n)(|Uγ1,n|2Uγ1,n)−Π(n)(|Uγ2,n|2Uγ2,n).

We bound ‖∂tR(t)‖Ḣ1(H1), which is equivalent to controlling ‖∂tR(t)‖Ḣ−1(H1),
since ∂tR(t) ∈ Π(n)(Ḣ1(H1)). We treat each term in the equation separately.

First,
∥∥∥∥−

∆H1 + γ1Ds

1− γ1
R(t)

∥∥∥∥
Ḣ−1(H1)

≤ 2
1− γ1

‖−∆H1R(t)‖Ḣ−1(H1)

≤ 2
1− γ1

‖R(t)‖Ḣ1(H1).

Then,
∥∥∥∥
(

∆H1 + γ1Ds

1− γ1
− ∆H1 + γ2Ds

1− γ2

)
Uγ2,n(t)

∥∥∥∥
Ḣ−1(H1)

≤ |γ2 − γ1|
(1− γ1)(1− γ2)

(
‖−∆H1Uγ2,n(t)‖Ḣ−1(H1) + ‖DsUγ2,n(t)‖Ḣ−1(H1)

)

≤ |γ2 − γ1|
(1− γ1)(1− γ2)2C(n).

Finally, note that in the image Ḣ−1
n (H1) of Ḣ−1(H1) by Π(n), all the Sobolev

norms are equivalent. Indeed, by definition of Π(n) (see equation (20)), the
frequencies are restricted to the set { 1

n ≤ |σ| ≤ n}, and the Hermite modes are
bounded by n. Therefore, there exists C ′1(n) > 0, such that

‖Π(n)(|Uγ1,n|2Uγ1,n(t))−Π(n)(|Uγ2,n|2Uγ2,n(t))‖Ḣ−1(H1)

≤ C ′1(n)‖Π(n)(|Uγ1,n|2Uγ1,n(t))−Π(n)(|Uγ2,n|2Uγ2,n(t))‖H3(H1).

Using the algebra property of H3(H1), we get

‖Π(n)(|Uγ1,n|2Uγ1,n(t))−Π(n)(|Uγ2,n|2Uγ2,n(t))‖Ḣ−1(H1) ≤ C ′2(n)‖R(t)‖H3(H1),

and again using the equivalence between Ḣ1 and H3 norms, we deduce

‖Π(n)(|Uγ1,n|2Uγ1,n(t))−Π(n)(|Uγ2,n|2Uγ2,n(t))‖Ḣ−1(H1) ≤ C ′3(n)‖R(t)‖Ḣ1(H1).
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We now define f(t) := ‖R(t)‖2
Ḣ1(H1) for t ∈ R. Then there exists some constant

C ′′(n) > 0, such that
f ′(t) ≤ 2‖∂tR(t)‖Ḣ1(H1)‖R(t)‖Ḣ1(H1)

≤ C ′′(n)‖∂tR(t)‖Ḣ−1(H1)‖R(t)‖Ḣ1(H1)

≤ C ′′(n)
((

2
1− γ1

+ C ′3(n)
)
‖R(t)‖2

Ḣ1(H1)

+ |γ2 − γ1|
(1− γ1)(1− γ2)2C(n)‖R(t)‖Ḣ1(H1)

)

≤ C ′′(n)
((

2
1− γ1

+ C ′3(n) + |γ2 − γ1|
(1− γ1)(1− γ2)C(n)

)
‖R(t)‖2

Ḣ1(H1)

+ |γ2 − γ1|
(1− γ1)(1− γ2)C(n)

)
.

Therefore, f(t) satisfies a Gronwall-type inequality

f(t)′ ≤ K1(n)f(t) +K2(n) |γ2 − γ1|
(1− γ1)(1− γ2) ,

with

K1(n) = C ′′(n)
(

2
1− γ1

+ C ′3(n) + |γ2 − γ1|
(1− γ1)(1− γ2)C(n)

)
,

and
K2(n) = C ′′(n)C(n).

This inequality implies that for all t ∈ R,

f(t) ≤ f(0)eK1(n)|t| + K2(n)
K1(n)

|γ2 − γ1|
(1− γ1)(1− γ2) (eK1(n)|t| − 1),

with
f(0) = ‖Π(n)(Uγ1

0 − Uγ2
0 )‖2

Ḣ1(H1).

Fix t ∈ R and γ1 ∈ [β, 1), we see that if γ2 tends to γ1, then f(t) tends to 0. �

Lemma 4.6. — Let r > 0, β ∈ (β∗(r), 1) and n ≥ N(r). There exists some
constant β∗(r) ∈ (0, 1), such that if β ≥ β∗(r), then the solution Uβ,n to
equation (21)

{
i∂tUβ,n − ∆H1 +βDs

1−β Uβ,n = Π(n)(|Uβ,n|2Uβ,n)
Uβ,n(t = 0) = Un0 = Π(n)(U0)

,

satisfies for all t ∈ R

‖Wβ,n(t)‖Ḣ1(H1) ≤ r2,
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and

‖U+
β,n(t)‖Ḣ1(H1) ≤ (P(Q) + C0r

2) 1
2 .

Proof. — Fix β ∈ (0, 1) and recall that β0(n, t) ≥ β is the minimal element in
[β, 1) satisfying:

∀γ ∈ [β0(n, t), 1), ‖Wγ,n(t)‖Ḣ1(H1) ≤ r2,

and assume that β < β0(n, t) =: β0. We find an upper bound for β0 in [β, 1)
independent of n and t. The continuity of γ 7→Wγ,n(t) implies that

‖Wβ0,n(t)‖Ḣ1(H1) = r2.

The projection of Uβ0,n(t) on V +
0 is bounded by

‖U+
β0,n

(t)‖2
Ḣ1(H1) ≤ P(Uβ0,n(t))

≤ P(Q) + C0r
2,

and, therefore,

‖Uβ0,n(t)‖Ḣ1(H1) ≤ C,

where C := r2 + (P(Q) + C0r
2) 1

2 no longer depends n or t. Lemma 4.4 now
implies

‖Wβ0,n(t)‖Ḣ1(H1) ≤ C1(1 + C2)
√

1− β0.

We conclude that

r2 ≤ C1(1 + C2)
√

1− β0,

which means

β0 ≤ 1−
(

r2

C1(1 + C2)

)2

=: β∗(r),

and, therefore, β < β∗(r). Taking the converse, we have proven that if β ≥
β∗(r), then β0 = β. �

We now show that Uβ,n(t) is close to the orbit M of Q for t ∈ R and
β ≥ β∗(r).

Proposition 4.7. — There exist r0 > 0 and c0 > 0, such that if r < r0,
β ∈ [β∗(r), 1) and n ≥ N(r), then for all t ∈ R,

d(Uβ,n(t),M) < c0r.

Proof. — Fix t ∈ R. It suffices to estimate δ(U+
β,n(t)) and apply Proposi-

tion 1.5.

tome 149 – 2021 – no 1



STABILITY OF TRAVELLING WAVES FOR HEISENBERG NLS 47

On the one hand, since (DsWβ,n(t),Wβ,n(t))L2(H1) ≤ ‖Wβ,n(t)‖2
Ḣ1(H1) ≤ r

2,
the conservation of momentum and Lemma 4.2 lead to

|(DsU
+
β,n(t), U+

β,n(t))L2(H1) − (DsQ,Q)L2(H1)| ≤ (C0 + 1)r2.(24)

On the other hand, we estimate |‖U+
β,n(t)‖4L4(H1) − ‖Q‖4L4(H1)| via the conser-

vation of energy. We know that

|‖Uβ,n(t)‖4L4(H1) − ‖U+
β,n(t)‖4L4(H1)|

≤ ‖Wβ,n(t)‖L4(H1)(‖Uβ,n(t)‖L4(H1) + ‖U+
β,n(t)‖L4(H1))3.

Since ‖Uβ,n(t)‖Ḣ1(H1) is bounded due to Lemma 4.6, there exists C1 > 0, such
that

|‖Uβ,n(t)‖4L4(H1) − ‖U+
β,n(t)‖4L4(H1)| ≤ C1‖Wβ,n(t)‖Ḣ1(H1) ≤ C1r

2.(25)

Therefore, from (24) and (25), we get

Eβ(Uβ,n(t)) = 1
2

(
−∆H1 + βDs

1− β Wβ,n(t),Wβ,n(t)
)

L2(H1)

+ 1
2(DsU

+
β,n(t), U+

β,n(t))L2(H1) −
1
4‖Uβ,n(t)‖4L4(H1)

≥ 1
2(DsQ,Q)L2(H1) −

1
4‖U

+
β,n(t)‖4L4(H1) −

(
C0 + 1

2 + C1
4

)
r2.

However, due to the conservation of energy and Lemma 4.2, we have

Eβ(Uβ,n(t)) = Eβ(Un0 ) ≤ 1
2(DsQ,Q)L2(H1) −

1
4‖Q‖

4
L4(H1) + C0r

2,

and, therefore,

1
4‖U

+
β,n(t)‖4L4(H1) ≥

1
4‖Q‖

4
L4(H1) −

(
3C0 + 1

2 + C1
4

)
r2.

For the reverse inequality, recall the link between Q and the best constant in
the embedding Ḣ1(H1) ∩ V +

0 ↪→ L4(H1): if

inf
u∈Ḣ1(H1)∩V +

0

(Dsu, u)2
L2(H1)

‖u‖4L4(H1)
= I+,

then

(DsQ,Q)L2(H1) = ‖Q‖4L4(H1) = I+ = π2.
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This leads to

‖U+
β,n(t)‖4L4(H1) ≤

1
I+

(DsU
+
β,n(t), U+

β,n(t))2
L2(H1)

≤ 1
I+

((DsQ,Q)L2(H1) + (C0 + 1)r2)2

≤ 1
I+

(I+ + (C0 + 1)r2)2

≤ ‖Q‖4L4(H1) + 1
I+

(2I+(C0 + 1) + (C0 + 1)2r2)r2.

In the end, we have proven that if r ≤ 1, then there exists C2 > 0, such that
δ(U+

β,n(t)) ≤ C2r
2,

and Proposition 1.5 immediately implies that for r small enough,
d(U+

β,n(t),M)2 ≤ CC2r
2.

Since ‖Wβ,n(t)‖Ḣ1(H1) ≤ r2, we get the Proposition. �

4.3. Weak convergence. — We now know that if β ≥ β∗(r), then for all n ≥ N
and t ∈ R,

d(Uβ,n(t),M) < c0r.(26)

The aim is now to pass to the limit n→ +∞ in equation (21)
{
i∂tUβ,n − ∆H1 +βDs

1−β Uβ,n = Π(n)(|Uβ,n|2Uβ,n)
Uβ,n(t = 0) = Un0 = Π(n)(U0)

and in inequality (26) in order to get a weak solution Uβ to equation (18)
{
i∂tUβ − ∆H1 +βDs

1−β Uβ = |Uβ |2Uβ
Uβ(t = 0) = U0

,

which satisfies
d(Uβ(t),M) ≤ c0r, t ∈ R.

The method is identical to Sections 3.3 and 3.4 for the limiting equation: we
use a uniform bound on ‖∂tUβ,n(t)‖Ḣ−1(H1). Due to Ascoli’s theorem, the
sequence (Uβ,n)n∈N admits a weak limit Uβ , which is a weak solution to (18).
Then, we construct bounded modulation parameters Xβ,n(t) in order to control
the distance between Uβ andM.

Lemma 4.8. — There exists cβ > 0, such that for all n ≥ N , t ∈ R and
X ∈ R× T× R∗+,

‖∂t(TXUβ,n)(t)‖Ḣ−1(H1) ≤ cβ .
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Proof. — We know from Lemma 4.6 that there exists some constant C1 > 0,
such that for all n ≥ N and t ∈ R,

‖Uβ,n(t)‖Ḣ1(H1) ≤ C1.

Set Vβ,n := TXUβ,n. By symmetry invariance, Vβ,n satisfies that for all n ≥ N
and t ∈ R,

‖Vβ,n(t)‖Ḣ1(H1) ≤ C1.

Moreover, Vβ,n is a solution to some equation
{
i∂tVβ,n − ∆H1 +βDs

1−β Vβ,n = Π̃(n)(|Vβ,n|2Vβ,n)
Vβ,n(t = 0) = V n0 = Π̃(n)(U0)

.

The projector Π̃(n) is defined as follows. Write X = (s, θ, α). For u ∈ Ḣ−1(H1),
we decompose

u =
∑

k∈N

∑

±
Πk,±(u)

with Πk,±(u) ∈ Ḣ−1(H1) ∩ V ±k for (k,±) ∈ N× {±}. Then

˜̂Π(n)(u)(x, y, σ) =
n∑

k=0

∑

±
Π̂k,±(u)(x, y, σ)1α2

n ≤|σ|≤α2n
.

Due to the fact that Π̃(n) is a projector and the embeddings L 4
3 (H1) ↪→

Ḣ−1(H1) and Ḣ1(H1) ↪→ L4(H1),

‖∂tVβ,n(t)‖Ḣ−1(H1) ≤
1

1− β ‖−(∆H1 + βDs)Vβ,n‖Ḣ−1(H1)

+ ‖Π̃(n)(|Vβ,n|2Vβ,n)‖Ḣ−1(H1)

≤ 2
1− β ‖−∆H1Vβ,n‖Ḣ−1(H1) + ‖|Vβ,n|2Vβ,n‖Ḣ−1(H1)

≤ 2
1− β ‖Vβ,n‖Ḣ1(H1) +K1‖|Vβ,n|2Vβ,n‖

L
4
3 (H1)

≤ 2
1− β ‖Vβ,n‖Ḣ1(H1) +K2‖Vβ,n‖3Ḣ1(H1)

≤ 2C1
1− β +K2C

3
1 . �

We deduce the weak convergence of (Uβ,n)n∈N, for which the proof is iden-
tical to that in Section 3.3 and is based on Ascoli’s theorem.
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Lemma 4.9. — Up to a subsequence, (Uβ,n)n converges weakly to a solution
Uβ ∈ C(R, Ḣ1(H1)) (with the weak topology) to (18)

{
i∂tUβ − ∆H1 +βDs

1−β Uβ = |Uβ |2Uβ
Uβ(t = 0) = U0

.

Moreover, one can see that for all X ∈ R × T × R∗+ and t0, t ∈ R, setting
Vβ,n := TX−1Uβ,n,∣∣∣∣

d
dt‖Uβ,n(t)− TXQ‖2Ḣ1(H1)

∣∣∣∣ =
∣∣∣∣

d
dt‖Vβ,n(t)−Q‖2

Ḣ1(H1)

∣∣∣∣ .

Due to the conservation of the momentum for equation (18), we have
∣∣∣∣

d
dt‖Uβ,n(t)− TXQ‖2Ḣ1(H1)

∣∣∣∣ =
∣∣2(∂tVβ,n(t), DsQ)L2(H1)

∣∣

≤ 2‖∂tVβ,n(t)‖Ḣ−1(H1)‖DsQ‖Ḣ1(H1),

which implies that there exists cβ > 0, such that for all t0, t ∈ R,
‖Uβ,n(t)− TXQ‖2Ḣ1(H1) ≤ ‖Uβ,n(t0)− TXQ‖2Ḣ1(H1) + cβ |t− t0|.

Set ε ∈ (0, 1) and define t1 := (1+ε)2−1
cβ

(c0r)2. Note that t1 may depend
on β, but this is not important because in this section, the varying parameter
is n, whereas β is fixed. The construction of Xβ,n as a piecewise constant
functional is now the same as for the limiting system. For k ∈ Z, Xβ,n is
constant on [kt1, (k + 1)t1[, equal to some Xk

β,n ∈ R × T × R∗+ to be chosen.
We first set X−1

β,n = X0
β,n = (0, 0, 1). Then, at time tk = kt1, k ≥ 1, we use

the fact that d(Uβ,n(tk),M) < c0r and choose Xk
β,n, such that ‖Uβ,n(tk) −

TXk
β,n
Q‖Ḣ1(H1) < c0r. By definition of t1, for all k ≥ 0 and t ∈ [tk, tk + t1],

‖Uβ,n(t)−TXk
β,n
Q‖Ḣ1(H1) ≤ (1+ε)c0r. We do a similar construction for negative

times. The map Xβ,n satisfies
‖Uβ,n(t)− TXβ,n(t)Q‖Ḣ1(H1) ≤ (1 + ε)c0r, t ∈ R.(27)

It remains to show that Xβ,n is bounded independently of n on bounded in-
tervals. In order to do so, it is enough to control the gap between Xk−1

β,n and
Xk
β,n. By construction, at time tk,

‖Uβ,n(tk)− TXk−1
β,n

Q‖Ḣ1(H1) ≤ (1 + ε)c0r

and
‖Uβ,n(tk)− TXk

β,n
Q‖Ḣ1(H1) < c0r,

and, therefore,
‖TXk−1

n
Q− TXknQ‖Ḣ1(H1) ≤ (2 + ε)c0r.
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Using Lemma 3.6 we conclude that if r ≤ r0 is small enough (for example, if
3c0r0 ≤

√
πr1), then

|Xk−1
n (Xk

n)−1| ≤ c1.
Now, for fixed t ∈ R, the sequence (Xβ,n(t))n∈N is bounded, and, therefore,
up to extraction, this sequence converges to some Xβ(t) ∈ R × T × R∗+, and
passing to the weak limit in (27),

‖Uβ(t)− TXβ(t)Q‖Ḣ1(H1) ≤ (1 + ε)c0r.

Appendix A. Rate of convergence ofQβ toQ

In order to conclude the proof of Theorem 4.1 it only remains to make precise
the convergence rate of (Qβ)β to Q as β tends to 1. Decompose

Qβ = Q+
β +Rβ ,

where Q+
β ∈ Ḣ1(H1) ∩ V +

0 and Rβ ∈
⊕

(k,±)6=(0,+) Ḣ
1(H1) ∩ V ±k . We improve

the bound from [8]

δ(Q+
β ) + ‖Rβ‖Ḣ1(H1) = O((1− β) 1

2 ).

Proposition A.1. — Let ε > 0. Then, as β tends to 1,
δ(Q+

β ) + ‖Rβ‖Ḣ1(H1) = O((1− β)2−ε),

which implies that
‖Qβ −Q‖Ḣ1(H1) = O((1− β)1− ε2 ).

Proof. — Assume that we have proven that
δ(Q+

β ) + ‖Rβ‖Ḣ1(H1) = O((1− β)γ)

for some exponent γ > 0 (for example, we already know that it is true for
γ = 1

2 , see [8]), and, therefore,

‖Qβ −Q‖Ḣ1(H1) = O((1− β)
γ
2 ).

We increase the exponent γ by showing that actually

δ(Q+
β ) + ‖Rβ‖Ḣ1(H1) = O((1− β)1+ γ

2 ).

Then, we conclude by iteration, since the sequence γn+1 = 1 + γn
2 with γ0 = 1

2
is convergent to 2.

Since Rβ ∈
⊕

(k,±)6=(0,+) Ḣ
1(H1)∩V ±k , the norms ‖Rβ‖Ḣ1(H1) and ‖−(∆H1 +

βDs)Rβ‖Ḣ−1(H1) are equivalent

‖Rβ‖Ḣ1(H1) ≤ 2‖−(∆H1 + βDs)Rβ‖Ḣ−1(H1).
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Projecting the equation satisfied by Qβ

−∆H1 + βDs

1− β Qβ = |Qβ |2Qβ

on
⊕

(k,±)6=(0,+) Ḣ
1(H1) ∩ V ±k , we deduce that

‖Rβ‖Ḣ1(H1) ≤ 2(1− β)‖(Id−Π0,+)(|Qβ |2Qβ)‖Ḣ−1(H1).

Since |Q|2Q = DsQ ∈ Ḣ−1(H1) ∩ V +
0 , one can make this term appear in the

right-hand side term of the inequality:

‖Rβ‖Ḣ1(H1) ≤ 2(1− β)‖(Id−Π0,+)(|Qβ |2Qβ − |Q|2Q)‖Ḣ−1(H1)

≤ 2K(1− β)‖(Id−Π0,+)(|Qβ |2Qβ − |Q|2Q)‖
L

4
3 (H1)

.

Now, since (Id − Π0,+) defines a bounded operator on L
4
3 (H1), there exist

C1, C2 > 0, such that

‖Rβ‖Ḣ1(H1) ≤ C1(1− β)‖|Qβ |2Qβ − |Q|2Q‖
L

4
3 (H1)

≤ C2(1− β)‖Qβ −Q‖Ḣ1(H1)(‖Qβ‖Ḣ1(H1) + ‖Q‖Ḣ1(H1))2.

However, since (Qβ)β is bounded in Ḣ1(H1), we get that there exists C3 > 0,
such that

‖Rβ‖Ḣ1(H1) ≤ C3(1− β)‖Qβ −Q‖Ḣ1(H1)

= O((1− β)1+ γ
2 ).

Therefore,

|‖Q+
β ‖2Ḣ1(H1) − ‖Qβ‖

2
Ḣ1(H1)| ≤ 2‖Rβ‖Ḣ1(H1)(‖Rβ‖Ḣ1(H1) + ‖Qβ‖Ḣ1(H1))

= O((1− β)1+ γ
2 )

and

|‖Q+
β ‖4L4(H1) − ‖Qβ‖4L4(H1)| . ‖Rβ‖L4(H1)(‖Rβ‖L4(H1) + ‖Qβ‖L4(H1))3

= O((1− β)1+ γ
2 ),

which means that

δ(Q+
β ) = O((1− β)1+ γ

2 ).

It now remains to consider the sequence γn+1 = 1 + γn
2 , γ0 = 1

2 , which is
convergent to 2. �
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by Wolfgang Löhr & Anita Winter

Abstract. — In this paper, we present with algebraic trees, a novel notion of (contin-
uum) trees that generalizes countable graph-theoretic trees to (potentially) uncount-
able structures. For this purpose, we focus on the tree structure given by the branch-
point map, which assigns to each triple of points their branch point. We give an
axiomatic definition of algebraic trees, define a natural topology, and equip them with
a probability measure on the Borel-σ-field. Under an order-separability condition,
algebraic (measure) trees can be considered as tree structure equivalence classes of
metric (measure) trees (i.e., subtrees of R-trees). Using Gromov-weak convergence
(i.e., sample distance convergence) of the particular representatives given by the met-
ric arising from the distribution of branch points, we define a metrizable topology on
the space of equivalence classes of algebraic measure trees.

In many applications, binary trees are of particular interest. We introduce on
that subspace with the sample shape and the sample subtree mass convergence two
additional, natural topologies. Relying on the connection to triangulations of the
circle, we show that all three topologies are actually the same, and the space of binary
algebraic measure trees is compact. To this end, we provide a formal definition of
triangulations of the circle and show that the coding map that sends a triangulation
to an algebraic measure tree is a continuous surjection onto the subspace of binary
algebraic nonatomic measure trees.
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Résumé (Espaces d’arbres algébriques mesurés et triangulations du cercle). — Nous
présentons dans cet article une nouvelle notion d’arbres (continus), appelés arbres al-
gébriques, qui généralise celle des arbres dénombrables (en théorie des graphes) à des
structures (potentiellement) indénombrables. Pour cela, nous nous intéressons unique-
ment à la structure d’arbre donnée par la fonction de branchement, qui à chaque triplet
de points associe leur point de branchement. Nous définissons les arbres algébriques
de manière axiomatique et les munissons d’une topologie naturelle ainsi que d’une
mesure de probabilité sur la tribu borélienne. Sous une condition de séparabilité de la
structure d’ordre, les arbres algébriques mesurés peuvent être considérés comme des
classes d’équivalence d’arbres métriques mesurés (i.e. des sous-arbres de R-arbres). À
chaque arbre algébrique mesuré on peut associer un arbre métrique en considérant la
distance générée par la distribution des points de branchement. En utilisant la conver-
gence Gromov-faible (i.e. la convergence des distances échantillonnées) de ces arbres
métriques mesurés associés, nous définissons une topologie métrisable sur l’espace des
classes d’équivalence d’arbres algébriques mesurés.

Le cas des arbres binaires est particulièrement intéressant en termes d’applications.
Nous introduisons sur ce sous-espace deux autres topologies naturelles, la convergence
des cladogrammes engendrés par un échantillon de points de l’arbre et la convergence
des masses des sous-arbres associés à un échantillon. En utilisant le lien avec les tri-
angulations du cercle, nous montrons que ces trois topologies sont identiques, et que
l’espace des arbres algébriques mesurés binaires est compact. Nous donnons pour cela
une définition formelle des triangulations du cercle, et nous montrons que la fonction
de codage qui à une triangulation associe un arbre algébrique mesuré est une surjec-
tion continue sur le sous-espace des arbres algébriques binaires munis d’une mesure
diffuse.

1. Introduction

Graph-theoretic trees are abundant in mathematics and its applications,
from computer science to theoretical biology. A natural question is how to
define limits and limit objects as the size of the trees tends to infinity. On
the one hand, there are local approaches yielding countably infinite graphs
or generalized so-called graphings with a Benjamini–Schramm-type approach
(going back to [10], see [49, Part 4]). On the other hand, if one takes a more
global point of view, as we are doing here, the predominant approach is to
consider graph-theoretic trees as metric spaces equipped with the (rescaled)
graph distance. Then the limit objects are certain “tree-like” metric spaces,
most prominently the so-called R-trees introduced in [56]. They are also of
independent interest, e.g., to study isometry groups of hyperbolic space ([52])
or as generalized universal covering spaces in the study of the fundamental
groups of one-dimensional spaces ([30]). The characterization of the topological
structures induced by R-trees has received considerable attention ([51, 50, 28]).
Here, instead of the topological structures, we are more interested in the “tree
structures” induced by R-trees. We formalize the tree structure with a branch
point map and call the resulting axiomatically defined objects algebraic trees.
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While, unlike for metric spaces, we do not know any useful notion of conver-
gence for topological spaces or topological measure spaces, it is essential for us
that we can define a very useful convergence of algebraic measure trees.

Our main motivation lies in suitable state spaces for tree-valued stochastic
processes. The construction and investigation of scaling limits of tree-valued
Markov chains within a metric space setup started with the continuum ana-
logues of the Aldous–Broder algorithm for sampling a uniform spanning tree
from the complete graph ([26]) and of the tree-valued subtree-prune and re-
graft Markov chain used in the reconstruction of phylogenetic trees ([27]). It
continued with the construction of evolving genealogies of infinite size popula-
tions in population genetics ([37, 20, 44, 54, 38]) and in population dynamics
([35, 45]). Moreover, continuum analogues of pruning procedures were con-
structed ([2, 1, 48, 42, 43]). All these constructions have in common that
they encode trees as metric (measure) spaces or bimeasure R-trees, and equip
the respective space of trees with the Gromov–Hausdorff ([39]), Gromov-weak
([34, 36, 46]), Gromov–Hausdorff-weak ([58, 8]), or leaf-sampling weak-vague
topology ([48]).

In the present paper, we shift the focus from the metric to the tree structure
for several reasons. First, checking compactness or tightness criteria for (ran-
dom) metric (measure) spaces is not always easy, and some natural sequences
of trees do not converge as metric (measure) spaces with a uniform rescaling of
edge lengths. At least for the subspace of binary algebraic measure trees that
we introduce, the situation is much more favorable, because it turns out to be
compact. Second, the metric is often less canonical than the tree structure in
situations where it is not clear that every edge should have the same length,
e.g., in a phylogenetic tree, where edges might correspond to very different
evolutionary time spans. Third, one might want to preserve certain functionals
of the tree structure in the limit. For instance, the limit of binary trees is not
always binary in the metric space setup, while this will be the case for our al-
gebraic measure trees. Also, the centroid function used in [7] is not continuous
on spaces of metric measure trees, but it is continuous on our space.

The starting point of our construction is the notion of an R-tree (see [56, 22,
13, 24]). There are many equivalent definitions, but the following one is the
most convenient for us:

Definition 1.1 (R-trees). — A metric space (T, r) is an R-tree iff it satisfies
the following:
(RT1) (T, r) satisfies the so-called 4-point condition, i.e.,

r(x1, x2) + r(x3, x4) ≤ max
{
r(x1, x3) + r(x2, x4), r(x1, x4) + r(x2, x3)

}
(1)

for all x1, x2, x3, x4 ∈ T .
(RT2) (T, r) is a connected metric space.
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•x1 •

•c1 c2•

x3

x4•x2 •

Figure 1.1. The only possible tree shape spanned by four
points separates them into two pairs. Here, r(x1, x2) +
r(x3, x4) < max{r(x1, x3) + r(x2, x4), r(x1, x4) + r(x2, x3)},
while any other permutation yields equality. Furthermore,
c1 = c(x1, x2, x3) = c(x1, x2, x4) and c2 = c(x1, x3, x4) =
c(x2, x3, x4).

Note that any metric space (T, r) satisfying (RT1) and (RT2) admits a
branch-point map c : T 3 → T , i.e., for all x1, x2, x3 ∈ T there exists a unique
point c(x1, x2, x3) ∈ T , such that

{
c(x1, x2, x3)

}
= [x1, x2] ∩ [x1, x3] ∩ [x2, x3],(2)

where for x, y ∈ T the interval [x, y] is defined as
[x, y] :=

{
z ∈ T : r(x, z) + r(z, y) = r(x, y)

}
.(3)

Given the branch-point map c, we can recover the intervals via the identity
[x, y] =

{
z ∈ T : c(x, y, z) = z

}
.(4)

While condition (RT1) is crucial for trees, as it reflects the fact that there is
only one possible shape for the subtree spanned by four points (as shown in
Figure 1.1), the assumption of connectedness can be relaxed. In [9], the notion
of a metric tree was introduced to allow for a unified setup in discrete and
continuous situations. A metric tree (T, r) is defined as a metric space which
can be embedded isometrically into an R-tree, such that it contains all branch
points c(x1, x2, x3), x1, x2, x3 ∈ T , as defined by (2). To exclude nontree graphs
satisfying the 4-point condition (see Figure 1.2) we have to require the property
of containing the branch points explicitly.

Definition 1.2 (metric trees). — A metric space (T, r) is a metric tree if the
following holds:
(MT1) (T, r) satisfies the 4-point condition (RT1).
(MT2) (T, r) admits all branch points, i.e., for all x1, x2, x3 ∈ T , there exists

a (necessarily unique) c(x1, x2, x3) ∈ T , such that
r
(
xi, c(x1, x2, x3)

)
+ r
(
c(x1, x2, x3), xj

)
= r(xi, xj)(5)

for all i, j ∈ {1, 2, 3}, i 6= j.
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•

• •

Figure 1.2. The graph shown here is not a tree, but the
vertices satisfy the 4-point condition with respect to the graph-
distance. Condition (MT2) fails.

Our main goal is to forget the metric while keeping the tree structure encoded
by the branch-point map. To axiomatize the latter, note that for metric trees,
the branch-point map satisfies the following obvious properties:
(BPM1) The map c : T 3 → T is symmetric.
(BPM2) The map c : T 3 → T satisfies the 2-point condition that

c(x, y, y) = y.(6)

for all x, y ∈ T .
(BPM3) The map c : T 3 → T satisfies the 3-point condition that

c
(
x, y, c(x, y, z)

)
= c(x, y, z).(7)

for all x, y, z ∈ T .
(BPM4) The map c : T 3 → T satisfies the 4-point condition that

c(x1, x2, x3) ∈
{
c(x1, x2, x4), c(x1, x3, x4), c(x2, x3, x4)

}
(8)

for all x1, x2, x3, x4 ∈ T .

Definition 1.3 (algebraic tree). — An algebraic tree (T, c) consists of a set
T 6= ∅ and a branch-point map c : T 3 → T satisfying (BPM1)–(BPM4).

We define a natural topology on an algebraic tree (T, c) as follows. For
each x ∈ T , we define an equivalence relation ∼x on T \ {x}, such that for all
y, z ∈ T \ {x}, y ∼x z iff c(x, y, z) 6= x. For y ∈ T \ {x}, we denote by

Sx(y) := {z ∈ T : z ∼x y}(9)

the equivalence class with respect to ∼x, which contains y. Sx(y) should be
thought of as a subtree rooted at (but not containing) x. We consider the
topology generated by sets of the form (9) with x 6= y and denote by B(T, c)
the corresponding Borel σ-algebra.

Our first main result (Theorem 2.27) relates metric trees with algebraic trees.
On the one hand, if (T, r) is a metric tree, then it is clear that T together with
the map c from (MT2) yields an algebraic tree. On the other hand, we show
that every order separable algebraic tree (Definition 2.21) is induced by a metric
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tree in this way. More concretely, if ν is a measure on B(T, c), which is finite
and nonzero on nondegenerate intervals, i.e., on sets of the form

[x, y] :=
{
z ∈ T : c(x, y, z) = z

}
,(10)

for x, y ∈ T , x 6= y, then a metric representation of (T, c) is given by

rν(x, y) := ν
(
[x, y]

)
− 1

2ν
(
{x}
)
− 1

2ν
(
{y}
)
.(11)

Next, we equip an algebraic tree (T, c) with a sampling probability measure
µ on B(T, c) and call the resulting triple a (T, c, µ) algebraic measure tree. Two
algebraic measure trees (T, c, µ) and (T ′, c′, µ′) are equivalent (compare this
with Definition 3.2), if there are A ⊆ T , A′ ⊆ T ′ and a bijection φ : A → A′,
such that the following holds:

• µ(A) = µ′(A′) = 1, c(A3) ⊆ A and c′((A′)3) ⊆ A′.
• φ is measure preserving, and c′(φ(x), φ(y), φ(z)) = φ(c(x, y, z)) for all
x, y, z ∈ T .

Denote by T the space of all equivalence classes of order separable algebraic
measure trees. We equip T with a topology based on Gromov-weak topology
(introduced in [36] and shown in [46] to be equivalent to Gromov’s �1-topology
from [39]). For that purpose, we introduce a particular metric representation of
an algebraic measure tree. As metric representations are far from being unique,
we will consider the intrinsic metric rν , which comes from the branch-point
distribution, i.e., the image measure ν := c∗µ⊗3 of µ⊗3 under the branch-point
map c. We declare that

(Tn, cn, µn) −−−−→
n→∞

(T, c, µ) iff

(T, r(cn)∗µ⊗3
n
, µn) −−−−→

n→∞
(T, rc∗µ⊗3 , µ) Gromov-weakly,

(12)

or equivalently, Φ((Tn, cn, µn)) −−−−→
n→∞

Φ((T, c, µ)) for all test functions of the
form

Φ(T, c, µ) = Φn,φ(T, c, µ) :=
∫

Tn
φ
(
(rc∗µ⊗3(xi, xj))1≤i,j≤n

)
µ⊗n(dx),(13)

where n ∈ N and φ ∈ Cb(Rn×n). We refer to this convergence as the branch-point
distribution distance Gromov-weak convergence, or shortly, bpdd-Gromov-weak
convergence. It is important to keep in mind that—even though bpdd-Gromov-
weak convergence is defined via the Gromov-weak convergence of particular
metric representations—Gromov-weak convergence of a sequence (Tn, rn, µn)n∈N
of metric measure trees does not imply bpdd-Gromov-weak convergence of the
corresponding sequence of algebraic measure trees. For instance, if the diame-
ters supx,y∈Tn rn(x, y) converge to zero, the sequence of metric measure trees
converges to the trivial (one-point) tree, while the corresponding sequence of
algebraic measure trees might, or might not, converge to the same or a different
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Figure 1.3. A triangulation of the 12-gon and the tree coded
by it.

limit. The same reasoning also applies to the stronger Gromov-Hausdorff-weak
topology.

A particular subclass of interest is the space of binary algebraic measure
trees. Similarly to encoding compact R-trees by a continuous excursion on
the unit interval, binary algebraic trees can be encoded by subtriangulations of
the circle (see Figure 1.3), where a subtriangulation of the circle S is a closed,
nonempty subset C of D satisfying the following two conditions:
(Tri1) The complement of the convex hull of C consists of open interiors of

triangles.
(Tri2) C is the union of noncrossing (nonintersecting except at endpoints),

possibly degenerate closed straight line segments with endpoints in S.
Such an encoding was introduced by David Aldous in [4, 5], and there has since
then been an increasing amount of research in the random tree community using
this approach (e.g., [18, 12, 17]). Also more general -angulations and dissections
have been considered, which allow for encoding not necessarily binary trees
([14, 15]). Note, however, that the relation between triangulations and trees
has never been made explicit, except for the finite case, where the tree is the
dual graph.

Aldous originally defines a triangulation of the circle as a closed subset of
the disc, the complement of which is a disjoint union of open triangles with ver-
tices on the circle ([5, Definition 1]). We modify his definition in two respects.
First, we add Condition (Tri2), which enforces the existence of branch points,
and under which triangulations of the circle are precisely the Hausdorff-metric
limits of triangulations of n-gons as n → ∞. Second, we extend the defini-
tions to subtriangulation of the circle (triangulations of a subset of the circle),
which allow for encoding algebraic measure trees with point masses on leaves.
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In fact, triangulations of the whole circle encode binary trees with nonatomic
measures, which is relevant in the case of Aldous’s CRT. We formally con-
struct the coding map that associates to a subtriangulation of the circle the
corresponding binary algebraic measure tree with point masses restricted to the
leaves. Furthermore, we show that—similarly to the case of coding compact
R-trees by continuous excursions—the coding map is surjective and continuous
when the set of subtriangulations is equipped with the Hausdorff metric topol-
ogy and the set of binary algebraic measure trees with our bpdd-Gromov-weak
topology (Theorem 4.8).

We also analyze the subspace of binary algebraic measure trees with point
masses restricted to the leaves in more detail. Our third main result (Theo-
rem 5.19) states that this space in the bpdd-Gromov-weak topology is topo-
logically as nice as it gets, namely a compact, metrizable space. We also give
two more notions of convergence, which turn out to be equivalent to bpdd-
Gromov-weak convergence on this subspace. One is of combinatorial nature
and is based on the weak convergence of test functions of the form

Φ(T, c, µ) = Φn,t(T, c, µ)
:= µ

({
(u1, . . . , un) ∈ Tn : s(T,c)(u1, . . . , un) = t

})
,

(14)

where t is an n-cladogram (a binary graph-theoretic tree with n leaves), and
s(T,c) denotes the shape spanned by a finite sample in (T, c) (Definitions 5.1
and 5.2). The other one is more in the spirit of stochastic analysis and is based
on weak convergence of the tensor of subtree masses read off the algebraic mea-
sure subtree spanned by a finite sample (see Definition 5.12). This equivalence
allows to switch between different perspectives and turns out to be very useful
for the following reasons:

• Using convergence of sample bpd-distance matrices allows us to exploit
well-known results about Gromov-weak convergence.

• Showing convergence of graph theoretic tree-valued Markov chains as
the number of vertices tends to infinity is, due to the combinatorial
nature of the Markov chains, often easiest by showing convergence of
the sample shape distributions. This was recently successfully applied
in the construction of the conjectured continuum limit of the Aldous
chain ([7]) in [47] and of the continuum limit of the α = 1-Ford chain
([31]) in [53].

• The convergence of sample subtree-mass tensor distributions allows
us to analyze the limit process with stochastic analysis methods and
gives more insight into the global structure of the evolving random
trees.

Related work. — As an alternative with better compactness properties to
Gromov–Hausdorff convergence of discrete trees, in [14] Curien suggested look-
ing at convergence of coding triangulations (in Hausdorff metric topology). He
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also proposed reading off a measured, ordered, topological tree from the limit
triangulation and sketched the construction as the quotient with respect to
some equivalence relation in the special case of the Brownian triangulation.
Note, however, that the topological information cannot be completely encoded
by the triangulation, because the latter only encodes the algebraic measure tree
by Theorem 4.8, and the algebraic structure does not determine the topologi-
cal structure uniquely (see Example 2.37). Therefore, Curien did not obtain a
general map from the space of triangulations to a space of trees.

In order to turn the set of valuations on the ring C�x, y� into the so-called
valuative tree, in [29] Favre and Jonsson use partial orders to define the tree
structure. Using partial orders is essentially equivalent to using branch-point
maps, and under some additional assumptions (separability, order completeness
and edge freeness), their nonmetric trees are equivalent to our algebraic trees.
We want to stress, however, that for our theory, the branch-point map plays
a much more crucial role than the partial order. The relation between partial
orders and algebraic trees is discussed further in Section 2.

The random exchangeable didendritic systems recently introduced by Evans,
Grübel, and Wakolbinger in [25] can be considered as rooted, ordered versions
of binary algebraic measure trees with diffuse measure on the set of leaves.
A didendritic system is an equivalence relation on N × N together with two
partial orders on the set of equivalence classes. An exchangeable didendritic
system is similar to our sequence of sample-shape distributions. The authors
also introduce a particular metric representation as an R-tree. Even though it
is implicit in their work that they think of the set of exchangeable didendritic
systems as being equipped with a kind of sample shape convergence, they do
not define it explicitly and do not analyze the resulting topological space.

Close relatives of algebraic measure trees were recently studied indepen-
dently by Forman in [32]. He uses ideas from [33] to represent rooted trees
by so-called hierarchies (certain sets of subsets) on N, which are similar to the
didendritic systems in [25], but unordered. Thus, exchangeable random hierar-
chies can be thought of as rooted versions of algebraic measure trees. Forman
shows that the resulting equivalence classes of rooted measure R-trees coincide
with the so-called mass-structural equivalence classes, which he defines by bi-
jections preserving intervals, as well as masses of points, intervals, and certain
subtrees. He also singles out a particular representative, which he calls an in-
terval partition tree, with the essentially same metric as in [25] (not restricted
to the binary case). This metric follows a similar idea to, but is different from,
our rν . Note that [32] does not talk about convergence of trees or introduce
the notion of a “continuum tree” without a measure.
Outline. — The rest of the paper is organized as follows. In Section 2, we
introduce our concept of algebraic trees by formalizing the branch-point map
as a tertiary operation on the tree. We also introduce an intrinsic Hausdorff
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topology and characterize compactness (Proposition 2.19) and second count-
ability (Proposition 2.20). We show that under a separability constraint, alge-
braic trees can be seen as metric trees (subtrees of R-trees), where the metric
structure has been “forgotten” (Theorem 2.27), and give an example that the
separability condition cannot be dropped without replacement.

In Section 3, we introduce the space of (equivalence classes of) order-separable
algebraic measure trees and equip it with the Gromov-weak topology with re-
spect to the metric associated with the branch-point distribution. We show
that the resulting space is separable and metrizable (Corollary 3.9). Further-
more, we prove a Carathéodory-type extension theorem, which is helpful for
constructing algebraic measure trees (Propositions 3.12 and 3.13).

In Section 4, we give a definition of triangulations of the circle and show
that they are precisely the limits of triangulations of n-gons (Proposition 4.3).
We also formalize the notion of the algebraic measure tree associated with a
given triangulation of the circle. This correspondence has been alluded to in
the literature, but it has never been made precise (except for finite trees). We
show that the resulting coding map (mapping triangulations to trees) is well
defined and surjective onto the space of binary algebraic measure trees with
nonatomic measure. Furthermore, the coding map is continuous, if the space
of triangulation is equipped with the Hausdorff-metric topology and the space
of trees with the bpdd-Gromov-weak topology (Theorem 4.8).

In Section 5, we consider the subspace of binary algebraic measure trees and
introduce two other natural notions of convergence. We use the construction
of the coding map from Section 4 to show that on this subspace, all three
notions of convergence are actually equivalent and define the same topology
(Theorem 5.19). This topology turns the subspace of binary algebraic measure
trees into a compact, metrizable space, which in particular implies that it is a
closed subset of the space of algebraic measure trees. In this section, we also
finish the proof of Theorem 4.8 by showing continuity of the coding map.

In Section 6, we consider the example of the continuum limits of sampling
consistent families of random trees and illustrate it with the example of so-called
β-splitting trees introduced in [6]. This family includes the uniform binary tree
(converging to the Brownian CRT) and the Yule tree (aka Kingman tree or
random binary search tree).

2. Algebraic trees

In this section, we introduce algebraic trees. In Section 2.1, we formalize
the “tree structure” common to both graph-theoretic trees and metric trees by
a function that maps every triplet of points in the tree to the corresponding
branch point. We show that the set of defining properties is rich enough to
obtain known concepts, such as leaves, branch points, degree, edges, intervals,
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subtrees spanned by a set, discrete and continuum trees, etc. In Section 2.2,
we introduce the notion of structure-preserving morphisms. In Section 2.3, we
equip algebraic trees with a canonical Hausdorff topology. We also characterize
compactness and a concept that we call order separability, which is closely
related to second countability of the topology. Finally, in Section 2.4, we show
that any order-separable algebraic tree is induced by a metric tree (which is
not true without order separability) and establish the condition under which
this metric tree can be chosen to be a compact R-tree.

2.1. The branch-point map. — In this section, we introduce algebraic trees.
Recall from Definition 1.2 the definition of a metric tree and the properties
(BPM1)–(BPM4) of the map that sends a triplet of three points in a metric
tree to its branch point.

Definition 2.1 (algebraic trees). — An algebraic tree (T, c) consists of a set
T 6= ∅ and a branch-point map c : T 3 → T satisfying (BPM1)–(BPM4).

The following useful property reflects the fact that any four points in an
algebraic tree can be associated with a shape as illustrated in Figure 1.1.

Lemma 2.2 (a consequence of (BPM4)). — Let (T, c) be an algebraic tree.
Then, for all x1, x2, x3, x4 ∈ T , the following hold:

(i) If c(x1, x2, x3) = c(x1, x2, x4),
then c(x1, x3, x4) = c(x2, x3, x4).

(ii) If c(x1, x2, x3) = c(x1, x2, x4),
then c(x1, x2, x3) = c(x1, x2, c(x1, x3, x4)).

Proof. — Let x1, x2, x3, x4 ∈ T with c1 := c(x1, x2, x3) = c(x1, x2, x4), and
c2 := c(x1, x3, x4).

(i) Condition (BPM4) implies that

c2 ∈
{
c1 = c(x1, x3, x2), c(x2, x3, x4), c1 = c(x1, x2, x4)

}
.(15)

Thus, c1 = c2 or c2 = c(x2, x3, x4). The second case is the claim. In the first
case, we apply Condition (BPM4) once more to find that

c(x2, x3, x4) ∈
{
c1 = c(x1, x2, x3), c2 = c(x1, x3, x4), c1 = c(x1, x2, x4)

}

= {c1, c2} = {c2},
(16)

so that the claim also holds in this case.
(ii) Condition (BPM3) implies that

c(x1, x3, c2) = c
(
x1, x3, c(x1, x3, x4)

)
= c(x1, x3, x4) = c2,(17)

and similarly also c(x2, x3, c2) = c(x2, x3, x4) = c2. Now part (i) with x4
replaced by c2 yields c(x1, x2, x3) = c(x1, x2, c2), as claimed. �
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We have seen that the four axiomatizing properties of the branch-point map
are necessary. In many respects, they are also sufficient to capture the tree
structure. For example, in analogy to (3) we can define for each x, y ∈ T the
interval [x, y] by

[x, y] :=
{
w ∈ T : c(x, y, w) = w

}
.(18)

We also use the notation (x, y) := [x, y]\{x, y}, and similarly (x, y], [x, y). The
following properties of intervals are known to hold in R-trees (see, e.g., [13,
Chapter 2] or [24, Chapter 3]):

Lemma 2.3 (properties of intervals). — Let (T, c) be an algebraic tree. Then
the following hold:

(i) If x, v, w, z ∈ T are such that w ∈ [x, z] and v ∈ [x,w], then v ∈ [x, z].
(ii) If x, y, z ∈ T , then

[x, y] ∩ [y, z] =
[
c(x, y, z), y

]
.(19)

In particular,
[
x, c(x, y, z)

]
∩
[
c(x, y, z), z

]
=
{
c(x, y, z)

}
.(20)

(iii) If x, y, z ∈ T , then
[x, y] ∪ [y, z] = [x, z] ]

(
c(x, y, z), y

]
.(21)

In particular,

[x, y] ∪ [y, z] = [x, z] iff y ∈ [x, z].(22)

(iv) For all x, y, z ∈ T ,
[x, y] ∩ [y, z] ∩ [z, x] =

{
c(x, y, z)

}
.(23)

Proof. — (i) Let x, v, w, z ∈ T with w = c(x,w, z) and v = c(x, v, w). Then
by Condition (BPM4),

c(x, v, z) ∈
{
c(x, v, w), w = c(x,w, z), c(v, w, z)

}
.(24)

We discuss the three cases separately.
If c(x, v, z) = c(x, v, w), then c(v, w, z) = c(x,w, z) = w by Lemma 2.2(i). It

then follows that c(x, v, z) = c(x, v, c(x,w, z)) = c(x, v, w) = v byLemma2.2(ii),
which proves the claim in this case.

If c(x, v, z) = w, then v = c(v, w, x) = c(v, w, z) by Lemma 2.2(i). It then fol-
lows that c(x, v, z) = c(x, z, c(z, w, v)) = c(x, v, v) = v by Lemma 2.2(ii), which
proves the claim in this case.

If c(x, v, z) = c(v, w, z), then v = c(x,w, v) = c(x,w, z) = w by Lemma 2.2(i).
Thus, v = w ∈ [x, z], and the claim holds also in this case.
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(ii) Let x, y, z ∈ T , and v ∈ [x, y] ∩ [y, z]. That is, v = c(x, v, y) =
c(y, v, z). It follows from Lemma 2.2(i) that c(x, z, v) = c(x, z, y), and then
from Lemma 2.2(ii) together with Condition (BPM2) that

v = c(x, v, y) = c
(
v, y, c(y, x, z)

)
.(25)

Equivalently, v ∈ [c(x, y, z), y]. This proves the inclusion [x, y] ∩ [y, z] ⊆
[c(x, y, z), y]. The other inclusion follows from (i).

Note that (20) follows from (19) with the special choice y = c(x, y, z).
(iii) Note first that it follows immediately from (i) that the union on the

right-hand side is disjoint. We claim that

[x, z] ⊆ [x, y] ∪ [y, z].(26)

Indeed, let v ∈ [x, z], i.e., c(x, z, v) = v. Then, by (BPM4) applied to {v, x, y, z},
v = c(x, z, v) ∈

{
c(x, y, v), c(x, y, z), c(y, z, v)

}
,(27)

which implies that v ∈ [x, y] (if v = c(x, y, v)) or v ∈ [x, z] ∩ [x, y] (if v =
c(x, y, z)) or v ∈ [y, z] (if v = c(y, z, v)). Second, we claim that for all
x, y, z ∈ T ,

[x, z] ∪
[
c(x, y, z), y

]
⊆ [x, y] ∪ [y, z].(28)

To see this, recall from (ii) that [c(x, y, z), y] = [x, y] ∩ [z, y] ⊆ [x, y] ∩ [z, y].
As [x, c(x, y, z)] ⊆ [x, y] by (i), we have [x, y] ⊆ [x, c(x, y, z)] ∪ [c(x, y, z), y] ⊆
[x, y]](c(x, y, z), y]. The corresponding inclusion for [y, z] is shown in the same
way, and we have proven Equation (21).

(iv) This follows immediately from (ii). �

We say that {x, y} ⊆ T with x 6= y is an edge of (T, c), if and only if there
is “nothing in between”, i.e., [x, y] = {x, y}, and denote by

edge(T, c) :=
{
{x, y} ⊆ T : x 6= y, [x, y] = {x, y}

}
(29)

the set of edges. The following example explains that there is no need to
distinguish between finite algebraic trees and graph-theoretical trees and that
the definitions of edges are consistent.

Example 2.4 (finite algebraic trees correspond to graph-theoretic trees). —
Finite algebraic trees are in one-to-one correspondence with finite (undirected)
graph-theoretic trees. Let (T,E) be a graph-theoretic tree with vertex set T
and edge set E. Then, (T,E) corresponds to the algebraic tree (T, cE) with
cE(u, v, w) defined as the unique vertex that is on the (graph-theoretic) path
between any two of u, v, w. Conversely, if (T, c) is an algebraic tree with T
finite, then (T, c) corresponds to the graph-theoretic tree (T,Ec) with Ec :=
edge(T, c). Obviously, cEc = c.
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For a graph-theoretic tree (T,E), we can allow the vertex set T to be count-
ably infinite and still obtain a corresponding algebraic tree as in the previous
example. Note, however, that countable algebraic trees do not necessarily cor-
respond to graph-theoretic trees. Indeed, it is possible that T is countably
infinite and edge(T, c) = ∅. This can be seen by taking T = Q in the following
example, which shows that every totally ordered space naturally corresponds
to an algebraic tree.

Example 2.5 (totally ordered spaces as algebraic trees). — For a totally or-
dered space (T,≤), define c≤(x, y, z) := y whenever x ≤ y ≤ z, (x, y, z ∈ T ).
Then it is trivial to check that (T, c≤) is an algebraic tree, and the interval
[x, y] coincides with the order interval {z ∈ T : x ≤ z ≤ y}.

Conversely, given an algebraic tree (T, c) and a distinguished point ρ (often
referred to as root), we can define a partial order ≤ρ by letting for x, y ∈ T ,

x ≤ρ y iff x ∈ [ρ, y].(30)
Partial orders provide an equivalent way of defining algebraic trees.

Proposition 2.6 (algebraic trees and semilattices). — (i) Let (T, c) be
an algebraic tree and ρ ∈ T . Then, (T,≤ρ) is a partially ordered set
and a meet semi-lattice with infimum

x ∧ y = c(ρ, x, y) ∀x, y ∈ T.(31)
Furthermore, ≤ρ is a total order on [ρ, x] for all x ∈ T .

(ii) Let (T,≤) be a partially ordered set, such that all initial segments
{y ∈ T : y ≤ x}, x ∈ T , are totally ordered (in particular a meet
semilattice). Then, for x, y, z ∈ T

c(x, y, z) := max{x ∧ y, y ∧ z, z ∧ x}(32)
exists, and (T, c) is an algebraic tree.

Proof. — (i) Let x, y ∈ T with x ≤ρ y and y ≤ρ x. That is, x = c(ρ, x, y) and
y = c(ρ, y, x) which implies that x = y and proves that ≤ρ is antisymmetric.
As x = c(ρ, x, x), x ≤ρ x, which proves that ≤ρ is reflexive. Finally, to show
transitivity, let x, y, z ∈ T with x ≤ρ y and y ≤ρ z. That is, x ∈ [ρ, y] and
y ∈ [ρ, z], which implies that x ∈ [ρ, z] by Lemma 2.3(i). Equivalently, x ≤ρ z,
which proves the transience and, thus, that ≤ρ is a partial order.

For the infimum, note that v ≤ρ x and v ≤ρ y, if and only if v ∈ [ρ, x]∩ [ρ, y],
or equivalently by Lemma 2.3(ii), v ∈ [ρ, c(ρ, x, y)]. As for all v ∈ [ρ, c(ρ, x, y)],
we have v ≤ c(ρ, x, y), the claim (31) follows.

Fix x ∈ T . For totality on [ρ, x], let v, w ∈ [ρ, x], i.e., v = c(ρ, v, x) and
w = c(ρ, w, x). Applying Condition (BPM4) to {ρ, v, w, x} we find that one of
the following three cases must occur: c(ρ, v, w) = c(ρ, v, x) (which implies that
v = c(ρ, v, w), or equivalently, v ≤ρ w), c(ρ, w, v) = c(ρ, w, x) (which implies
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that w = c(ρ, w, v), or equivalently, w ≤ρ v), or c(ρ, x, v) = c(ρ, x, w) (which
implies that w = v).

(ii) The maximum in (32) is over a totally ordered set (because initial seg-
ments are totally ordered), and thus exists. Furthermore, if x∧y ≤ x∧z ≤ y∧z,
say, we also obtain x ∧ y = x ∧ y ∧ z ≥ x ∧ z. This means that (at least) two
of x∧ y, y ∧ z, and z ∧ x are identical, and the maximum c(x, y, z) is the third
one. That v satisfies (BPM1)–(BPM3) is obvious. To see the four-point con-
dition (BPM4), let x1, . . . , x4 ∈ T and assume without loss of generality that
x2 ∧ x3 = c(x1, x2, x3) =: v, and, hence, x1 ∧ x2 = x1 ∧ x3 ≤ v. We distinguish
the cases: if x2 ∧x4 < v, then c(x2, x3, x4) = max{x2 ∧x4, v, x3 ∧x4} = v, and
(8) is satisfied. Otherwise, x2 ∧ x4, x3 ∧ x4 ≥ v and at most one of them can
be strictly larger. If x2 ∧ x4 > v ≥ x1 ∧ x2, then x1 ∧ x2 = x1 ∧ x4 = x1 ∧ x3,
and c(x1, x3, x4) = x3 ∧ x4 = v. The case x3 ∧ x4 > v is analogous. In the last
case, x2 ∧ x4 = x3 ∧ x4 = v, and c(x2, x3, x4) = v. �

Remark 2.7 (Favre and Jonsson’s nonmetric trees). — In [29], rooted non-
metric trees are introduced as partially ordered sets with a global minimum,
totally ordered initial segments, and the additional property that all full, to-
tally ordered subsets are order isomorphic to a real interval. Proposition 2.6
shows that they naturally induce algebraic trees.

Corollary 2.8. — Let (T, c) be an algebraic tree and ρ, x, y ∈ T . If v ∈ [x, y],
then v ≥ρ c(x, y, ρ).

Proof. — Let ρ, x, y ∈ T and v ∈ [x, y]. That is, v = c(x, v, y). We need to
show that c(ρ, v, c(ρ, x, y)) = c(ρ, x, y).

By Condition (BPM4) applied to {x, y, ρ, v} we have one of the following
three cases: c(x, y, ρ) = c(x, y, v) (in which case c(ρ, x, y) = v) or c(ρ, y, x) =
c(ρ, y, v) (in which case c(x, v, ρ) = c(x, v, y) = v by Lemma 2.2(i) and, thus,
v ∈ [ρ, x]; the claim then follows, since this implies that v ∈ [ρ, x] ∩ [x, y] =
[c(ρ, x, y), y] by Lemma 2.3(ii)) or c(ρ, x, y) = c(ρ, x, v) (in which we conclude
similarly to the second case that v ∈ [c(ρ, x, y), x]). �

The partial orders ≤ρ allow us to define a notion of completeness of algebraic
trees.

Definition 2.9 (directed order completeness). — Let (T, c) be an algebraic
tree. We call (T, r) (directed) order complete, if for all ρ ∈ T the supremum
of every totally ordered, nonempty subset exists in the partially ordered set
(T,≤ρ).

Obviously, in an order complete algebraic tree, infima of totally ordered sets
exist, because they are either ρ if the set is empty or a nonempty supremum
with respect to a different root. This notion of completeness allows us to define
the analogs of complete R-trees.
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Definition 2.10 (algebraic continuum tree). — We call an algebraic tree (T, c)
algebraic continuum tree, if the following two conditions hold:
(ACT1) (T, c) is order complete.
(ACT2) edge(T, c) = ∅.

2.2. Morphisms of algebraic trees. — Like any decent algebraic structure (or,
in fact, mathematical structure), algebraic trees come with a notion of structure-
preserving morphisms.

Definition 2.11 (morphisms). — Let (T, c) and (T̂ , ĉ) be algebraic trees. A
map f : T → T̂ is called a tree homomorphism (from T into T̂ ), if for all
x, y, z ∈ T ,

f
(
c(x, y, z)

)
= ĉ
(
f(x), f(y), f(z)

)
.(33)

We refer to a bijective tree homomorphism as tree isomorphism.

As we have seen, the tree structure can be expressed also in terms of intervals
or partial orders rather than the branch-point map. This also works for the
morphisms.

Lemma 2.12 (equivalent definitions of morphisms). — Let (T, c) and (T̂ , ĉ) be
algebraic trees and f : T → T̂ . Then the following are equivalent:

1. f is a tree homomorphism.
2. For all ρ ∈ T , f is an order-preserving map from (T,≤ρ) to (T̂ ,≤f(ρ)).
3. For all x, y ∈ T , f([x, y]) ⊆ [f(x), f(y)].

Proof. — “1⇒ 2”. Let x, y, ρ ∈ T with x ≤ρ y. Then x = c(ρ, x, y), and, thus,
f(x) = ĉ(f(ρ), f(x), f(y)). Therefore, f(x) ≤f(ρ) f(y).

“2⇒ 3”. Let x, y, z ∈ T with z ∈ [x, y]. Then z ≤x y, and, thus, f(z) ≤f(x)
f(y), i.e., f(z) ∈ [f(x), f(y)]. “3⇒ 1”. Let x, y, z ∈ T . Then, {c(x, y, z)} =
[x, y] ∩ [x, z] ∩ [y, z]. Hence,

{
f(c(x, y, z))

}
⊆
[
f(x), f(y)

]
∩
[
f(y), f(z)

]
∩
[
f(x), f(z)

]

=
{
ĉ
(
f(x), f(y), f(z)

)}
.

(34)

Therefore, f(c(x, y, z)) = ĉ(f(x), f(y), f(z)). �
Lemma 2.12 shows that our notion of morphisms of algebraic trees is weaker

than the morphisms of nonmetric trees used in [29], but the notion of isomor-
phism is the same. The image of an algebraic tree under a tree homomorphism
is a subtree in the following sense.

Definition 2.13 (subtree). — Let (T, c) be an algebraic tree and ∅ 6= A ⊆ T ;
A is called a subtree (of (T, c)) if

c(A3) ⊆ A.(35)
We refer to c(A3) as the algebraic subtree generated by A.

tome 149 – 2021 – no 1



ALGEBRAIC MEASURE TREES AND TRIANGULATIONS OF THE CIRCLE 71

Obviously, a subtree A of (T, c), implicitly equipped with the restriction of c
to A3, is an algebraic tree in its own right. Furthermore, the following lemma
is easy to check.

Lemma 2.14 (tree homomorphisms). — Let (T, c) and (T̂ , ĉ) be two algebraic
trees and f : T → T̂ a homomorphism. Then the image f(T ) is a subtree of
T̂ . If f is injective, f−1 is a tree homomorphism from f(A) into T .

In particular, if (T̃ , c̃) is another algebraic tree, and g is a homomorphism
from (T̂ , ĉ) to (T̃ , c̃), then g ◦ f is a homomorphism from (T, c) to (T̃ , cT̃ ).

2.3. Algebraic trees as topological spaces. — In contrast to metric trees, there
is a priori no topology defined on a given algebraic tree. In this section, we
therefore equip algebraic trees with a canonical topology.

For each x ∈ T , we introduce a (component) relation ∼x by letting y ∼x z,
if and only if x /∈ [y, z], where y, z ∈ T . Let for each y ∈ T \ {x}

Sx(y) = S(T,c)
x (y) :=

{
z ∈ T \ {x} : z ∼x y

}
(36)

be the equivalence class of T \{x} containing y and note that Sx(y) is a subtree
for all x, y ∈ T , and Sx(y) = Sx(z) whenever z ∈ Sx(y). We refer to Sx(y) as
the component of T \x containing y. Now and in the following, we equip (T, c)
with the topology

τ := τ
({

Sx(y) : x, y ∈ T, x 6= y
})

(37)
generated by the set of components, i.e., with the coarsest topology, such that
all components are open sets. We call τ the component topology of (T, c).

Example 2.15 (on totally ordered trees, τ is the order topology). — If (T,≤)
is a totally ordered space and (T, c≤) the corresponding algebraic tree as in
Example 2.5, then τ coincides with the order topology (i.e., the one generated
by sets of the form {y ∈ T : y > x} and {y ∈ T : y < x} for x ∈ T ).

Example 2.16 (intervals are closed sets). — Let (T, c) be an algebraic tree,
and x, y ∈ T . Then

T \ [x, y] =
⋃{

Su(v) : u ∈ [x, y], v ∈ T, Su(v) ∩ [x, y] = ∅
}
∈ τ.(38)

This means that [x, y] is closed in the component topology τ .

Lemma 2.17. — Let (T, c) be an algebraic tree. Then c is continuous with
respect to the component topology τ .

Proof. — By definition of τ , it is sufficient to show that for any x, y ∈ T ,
x 6= y, the set c−1(Sx(y)) is open in T 3. By definition of Sx(y) and the property
c(u, v, w) ∈ [u, v] ∩ [v, w] ∩ [w, u] shown in Lemma 2.3, c(u, v, w) ∈ Sx(y), if
and only if (at least) two of u, v, w are in Sx(y). Because Sx(y) is open, the
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same is true for {(u, v, w) ∈ T 3 : u, v ∈ Sx(y)} in the product topology. Hence,
c−1(Sx(y)) is a union of an open set and, thus, open. �

Next, we show that τ is a Hausdorff topology and characterize the compact-
ness of algebraic trees in this topology.

Lemma 2.18 (τ is Hausdorff). — Let (T, c) be an algebraic tree. Then the
component topology τ defined in (37) is a Hausdorff topology on T .

Proof. — To show that (T, τ) is Hausdorff, let x, y ∈ T be distinct. If Sy(x) ∩
Sx(y) = ∅, then Sy(x) and Sx(y) are clearly disjoint neighborhoods of x and
y, respectively. Assume that this is not the case and choose z ∈ Sx(y)∩Sy(x).
Then ρ := c(x, y, z) /∈ {x, y}. Furthermore, c(x, ρ, y) = c(x, y, z) = ρ, and
hence x �ρ y. Thus, Sρ(x) and Sρ(y) are disjoint neighborhoods of x and y,
respectively. Hence, τ is Hausdorff. �

Proposition 2.19 (characterizing compactness). — Let (T, c) be an algebraic
tree with component topology τ . Then (T, τ) is compact, if and only if (T, c)
is directed order complete.

Proof. — “only if”. Assume first that (T, c) is not order complete. Then
we can choose ρ ∈ T and ∅ 6= A ⊆ T , such that A is totally ordered with
respect to ≤ρ but does not have a supremum in (T,≤ρ). For x, y ∈ T , let
Ux := {z ∈ T : z �ρ x} and Vy := {z ∈ T : z >ρ y}. Then Ux and Vy are open
sets. We claim that U := {Ux : x ∈ A} ∪ {Vy : y ≥ A} is an open cover of
T . Indeed, if z ≥ρ A, then, because A has no supremum, there is y ∈ T with
A ≤ρ y ≤ρ z, and, hence z ∈ Vy ∈ U . Otherwise, if z �ρ A, there is x ∈ A with
z ∈ Ux ∈ U . Thus, U is a cover of T .

U has no finite subcover, because if U ′ = {Ux1 , . . . , Uxn , Vy1 , . . . , Vym} were
such a finite subcover, then {Ux1 , . . . , Uxn} would cover A. This, however,
would imply that max{x1, . . . , xn} would be a supremum of A, contradicting
our assumption. Hence, (T, τ) is not compact.

“if”. Assume that (T, c) is order complete. Consider a cover U of T with
components, i.e., U ⊆ {Sy(x) : x, y ∈ T, x 6= y}. By the Alexander subbase
theorem, for compactness of τ , it is sufficient to show that U has a finite
subcover.

To this end, fix an element ρ ∈ T and consider the set Uρ := {U ∈ U : ρ ∈
U} 6= ∅. By Hausdorff’s maximal chain theorem (or Zorn’s lemma), there is
a maximal chain I in the partially ordered set (Uρ,⊆). For every U ∈ I, we
have ρ ∈ U , and, thus, there is xU ∈ T , such that U = SxU (ρ). We claim that
U ⊆ V implies xU ≤ρ xV . Indeed, xV /∈ V , and, hence, xV /∈ U , which is
equivalent to xV ≥ρ xU . Therefore, z := sup{xU : U ∈ I} exists in (T,≤ρ) by
directed order completeness of T . Because U is a cover, there is V ∈ U with
z ∈ V , and, hence, V = Sy(z) for some y ∈ T . Because V /∈ I and I is a
maximal chain, y �ρ z. Hence, there is U ∈ I with y �ρ xU =: x. We claim
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that T = Sy(z)∪Sx(ρ). Indeed, let w ∈ T \Sx(ρ). Then w ≥ρ x. Using z ≥ρ x
and c(w, z, y) ∈ [w, z], we obtain c(w, z, y) ≥ρ x, and, hence, c(w, z, y) 6= y.
Thus, w ∈ Sy(z) as claimed, and {Sy(z), Sx(ρ)} is the desired subcover. �

It turns out that the following separability condition, which we call order
separability, is crucial for us.

Proposition 2.20 (order separability). — Let (T, c) be an algebraic tree with
component topology τ . Then the following are equivalent:

1. There exists a countable set D, such that for all x, y ∈ T with x 6= y,

D ∩ [x, y) 6= ∅.(39)

2. The topological space (T, τ) is second countable (i.e., τ has a countable
base), and edge(T, c) is countable.

3. The topological space (T, τ) is separable, and edge(T, c) is countable.

Proof. — “3⇒ 1”. Assume that edge(T, c) is countable and that (T, τ) is sep-
arable. Then there exists a countable, dense subset D̃ ⊆ T . We claim that

D := c
(
D̃3) ∪

{
z ∈ T : ∃x ∈ T such that {x, z} ∈ edge(T, c)

}
(40)

satisfies (39). Indeed, D is countable by assumption. Moreover, let x, y ∈ T .
Then two cases are possible: either Sx(y) ∩ Sy(x) = ∅. In this case, {x, y} ∈
edge(T, c), which implies that [x, y) ∩ D 6= ∅. Or Sx(y) ∩ Sy(x) 6= ∅. In this
case, as Sx(y)∩Sy(x) is open by definition of τ , there is z ∈ D̃∩Sx(y)∩Sy(x).
Let v := c(x, y, z). Then v ∈ (x, y), and either v = z ∈ D, or the three
components Sv(x), Sv(y), Sv(z) are distinct. In the second case, we can choose
x′ ∈ D̃ ∩ Sv(x) and y′ ∈ D̃ ∩ Sv(y) to see that v = c(x′, y′, z) ∈ D. In any
case, v ∈ [x, y) ∩D. “1⇒ 2”. Let D be a countable set satisfying (39). Then,
for all {x, y} ∈ edge(T, c), D ∩ [x, y) = {x}. This implies that edge(T, c) is
countable. We consider the countable set U =

{
Sv(u) : u, v ∈ D

}
⊆ τ and

claim that it is a subbase for τ (i.e., generates τ). To this end, let x, y ∈ T .
We show that U := Sx(y) is a union of sets from U , i.e., for every z ∈ U , we
construct V ∈ U with z ∈ V ⊆ U . By assumption on D, there is v ∈ D ∩ [x, z)
and u ∈ D ∩ (v, z]. Let V := Sv(u) ∈ U . Because c(u, v, z) = u 6= v, we
have z ∈ V . Let w ∈ T \ U . Because u ∈ U , we have U = Sx(u) and,
therefore, x ∈ [u,w]. Similarly, x ∈ [v, w]. In particular, by Lemma 2.2,
c(u, v, w) = c(u, v, c(u, x, w)) = c(u, v, x) = v, and, thus, w /∈ V . Because
w ∈ T \ U is arbitrary, we obtain V ⊆ U . “2⇒ 3”. Trivial, because every
second countable topological space is separable. �

Definition 2.21 (order separability). — We call an algebraic tree (T, c) order
separable if the equivalent conditions of Proposition 2.20 are satisfied. We call
a set D ⊆ T order dense if it satisfies (39).
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Example 2.22 (uncountable star tree). — This example shows that in (39) we
cannot replace [x, y) by [x, y]. Let T := {0}∪ [1, 2] with c(x, y, z) := 0 whenever
x, y, z ∈ T are distinct. Then, if D ⊆ T is such that D ∩ [x, 0) 6= ∅, for all
x ∈ [1, 2], then [1, 2] ⊆ D, and, thus, D is uncountable, and (T, c) not order
separable. On the other hand, D := {0} has the property that D ∩ [x, y] 6= ∅,
for all x, y ∈ T with x 6= y.

An order complete, order separable algebraic tree is, in its component topol-
ogy τ , a compact, second countable Hausdorff space by Propositions 2.19
and 2.20. In particular, it is metrizable. In fact, order separability already im-
plies metrizability, as we will see in Section 2.4. The following example shows
that (topological) separability of (T, τ) alone, without requiring the number of
edges to be countable, is not sufficient for either order separability or metriz-
ability of (T, τ).

Example 2.23 (a continuum ladder). — Let T = [0, 1] × {0, 1} with the lex-
icographic order ≤ on T and define the canonical branch point map c≤ as in
Example 2.5. Then edge(T, c≤) =

{
{(x, 0), (x, 1)} : x ∈ [0, 1]

}
is uncountable,

and, hence, (T, c≤) is not order separable. Because (Q ∩ [0, 1]) × {0, 1} is a
countable dense set, (T, τ) is (topologically) separable. The topological sub-
space [0, 1] × {1} is the Sorgenfrey line, which is known to be nonmetrizable
(see [55, Counterexample 51]). Thus, (T, τ) cannot be metrizable either.

Definition 2.24 (Borel σ-algebra B(T, c)). — Let (T, c) be an algebraic tree.
We denote the Borel σ-algebra of the component topology τ by B(T, c) and
call it the Borel σ-algebra of (T, c).

In general, B(T, c) is not generated by the set of components. Order sepa-
rability, however, is sufficient to ensure this property because it implies second
countability of the component topology.

Corollary 2.25 (Borel σ-algebra generated by components). — Let (T, c) be
an order separable algebraic tree, and D ⊆ T an order dense set. Then its
Borel σ-algebra is generated by the set of components indexed by D, i.e.,

B(T, c) = σ
({

Sx(y) : x, y ∈ D, x 6= y
})
.(41)

Proof. — Define U :=
{

Sx(y) : x, y ∈ D, x 6= y
}
. By Proposition 2.20, (T, τ)

is second countable. Hence, B(T, c) is generated by any subbase of τ . If D is
order dense, U is such a subbase as shown in the proof of Proposition 2.20. �

2.4. Metric tree representations of algebraic trees. — In this section, we dis-
cuss the connection of metric trees with algebraic trees. Let (T, r) be a metric
tree (recall Definition 1.2). Then by (MT2), there exists to any three points
x1, x2, x3 ∈ T a unique branch point c(T,r)(x1, x2, x3) satisfying (5). We refer
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to (T, c(T,r)) as the algebraic tree induced by (T, r) and to (T, r) as a metric
representation of (T, c(T,r)).

Lemma 2.26 (the algebraic tree induced by a metric tree). — Let (T, r) be
a metric tree and c(T,r) the map that sends any three distinct points to their
branch point. Then the following hold:

(i) (T, c(T,r)) is an algebraic tree.
(ii) (T, c(T,r)) is order separable, if and only if (T, r) is separable.
(iii) (T, c(T,r)) is directed order complete, if and only if (T, r) is bounded

and complete. In particular, it is an algebraic continuum tree, if and
only if (T, r) is a bounded, complete R-tree.

Proof. — (i) It can be easily checked that (T, c(T,r)) is an algebraic tree.
(ii) Let (T, r) be separable. Then edge(T, c(T,r)) is countable. The topology

induced by r is obviously stronger than the topology τ introduced in (37), hence
τ is separable and, therefore, the algebraic tree (T, c(T,r)) is order separable.
Conversely, if (T, c(T,r)) is order separable, then any countable set D satisfying
(39) is also dense in (T, r).

(iii) Clearly, (T, c(T,r)) admits suprema along any linearly ordered set with
respect to some root, if and only if (T, r) is bounded and complete. The “in
particular” follows because a complete metric tree (T, r) is an R-tree, if and
only if edge(T, r) := edge(T, c(T,r)) = ∅ ([9, Remark 1.2]). �

Our first main result states that under the assumption of order separability
any algebraic tree can be embedded by an injective homomorphism into a
compact R-tree and, hence, is isomorphic to (the algebraic tree induced by) a
totally bounded metric tree.

Theorem 2.27 (characterization of order separable algebraic trees). — Let T
be a set, c : T 3 → T .

(i) (T, c) is an order separable algebraic continuum tree, if and only if
there exists a metric r on T , such that (T, r) is a compact R-tree with

c = c(T,r).(42)

(ii) (T, c) is an order separable algebraic tree, if and only if there is an
order separable algebraic continuum tree (T , c̄), such that (T, c) is a
subtree of (T , c̄). In particular, every order separable algebraic tree is
induced by a totally bounded metric tree.

The separability hypothesis in Theorem 2.27 is crucial and cannot be dropped.
In Example 2.23, we already saw an algebraic tree where the component topol-
ogy τ is not metrizable. Moreover, in this example, τ coincides with the order
topology, which is also the case for the metric topology of any metric tree with-
out branch points. Thus, the algebraic tree cannot be induced by a metric tree.
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The following example shows that also algebraic continuum trees need not be
induced by metric trees.

Example 2.28 (algebraic continuum tree that is not induced by a metric tree).
— Let T = [0, 1]× [0, 1] with lexicographic order and (T, c) the corresponding
algebraic tree as in Example 2.5. It is easy to check that (T, c) is an algebraic
continuum tree. It cannot be induced by a metric tree because in its order
topology τ , it is connected but not path-wise connected. These two properties
are equivalent for metric trees (see [24, Theorem 2.20]).

In order to prove Theorem 2.27, given an algebraic tree (T, c), we need to
provide a metric r, such that (42) holds. For that purpose, we consider for any
measure ν on (T,B(T, c)), such that ν is finite on every interval, the following
pseudometric,

rν(x, y) := ν([x, y])− 1
2ν({x})− 1

2ν({y}), x, y ∈ T.(43)

Lemma 2.29 (rν is a pseudometric). — Let (T, c) be an algebraic tree and
ν a measure on (T, c) with ν([x, y]) < ∞, for all x, y ∈ T . Then rν is a
pseudometric on T .

Proof. — By Lemma 2.3 for all x, y, z ∈ T ,
ν
(
[x, y]

)
+ ν
(
[y, z]

)
= ν

(
[x, y] ∪ [y, z]

)
+ ν
(
[x, y] ∩ [y, z]

)

= ν
(
[x, z]

)
+ ν
((
c(x, y, z), y

])
+ ν
([
c(x, y, z), y

])
.

(44)

Hence,

rν(x, y) + 1
2ν{x}+ 1

2ν{y}+ rν(y, z) + 1
2ν{y}+ 1

2ν{z}
= rν(x, z) + 1

2ν{x}+ 1
2ν{z}+ 2rν

(
c(x, y, z), y

)

+ ν{c(x, y, z)}+ ν{y} − ν{c(x, y, z)},

(45)

or equivalently,
rν(x, y) + rν(y, z) = rν(x, z) + 2rν

(
c(x, y, z), y

)
.(46)

This implies that rν satisfies the triangle inequality. �

We denote the quotient metric space by (Tν , rν), i.e., Tν is the set of equiv-
alence classes of points in T with rν-distance zero, and the quotient metric
on Tν is again denoted by rν . Furthermore, let πν : T → Tν be the canonical
projection.

Lemma 2.30 ((Tν , rν) is a metric tree). — Let (T, c) be an algebraic tree and
ν a measure on (T, c) with ν([x, y]) < ∞ for all x, y ∈ T . Then the quo-
tient space (Tν , rν) is a metric tree, and the canonical projection πν is a tree
homomorphism.
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Proof. — Let x1, . . . , x4 ∈ T . By Condition (BPM4), we can assume without
loss of generality that c(x1, x2, x3) = c(x1, x2, x4). Then by Lemma 2.2(ii),
c(x1, x2, x3) ∈ [x1, x2] ∩ [x1, x3] ∩ [x2, x3] ∩ [x1, x4] ∩ [x2, x4], and (46) yields
that for {i, j} ∈ {{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}},

rν(xi, xj) = rν
(
xi, c(x1, x2, x3)

)
+ rν

(
c(x1, x2, x3), xj

)
.(47)

Therefore,

rν(x1, x3) + rν(x2, x4)
= rν

(
x1, c(x1, x2, x3)

)
+ rν

(
c(x1, x2, x3), x3

)

+ rν
(
x2, c(x1, x2, x3)

)
+ rν

(
c(x1, x2, x3), x4

)

= rν(x1, x2) + rν
(
c(x1, x2, x3), x3

)
+ rν

(
c(x1, x2, x3), x4)

≥ rν(x1, x2) + rν(x3, x4),

(48)

and analogously,

rν
(
x1, x4

)
+ rν

(
x2, x3)

= rν
(
x3, c(x1, x2, x3)

)
+ rν

(
c(x1, x2, x3), x4

)
+ rν(x1, x2)

≥ rν(x1, x2) + rν(x3, x4).

(49)

This means that the four-point Condition (MT1) is satisfied. Moreover, (47)
implies Condition (MT2) with branch point πν(c(x1, x2, x3)). In particular, πν
is a tree homomorphism. �

Remark 2.31. — Lemma 2.30 also explains why we defined rν as in (43) and
not just as r′ν := ν([x, y]) for x 6= y. Namely, in the latter case, we would
still have (MT1), but (MT2) might fail. Take, for example, T := {1, 2, 3},
c(1, 2, 3) = 2, and ν = δ2. In this case, r′ν is the discrete metric on T , and,
thus, 2 does no longer lies on the interval [1, 3].

Let (T, c) be an algebraic tree. For all v ∈ T , define the degree of v in (T, c)
by

deg(v) := deg(T,c)(v) := #
{

Sv(y) : y ∈ T
}
.(50)

We say that v ∈ T is a leaf if deg(T,c)(v) = 1, and a branch point if deg(T,c)(v) ≥
3. Note that

lf(T, c) :=
{
u ∈ T : c(u, v, w) 6= u ∀v, w ∈ T \ {u}

}
(51)

equals the set of leaves of T , and

br(T, c) :=
{
u ∈ T : c(x, v, w) = u for some x, v, w ∈ T \ {u}

}
(52)

the set of branch points. Moreover, note that any ν-mass on lf(T, c) that is not
atomic does not contribute to rν .
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Proposition 2.32 (metric representations of algebraic trees). — Let (T, c)
be an algebraic tree, ν a measure on (T,B(T, c)) with ν([x, y]) < ∞, for all
x, y ∈ T , and rν defined by (11). Then the following hold:

(i) If (T, c) is order separable and ν has at most countably many atoms,
then (Tν , rν) is separable.

(ii) If #T > 1, (T, c) is order complete, and [x, y] is order separable
for every x, y ∈ T , then (Tν , rν) is connected, if and only if ν is
nonatomic. In this case, (Tν , rν) is a complete R-tree.

Proof. — Throughout the proof denote by πν : T → Tν the canonical projec-
tion.

(i) It is easy to see that if a set A ⊆ T satisfies (39) and contains all atoms
of ν, then πν(A) is dense in (Tν , rν). Therefore, by Proposition 2.20 order
separability of (T, c) implies separability of (Tν , rν).

(ii) For all x, y ∈ T with x 6= y, rν(x, y) ≥ 1
2ν{x}. Hence, (Tν , rν) cannot be

connected if ν has atoms. Conversely, assume that ν is nonatomic. For x, z ∈ T ,
consider ([x, z],≤x), which is a totally ordered space according to Proposi-
tion 2.6 and define y := sup{v ∈ [x, z] : 2ν([x, v]) ≤ ν([x, z])}. The supremum
exists due to order completeness of (T, c). Because of the order separability of
[x, z] and the nonatomicity of ν, we obtain 2ν([x, y]) = ν([x, z]) = 2ν([y, z]),
and, therefore, 2rν(x, y) = rν(x, z) = 2rν(y, z). From this equality, connect-
edness follows once we have shown completeness, and every connected metric
tree is an R-tree.

Recall from Lemma 2.30 that (Tν , rν) is a metric tree. The same holds for
its metric completion T ν . Assume for a contradiction that there is a sequence
(xn)n∈N in Tν converging to some x ∈ T ν \ Tν . Then x cannot be a branch
point, and one of the at most two components of T ν \ {x} contains infinitely
many xn. Thus, we may assume without loss of generality that x ∈ lf(T ν).
Define yn := cT ν (x1, xn, x). Then yn → x and, for large enough m, we have
yn = cT ν (x1, xn, xm). Hence, yn ∈ Tν , for all n ∈ N, and we may choose
representatives x′n ∈ π−1

ν (yn), such that x′n = c(ρ, x′n, x′m) for ρ := x′1 and
all sufficiently large m. By Proposition 2.6, {x′n : n ∈ N} is totally ordered
with respect to ≤ρ, and, hence, x′ := sup{x′n : n ∈ N} ∈ T exists by order
completeness. Obviously, πν(x′) = x and x ∈ Tν . �

In order to prove Theorem 2.27 using Proposition 2.32, we need a nonatomic
probability measure ν (to ensure connectedness of (Tν , rν)) charging all inter-
vals (so that πν is injective). Such a measure always exists in the case of order
separable algebraic continuum trees.

Lemma 2.33. — Let (T, c) be an order separable algebraic continuum tree with
#T > 1. Then there exists a nonatomic probability measure ν on (T,B(T, c))
with ν(lf(T, c)) = 0 and

ν
(
[x, y]

)
> 0 ∀x, y ∈ T, x 6= y.(53)
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Proof. — Fix ρ ∈ T . Then, for every x ∈ T \ {ρ}, the interval ([ρ, x],≤ρ) is a
separable linear continuum in the sense of order theory, i.e., a totally ordered
space (proven in Proposition 2.6) without jumps (which here we call edges)
or gaps (which follows from directed order completeness). Due to Cantor’s
order characterization of R (e.g., [19, Theorem 560]), this means that [ρ, x]
is order isomorphic to the unit interval. Obviously, every order isomorphism
is measurable and bijective, and the image of Lebesgue measure on the unit
interval is a nonatomic probability measure νx on [ρ, x]. Then

∑
n∈N 2−nνxn ,

where {xn : n ∈ N} satisfies (39), is a nonatomic probability satisfying (53)
and ν(lf(T, c)) = 0. �

Any separable R-tree (T, r) comes with an intrinsic measure, called length
measure, that generalizes the Lebesgue measure on R. More generally, if (T, r)
is a complete, separable metric tree and ρ ∈ T a fixed root, the length measure
λ = λ(T,r,ρ) is uniquely defined by the two properties λ([ρ, x]) = r(ρ, x), for all
x ∈ T , and λ(lf0(T, r)) = 0, where lf0 is the set of nonisolated leaves (see [9,
Section 2.1]). Note that the total mass λ(T ) (the “total length” of the metric
tree) does not depend on the choice of ρ.

Proposition 2.34 (total length of (Tν , rν)). — Let (T, c) be an order separa-
ble, order complete algebraic tree, ν a measure on (T,B(T, c)) with ν([x, y]) <
∞, for all x, y ∈ T , and such that ν�lf(T,c) is purely atomic, and rν be defined
by (11). Then the following hold:

(i) The total length of the metric tree (Tν , rν) is given by

λ(Tν) = 1
2

∫

T

deg(T,c) dν.(54)

(ii)
∫
T

deg(T,c) dν =
∫
Tν

deg(Tν ,rν) ◦πν dν.

Proof. — (i) Let D := {vn : n ∈ N} be a subset of (T, c) which contains the
atoms of ν and satisfies (39), and πν : T → Tν be the canonical projection. We
use ρ := πν(v1) as the root of (Tν , rν). Then

T \ lf(T, c) ⊆ �D� =
⋃

n∈N
�v1, . . . , vn�,(55)

where �A� :=
⋃
x,y∈A[x, y]. Hence, ν(T \ �D�) = 0, and

λ(Tν ,rν ,ρ)(Tν) = lim
n→∞

λ(Tν ,rν ,ρ)(πν(�v1, . . . , vn�)
)
.(56)

Abbreviate Tn := �v1, . . . , vn� and `n := λ(Tν ,rν ,ρ)(πν(�v1, . . . , vn�)
)
. If

vn+1 ∈ Tn, then Tn+1 = Tn and λ(Tν ,rν ,ρ)(πν(Tn+1)
)

= λ(Tν ,rν ,ρ)(πν(Tn)
)
.

Otherwise, there exists a unique un ∈ T with Tn+1 = Tn ] (un, vn+1], and,
thus,

`n+1 = `n + rν(un, vn+1) = `n + ν
(
(un, vn+1]

)
− 1

2ν{vn+1}+ 1
2ν{un}.(57)
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For v ∈ Tn, let degn(v) be the degree of v in the tree (Tn, c�Tn). In the case
vn+1 /∈ Tn, we have degn+1(v) = degn(v) for v ∈ Tn \ {un}, and degn+1(un) =
degn(un) + 1. By induction over n, we obtain

`n = 1
2

∫

Tn

degn dν.(58)

Note thatdegn(v) ismonotonically increasing inn, anddeg(v) = limn→∞ degn(v)
holds for all v ∈ �D�. Thus, using the monotone convergence theorem, com-
bining (56) and (58) yields (54).

(ii) If deg(T,c)(v) 6= deg(Tν ,rν)(πν(v)), then either π(Sv(y)) = {π(v)} for
some y ∈ T (and, thus, deg(T,c)(v) > deg(Tν ,rν)(πν(v))), or π(v) = π(v′) for
some v′ ∈ Br(T, c) (and, thus, deg(T,c)(v) < deg(Tν ,rν)(πν(v))). In both cases,
we have ν{v} = ν{πν(v)} = 0, and, thus, the claim follows. �

Corollary 2.35 (compactness for bounded degree trees). — Let (T, c) be
an order separable algebraic tree, and ν a finite measure on (T,B(T, c)) with
ν{v ∈ T : deg(v) > d} = 0 for some d ∈ N. Then the completion of (Tν , rν)
is compact.

Proof. — Without loss of generality assume that ν�lf(T,c) is nonatomic (if
ν�lf(T,c) has a nonatomic part, we can remove it without changing rν). Then by
Proposition 2.34(i), (Tν , rν) has finite total length. As complete metric trees
with finite total length are necessarily compact, the statement follows. �

We are now in a position to prove Theorem 2.27.

Proof of Theorem 2.27.(i) “⇐=” Since every compact metric space is bounded,
complete, and separable, this step follows from Lemma 2.26.

“=⇒” Let (T, c) be an order separable algebraic continuum tree. To avoid
trivialities assume that T contains more than two points. By Lemma 2.33 we
can choose a nonatomic probability measure ν on (T,B(T, c)) satisfying (53).
Define rν by (11). Then the equivalence classes in Tν are singletons by (53),
and we may identify Tν with T .

By Proposition 2.32, (T, rν) is a complete R-tree , and the identity is a
tree homomorphism by Lemma 2.30. Thus, c is induced by rν . Moreover,
ν(br(T, c)) = 0, because br(T, c) is countable, and ν is nonatomic. We can,
therefore, conclude with Corollary 2.35 that (T, rν) is also compact.

(ii) “⇐=” This is obvious because every order separable algebraic continuum
tree is induced by a separable R-tree according to part (i), and subspaces of
separable metric spaces are separable.

“=⇒” Let (T, c) be an order separable algebraic tree and D ⊆ T a countable
set satisfying (39). Let ν be any probability measure on D with ν{x} > 0
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for all x ∈ D, and rν defined by (11). The equivalence classes in Tν are
singletons, and we may again identify Tν with T . By Proposition 2.34, (T, rν)
is a metric tree with (42). As (T, c) is order separable, (T, rν) is separable by
Proposition 2.32(i). Moreover, the diameter of (T, rν) is bounded by 1. Hence,
by [24, Theorem 3.38] (known since [23]), there is a bounded, separable R-tree
(T , r̄) such that T ⊆ T and rν is the restriction of r̄ to T . By Lemma 2.26, this
R-tree induces an algebraic continuum tree (T , c̄), and T is a subtree of T .

“in particular”. According to part (i), there is a metric r̃ on T , such that
(T , r̃) is a compact R-tree inducing (T , c̄). Let r be the restriction of r̃ to T .
Then, (T, r) is a totally bounded metric tree inducing (T, c). �

2.5. Tree homomorphisms versus homeomorphisms. — Since order separable
algebraic continuum trees are R-trees where we have “forgotten” the metric,
the question arises as to how homeomorphisms of R-trees relate to tree ho-
momorphisms of the corresponding algebraic trees. A first observation is that
homeomorphisms are necessarily tree homomorphisms. This statement relies
on connectedness of the R-trees , and we cannot replace “R-tree” by “metric
tree”; every bijection between finite metric trees is obviously a homeomor-
phism because the topologies are discrete but not necessarily a tree homo-
morphism.

Lemma 2.36 (homeomorphisms are tree isomorphisms). — Let (T, r), (T̂ , r̂) be
R-trees, and f : T → T̂ a homeomorphism. Then f is a tree homomorphism.

Proof. — The branch-point map can be expressed in terms of intervals by (2).
In an R-tree (T, r), the interval [x, y], x, y ∈ T , is the unique simple path
from x to y, which is a purely topological notion and, hence, preserved by
homeomorphisms. �

Example 2.37 (tree isomorphisms need not be homeomorphisms). — In
Lemma 2.36, the converse is not true; bijective tree homomorphisms need not
be homeomorphisms, even if the trees are order separable. To see this, let
r, r̂ the metrics on N defined by r(n,m) = 1

n + 1
m , r̂(n,m) = 2 for distinct

n,m ∈ N. Let T and T̂ be the R-trees generated by (N, r) and (N, r̂), respec-
tively. Then both T̂ and T are the countable star with a set N of leaves. In T ,
the distance from the branch point to leaf n is 1

n , while it is 1 in T̂ . Hence, T
is compact, while T̂ is not. The identity on N can be extended to a bijective
tree homomorphism f : T → T̂ , which cannot be continuous.

Example 2.37 shows that it is possible for nonhomeomorphic (topologically
nonequivalent) R-trees to induce isomorphic (equivalent) algebraic continuum
trees. This can only happen if at least one of the trees is noncompact.
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Proposition 2.38 (tree isomorphisms of compact R-trees are homeomor-
phisms). — Let T, T̂ be R-treesand f : T → T̂ .

(i) If T̂ is compact, f(T ) is connected, and f a tree homomorphism, then
f is continuous.

(ii) If both T and T̂ are compact and f is bijective, then f is a homeo-
morphism, if and only if it is a tree homomorphism.

Proof. — (ii) is obvious from (i) and Lemma 2.36.
Assume f is a tree homomorphism, f(T ) is connected, and T̂ is compact.

Choose a root ρ ∈ T . Let vn → v be a convergent sequence in T and w ∈ T̂
an accumulation point of f(vn). Then there is a subsequence (nk)k∈N with
f(vnk)→ w. We have

v = sup
k∈N

inf
i>k

vni and w = sup
k∈N

inf
i>k

f(vni),(59)

where sup and inf are with respect to the partial orders ≤ρ and ≤f(ρ) in the
first and second equality, respectively. In the following, we show that w = f(v).
Because f is order preserving for these partial orders due to Lemma 2.12, we
obtain w ≤f(ρ) f(v). Assume for a contradiction that w 6= f(v). Because
f(T ) is connected, there is y ∈ T̂ with w <f(ρ) y <f(ρ) f(v) and x ∈ T with
y = f(x). For u := c(ρ, x, v), we have f(u) = ĉ(f(ρ), y, f(v)) = y, u ≤ρ v, and
u 6= v. Therefore, u ≤ρ vni for all sufficiently large i, and, thus, y = f(u) ≤f(ρ)
f(vni) for those i. Now (59) implies y ≤f(ρ) w in contradiction to the choice
of y, finishing the proof of w = f(v). Compactness of T̂ and uniqueness of
accumulation points implies f(vn)→ f(v), and f is continuous. �

In view of Theorem 2.27, Proposition 2.38 implies that order separable alge-
braic continuum trees are in one-to-one correspondence with homeomorphism
classes of compact R-trees. Furthermore, the unique metric topology induced
by the compact R-tree coincides with the component topology τ introduced in
Section 2.3. However, be aware that there may be other, nonhomeomorphic,
noncompact R-trees inducing the same order separable algebraic continuum
tree as shown in Example 2.37.

Corollary 2.39 (uniqueness of inducing R-tree). — Every order separable
algebraic continuum tree is induced by a compact R-tree that is unique up to
homeomorphism, and the unique induced topology coincides with the component
topology τ defined in (37).

Proof. — That an order separable algebraic continuum tree is induced by a
compact R-tree is Theorem 2.27(i). Any two such compact R-trees are isomor-
phic as algebraic trees, and, hence, homeomorphic by Proposition 2.38. The
component topology is a Hausdorff topology and is clearly weaker than the
topology induced by the R-tree, because components are open sets of R-trees.
Hence, by compactness of the R-treethe two topologies coincide. �
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3. The space of algebraic measure trees

In this section, we define algebraic measure trees and equip the space of
(equivalence classes of) algebraic measure trees with a topology. In the follow-
ing, the order separability of the underlying algebraic tree is crucial. Therefore,
we include it already in the following definition of algebraic measure trees.

Definition 3.1 (algebraic measure trees). — Analgebraicmeasure tree (T, c, µ)
is an order-separable algebraic tree (T, c) together with a probability measure
µ on B(T, c).

Definition 3.2 (equivalence of algebraic measure trees). — (i) We call
two algebraic measure trees (Ti, ci, µi), i = 1, 2, equivalent, if there
exist subtrees Ai of Ti with µi(Ai) = 1 and a measure preserving tree
isomorphism f from A1 onto A2. In this case, we call f isomorphism
of the algebraic measure trees.

(ii) A metric measure tree (T, r, µ) is called a metric representation of the
algebraic measure tree (T ′, c′, µ′), if its induced algebraic measure tree
(T, c(T,r), µ) is equivalent to (T ′, c′, µ′).

In the following, we denote for an algebraic measure tree x := (T, c, µ) by
supp(x ) the algebraic subtree generated by the support of µ, i.e.,

supp(x ) := c
(
supp(µ)3),(60)

and by
br(x ) := br(T, c) ∩ supp(x )(61)

the set of branch points of x . It is easy to check that an isomorphism f from
x = (T, c, µ) to x ′ = (T ′, c′, µ′) induces a bijection between br(x ) and br(x ′)
(although it need neither be defined nor injective on all of supp(x )). Also note
that x is equivalent to supp(x ) equipped with the appropriate restrictions of c
and µ.

Remark 3.3 (a note on our definition of equivalence). — Every algebraic mea-
sure tree is equivalent to an algebraic continuum measure tree and has a metric
representation with a compact R-tree by Theorem 2.27. For the definition of
the equivalence of algebraic measure trees, it is important that we do not re-
quire the whole trees to be isomorphic (see Example 3.11 below). On the other
hand, it is also important that the isomorphism is injective on a subtree (as
opposed to only a subset) of full measure, because otherwise it would not be
an equivalence relation, and every tree with n leaves and uniform distribution
on them would be equivalent to the n-star.

Example 3.4 (the linear nonatomic measure tree). — There is only one equiv-
alence class of linearly ordered algebraic measure trees with nonatomic measure.
Indeed, let (T, c, µ) be an algebraic measure tree with br(T, c) = ∅ = at(µ).
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Then, by Theorem 2.27 there is a tree isomorphism from T into [0, 1], and we
may assume T ⊆ [0, 1] to begin with. Let Fµ : [0, 1]→ [0, 1] be the distribution
function of µ. Then Fµ is continuous and maps µ to Lebesgue measure λ[0,1].
Let A := {x ∈ supp(µ) : there is no yn ∈ [0, 1] \ supp(µ) : yn < x, yn → x}
be the support of µ with left boundary points removed. Then Fµ restricted to
A is bijective, and, hence, a measure preserving tree isomorphism onto [0, 1]
(with Lebesgue measure and canonical branch-point map). Thus, (T, c, µ) is
equivalent to [0, 1].

Let

T := {equivalence classes of algebraic measure trees}.(62)

Next, we equip T with a topology. We shall base this notion of convergence
on the fact that algebraic measure trees allow for metric representations (see
Theorem 2.27) and require convergence in Gromov-weak topology of particular
representations. To this end, let

H := {equivalence classes of (separable) metric measure trees},(63)

where we consider two metric measure trees (T, r, µ) and (T ′, r′, µ′) as equiva-
lent, if there exists a measure-preserving isometry between the metric comple-
tions of supp(µ) and supp(µ′).

In order to get a useful topology on T, we cannot take arbitrary (optimal)
metric representations. Instead, given an algebraic measure tree (T, c, µ), we
use the metric rν defined in (43) for the branch-point distribution ν, namely
the distribution of the random branch point obtained by sampling three points
with the sampling measure µ.

Definition 3.5 (branch-point distribution). — The branch-point distribution
of an algebraic measure tree (T, c, µ) is the push-forward of µ⊗3 under the
branch-point map,

ν := c∗µ
⊗3.(64)

Note that the branch-point distribution is not necessarily supported by
br(T, c). For instance, every atom of µ is also an atom of ν. If (T, c, µ) and
(T ′, c′, µ′) are equivalent algebraic measure trees with branch-point distribu-
tions ν and ν′, respectively, then the isomorphism is also an isometry with
respect to rν and rν′ . Therefore, the following selection map, which associates
a particular metric representation to every algebraic measure tree, is well de-
fined.

Definition 3.6 (selection map ι). — Define the map ι : T→ H by

ι(T, c, µ) := (Tν , rν , µν),(65)

tome 149 – 2021 – no 1



ALGEBRAIC MEASURE TREES AND TRIANGULATIONS OF THE CIRCLE 85

where ν = c∗µ⊗3 is the branch-point distribution of (T, c, µ), (Tν , rν) is the
quotient metric space, and µν is the image of µ under the canonical projec-
tion πν .

The topology we use on T is the Gromov-weak topology with respect to
the branch-point distribution distance. That is, it is the topology induced by
the selection map ι, i.e., the weakest (coarsest) topology on T, such that ι is
continuous.

Definition 3.7 (bpdd-Gromov-weak topology). — Let H be equipped with
the Gromov-weak topology. We call the topology induced on T by the selection
map ι branch-point distribution distance Gromov-weak topology (bpdd-Gromov-
weak topology).

The following reconstruction theorem is crucial for the usefulness of bpdd-
Gromov-weak convergence. It shows that the selection map ι is an embedding
and, indeed, selects metric representations.

Proposition 3.8 (ι is injective). — The selection map ι : T→ H is injective,
and ι(x ) is a metric representation of x ∈ T.

Proof. — If we show that ι(x ) is a metric representation of x = (T, c, µ) ∈ T, it
is obvious that ι is injective, because equivalence of metric measure spaces im-
plies equivalence of the corresponding algebraic measure trees by Lemma 2.36.

Choosing an appropriate representative, we can assume that ν{v} > 0 for
all v ∈ br(T, c). The canonical projection πν : T → Tν is a tree homomorphism
by Lemma 2.30. To show equivalence of (T, c, µ) and (Tν , c(Tν ,rν), µν), we
have to show that πν is injective on a subtree A ⊆ T with µ(A) = 1. Let
N := {v ∈ T : πν(v) 6= {v}}. Then µ(πν(v)) = 0, for all v ∈ N , and w ∈ πν(v)
implies [v, w] ⊆ πν(v), because πν is a tree homomorphism. Because there are
at most countably many nondegenerate, disjoint closed intervals in T due to
order separability, this implies that πν(N) is countable, and, thus, µ(N) = 0.
Define A = T \ N . Then µ(A) = 1, and πν is injective on T \ N . To see
that A is a subtree, pick x, y, z ∈ A. If v := c(x, y, z) ∈ {x, y, z}, then v ∈ A.
Otherwise, v ∈ br(T, c), and, hence, ν{v} > 0. This implies πν(v) = {v}, i.e.,
v ∈ A. �

Corollary 3.9 (metrizability). — T equipped with bpdd-Gromov-weak topol-
ogy is a separable, metrizable space.

Proof. — The Gromov-weak topology on H is separable and metrizable, e.g.,
by the Gromov–Prohorov metric dGP (see [36]). Because ι is injective by Propo-
sition 3.8, dBGP(x , y ) := dGP(ι(x ), ι(y )), x , y ∈ T is a metric on T inducing
bpdd-Gromov-weak topology. �
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Remark 3.10 (distance polynomials). — By definition, a sequence (xn)n∈N in
T converges to x ∈ T bpdd-Gromov-weakly, if and only if ι(xn)→ ι(x ) Gromov-
weakly. It has been shown that the Gromov-weak convergence is equivalent to
the convergence of the distribution of the distance matrix ([36, Theorem 5]).
Therefore, the bpdd-Gromov-weak convergence is equivalent to

Φ(xn) −−−−→
n→∞

Φ(x ),(66)

for all so-called polynomials Φ: T → R, which are test functions of the form
(13). Note that the set Πι of all polynomials is an algebra and, therefore, also
convergence determining for T-valued random variables (see [46, 11]).

As pointed out in Remark 3.3, the equivalence class of every algebraic mea-
sure tree contains an algebraic continuum measure tree. The following example
shows that ι would not be injective if we had defined it on the set of algebraic
continuum measure trees with the stricter notion of equivalence, where the
whole algebraic continuum trees have to be measure-preserving isomorphic.

Example 3.11. — For x ≥ 0, let Tx be the R-tree generated by the interval
Ix = [−x, 1] together with additional leaves {vn}, n ∈ N, where c(0, 1, vn) = 1

n

and r( 1
n , vn) = 1

n , i.e., at each point 1
n ∈ Ix, there is a branch of length 1

n
attached. Then Tx is a compact R-tree for every x ≥ 0 and, hence, induces an
algebraic continuum tree by Theorem 2.27. Let µx{−x} = 1

2 , and µx{vn} =
2−n−1 for n ∈ N. Then xx := (Tx, µx) ∈ T2. Now ι(xx) = ι(xy) for every
x, y ≥ 0, but Tx and T0 are not homeomorphic and, hence, not isomorphic by
Proposition 2.38.

Note that Ax := {x} ∪ {vn : n ∈ N} ∪ { 1
n : n ∈ N} is a subtree of Tx with

µx(Ax) = 1, and Ax is isomorphic (although not homeomorphic) to A0.

In order to construct algebraic measure trees, it is, of course, not necessary
to specify the mass of every Borel subset. On the contrary, we can use the
following Carathéodory-type extension result. To this end, recall for x, y ∈ T
with x 6= y from (36) the component Sx(y) = S(T,c)

x (y) of T \ {x}, which
contains y. In this section, it is convenient to define

Sx(x) := {x}.(67)
Then T is the disjoint union of the deg(x) + 1 sets in

Cx :=
{

Sx(y) : y ∈ T
}
.(68)

Note that Cx = {Sx(y) : y ∈ V } for order-dense V ⊆ T with x ∈ V . In
particular, Cx is countable if (T, c) is order separable. For y ∈ T , V ⊆ T , we
call a function f : V → R order left-continuous on V with respect to ≤y, if the
following holds. For all x, xn ∈ V with x1 ≤y x2 ≤y · · · and x = supn∈N xn
with respect to ≤y (in short xn ↑ x), we have limn→∞ f(xn) = f(x). Recall
the notion of the algebraic continuum tree from Definition 2.10.
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Proposition 3.12 (extension to a measure). — Let (T, c) be an order sepa-
rable algebraic continuum tree and V ⊆ T order dense. Then a set function
µ0 : CV :=

⋃
x∈V Cx → [0, 1] has a unique extension to a probability measure on

B(T, c) if it satisfies
1. For all x ∈ V ,

∑
A∈Cx µ0(A) = 1.

2. For all x, y ∈ V with x 6= y,
µ0
(
Sx(y)

)
+ µ0

(
Sy(x)

)
≥ 1.(69)

3. For every y ∈ V , the function ψy : x 7→ µ0(Sx(y)) is order left-
continuous on V with respect to ≤y.

Proof. — Note that ψy(x) = ψz(x) for z ∈ Sx(y). We, therefore, may write
ψA(x) := ψy(x) for any A ⊆ Sx(y). Define the ∩-stable set system

A :=
{ n⋂

k=1
Ak : n ∈ N, Ak ∈ CV

}
.(70)

By Corollary 2.25, A generates the Borel σ-algebra B(T, c). Let ∅ 6= A ∈ A
and y ∈ A. Because (T, c) has no edges and is order complete, we have A =⋂
x∈∂A Sx(y), where ∂ denotes the boundary with respect to the component

topology τ , which is a finite set in the case of A. Using (69), we obtain for
v ∈ V , x0, . . . , xn ∈ V \ {v}, such that Sv(x0), . . . ,Sv(xn) are distinct, that

ψx0(v) ≤ 1−
n∑

k=1
ψxk(v) ≤ 1−

n∑

k=1

(
1− ψv(xk)

)
.(71)

This implies for ∅ 6= A ∈ A, by induction over #∂A, that
µ(A) := 1−

∑

x∈∂A

(
1− ψA(x)

)
≥ 0,(72)

hence µ is a nonnegative extension of µ0 to A. We claim that µ is superadditive,
additive, and inner regular for compact sets. From this, it follows by standard
arguments that it has a unique extension to a measure on the generated σ-
algebra σ(A) = B(T, c).

Additivity. Let n ∈ N \ {1}, and A1, . . . , An ∈ A \ {∅} disjoint with A :=⊎n
k=1 Ak ∈ A. Define D :=

⋃n
k=1 ∂Ak. Then ∂A ⊆ D and there is x ∈ D\∂A ⊆

A. Let Ix := {k ∈ {1, . . . , n} : x ∈ ∂Ak} and choose yk ∈ Ak. Then, because
the Ak are disjoint, the Sx(yk), k ∈ I, are distinct, and because the Ak cover
A, we have {Sx(yk) : k ∈ Ix} = Cx. In particular,

∑
k∈Ix ψyk(x) = 1, and

Bx :=
⋃
k∈Ix Ak ∈ A with ∂Bx =

⊎
k∈Ix ∂Ak \ {x}. We obtain

∑

k∈Ix
µ(Ak) =

∑

k∈Ix

(
1−

(
1− ψyk(x)

)
−

∑

z∈∂Ak\{x}

(
1− ψyk(z)

))

=
∑

k∈Ix
ψyk(x)−

∑

z∈∂Bx

(
1− ψx(z)

)
= µ(Bx).

(73)

By induction over n, this implies additivity of µ.
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Superadditivity. Let A1, . . . , An ∈ A \ {∅} be disjoint and
⊎n
k=1 Ak ⊆ A ∈

A. The case n = 1 is trivial, and we proceed by induction over n. Choose
y ∈ A1 and let D := ∂A1 \ ∂A. For x ∈ D, C ∈ C′x := Cx \ Sx(y) and k ∈
{2, . . . , n}, either Ak ⊆ C, or Ak∩C = ∅. Therefore, we have the decomposition
{2, . . . , n} =

⊎
x∈D

⊎
C∈C′x

IC with IC := {k : Ak ⊆ C}. Because C ∩ A ∈ A,
and Ak ⊆ C ∩A for k ∈ IC , we can use the induction hypothesis to obtain

∑

k∈IC
µ(Ak) ≤ µ(C ∩A) = ψC(x)−

∑

z∈∂A∩C

(
1− ψA(x)

)
.(74)

Therefore,

µ(A1) = 1−
∑

x∈∂A1∩∂A

(
1− ψy(x)

)
−
∑

x∈D

(
1− ψy(x)

)

= µ(A) +
∑

x∈∂A\∂A1

(
1− ψy(x)

)
−
∑

x∈D

∑

C∈C′x

ψC(x)

≤ µ(A)−
∑

x∈D

∑

C∈C′x

∑

k∈IC
µ(Ak)

= µ(A)−
n∑

k=2
µ(Ak).

(75)

Compact regularity. According to Proposition 2.19, all closed subsets of
T are compact. Let y ∈ A ∈ A. Because (T, c) is an order-separable alge-
braic continuum tree, and V is order dense, we find for z ∈ ∂A a sequence
(xn(z))n∈N in A ∩ V with xn(z) ↑ z with respect to ≤y as n → ∞. Define
An :=

⋂
z∈∂A Sxn(z)(y) ∈ A and Kn := An ∪ ∂An. Then Kn is compact,

An ⊆ Kn ⊆ A, and because ∂A is finite, we have ∂An = {xn(z) : z ∈ ∂A} for
sufficiently large n. Thus, by order left continuity of ψy,

lim
n→∞

µ(An) = 1− lim
n→∞

∑

z∈∂A

(
1− ψy(xn(z))

)

= 1−
∑

z∈∂A

(
1− ψy(z)

)
= µ(A),

(76)

and µ is inner compact regular as claimed. �

We conclude this section with an extension result, which will be very useful
for reading off algebraic measure trees from (sub)triangulations of the circle in
Section 4. In Proposition 3.12, we assumed the whole tree to be known and
considered the question of constructing a probability measure on it. Now, we
assume that not the whole tree is given a priori but only the (countably many)
branch points. The question is, whether there is an extension of the tree that
is rich enough to carry a measure with the specified masses of components.
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Proposition 3.13 (construction of algebraic measure trees). — Let (V, cV ) be
a countable algebraic tree and for each x ∈ V , let A 7→ ψA(x) be a probability
measure on Cx. Define ψy(x) := ψSx(y)(x). Assume that for x, y ∈ V with
x 6= y,

ψx(y) + ψy(x) ≥ 1.(77)

Then there is a unique (up to equivalence) algebraic measure tree x = (T, c, µ),
such that

(i) V ⊆ T , br(T, c) = br(V, cV ).
(ii) µ

(
S(T,c)
x (y)

)
= ψy(x) for all x, y ∈ V .

(iii) at(µ) ⊆ V , where at(µ) denotes the set of atoms of µ.

Note that, in general, we cannot obtain lf(T, c) ⊆ lf(V, cV ). To the contrary,
lf(T, c) can be uncountable (for every representative of x ).

Proof. — Existence. First note that for y ∈ V , ψy is monotonic with respect
to ≤y. Indeed, z ≤y x implies ψy(z) ≤ 1− ψx(z) ≤ ψz(x) = ψy(x).

We need to enlarge the tree to make ψy order left-continuous. Because V
is countable, we may consider one y and one point x at a time. If x, y ∈ V
are such that there exists xn ∈ V with xn ↑ x, then by monotonicity φy(x) :=
limn→∞ ψy(xn) ≤ ψy(x) exists and is independent of the choice of xn. If
φy(x) 6= ψy(x), we extend the tree by adding one extra point z /∈ V , i.e., we
consider Ṽ := V ]{z} with the unique extension c̃ of cV , such that (Ṽ , c̃) is an
algebraic tree with xn ≤y z ≤y x for all n. Furthermore, we extend ψ to ψ̃ on
Ṽ by defining ψ̃y(z) := φy(x), ψ̃z(z) = 0 and ψ̃x(z) = 1 − φy(x). It is easy to
check that (Ṽ , c̃) together with ψ̃ satisfies the prerequisites of the proposition,
br(Ṽ , c̃) = br(V, c), and {x ∈ Ṽ : ψ̃x(x) > 0} = {x ∈ V : ψx(x) > 0} ⊆ V .

Now assume without loss of generality that ψy is already order left-continuous
for all y ∈ V . Because V is countable, it is, in particular, order separable and
according to Theorem 2.27, there is an order separable algebraic continuum tree
(T, c), such that (V, cV ) is a subtree. We can choose (T, c), such that br(T, c) =
br(V, cV ). Consider the closure V of V with respect to the component topology
τ . For x ∈ V \ V , we define

ψy(x) := sup{ψy(z) : z ∈ V ∩ Sx(y)}.(78)

Then (77) holds for x, y ∈ V , x 6= y, and ψy is order left-continuous. For every
{x, y} ∈ edge(V , c̄), where c̄ is the restriction of c to V 3, we fix an order iso-
morphism ϕx,y : [x, y]→ [0, 1], which exists by Cantor’s order characterization
of R because [x, y] is a linearly ordered, separable algebraic continuum tree.
For every z ∈ T \V , there exists {x, y} ∈ edge(V , c̄), with z ∈ [x, y]. We define

ψy(z) := (1− ϕx,y(z))ψy(x) + ϕx,y(z)
(
1− ψx(y)

)
,(79)
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ψx(z) := 1 − ψy(z) and ψz(z) := 0. Now we can use Proposition 3.12 to see
that

µ0
(
Sx(y)

)
:= ψy(x)(80)

has a unique extension to a probability measure µ on B(T, c).
The last step in the construction is to remove point masses outside V by

expanding them to intervals. To this end, let P := at(µ) \ V , and T := (T \
P )] (P × [0, 1]). Because P ⊆ T \V contains no branch points, we can extend
the restriction of c to T \ P to a branch-point map c̃ on T in a canonical way,
such that [(x, 0), (x, 1)] = {x} × [0, 1] for x ∈ P . Define the Markov kernel κ
from T to T by

κ(x) :=
{
δx, x ∈ T \ P,
δx ⊗ λ[0,1], x ∈ P,(81)

where δx is the Dirac measure in x, and λ[0,1] is a Lebesgue measure. Let
µ̄ := κ∗(µ) be the push-forward of µ under κ. Then (T , c̃, µ̄) is a separable
algebraic measure tree, and by construction br(T , c̃) = br(V, cV ), as well as
at(µ̄) = at(µ) ∩ V ⊆ V . Furthermore, for x, y ∈ V , we have µ̄(S(T ,c̃)

x (y)) =
µ(S(T,c)

x (y)) = ψy(x), as claimed. Uniqueness. follows similarly, where we note
that it does not matter how we distribute the mass on an edge of (V , c̄) in a
nonatomic way, because all algebraic measure trees without branch points and
nonatomic measure are equivalent by Example 3.4. �

4. Triangulations of the circle

In this section, we encode binary algebraic measure trees by triangulations of
subsets of the circle. This is comparable with the encoding of compact (ordered,
rooted) metric (probability) measure trees by excursions over the unit interval,
where the height profile encodes the branch-point map, as well as the metric
distances. Moreover, also the measure can be encoded by the excursion by
identifying the lengths of subexcursions with the mass of the corresponding
subtrees. Similarly, it turns out that we can encode binary algebraic measure
trees by what we call subtriangulations of the circle. As in the case of coding
metric measure trees with excursions, the resulting coding map associating the
algebraic measure tree to a subtriangulation is continuous.

In Section 4.1, we introduce the space of subtriangulations of the circle. In
Section 4.2, we construct the coding map.

4.1. The space of subtriangulations of the circle. — Let D be a (fixed) closed
disc of circumference 1, and S := ∂D the circle. As usual, for a subset A ⊆ D,
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we denote by Ā, Å, ∂A, and conv(A) the closure, the interior, the boundary,
and the convex hull of A, respectively. Furthermore, let

∆(A) :=
{
connected components of conv(A) \A

}
,(82)

and
∇(A) :=

{
connected components of D \ conv(A)

}
.(83)

Then we have the disjoint decomposition D = A ]⋃∆(A) ]⋃∇(A).

Definition 4.1 ((sub)triangulations of the circle). — A subtriangulation of
the circle is a closed, nonempty subset C of D satisfying the following two
conditions:
(Tri1) ∆(C) consists of open interiors of triangles.
(Tri2) C is the union of noncrossing (nonintersecting except at endpoints),

possibly degenerate, closed straight line segments with endpoints in S.
We denote the set of subtriangulations of the circle by T , i.e.,

T :=
{
subtriangulations of the circle}(84)

and call C ∈ T the triangulation of the circle, if and only if S ⊆ C.
In particular, (Tri1) implies that ∂ conv(C) ⊆ C, and we may call C tri-

angulation of ∂ conv(C). Given (Tri1), (Tri2) implies that ∇(A) consists of
circular segments with the bounding straight line excluded and the rest of the
bounding arc included. We want to point out that our definition of the trian-
gulation of the circle differs from the one given by Aldous in [5, Definition 1].
Namely, Aldous required only Condition (Tri1). For the characterization of
triangulations of the circle as limits of triangulations of n-gons given in Propo-
sition 4.3, however, Condition (Tri2) is necessary. See Figure 4.1 for an example
of a triangulation in the sense of Aldous that is excluded by Condition (Tri2),
a subtriangulation of the circle that is no triangulation of the circle, and a
triangulation of the circle.

For a metric space (X, d), let
F(X) := {F ⊆ X : F 6= ∅, F closed}(85)

and equip F(X) with the Hausdorff metric topology. That is, we say that a
sequence (Fn)n∈N converges to F in F(X), if and only if for all ε > 0 and all
large enough n ∈ N,

F εn ⊇ F and F ε ⊇ Fn,(86)
where for all A ∈ F(X), as usual, Aε := {x ∈ X : d(x,A) < ε}. It is well
known that if (X, d) is compact, then F(X) is a compact metrizable space as
well. As subtriangulations of the circle are elements of F(D), we naturally
equip T with the Hausdorff metric topology. A first observation is that T is
actually a closed and, therefore, compact subspace of F(D).
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Figure 4.1. Left: an Aldous triangulation of the circle that
is not a triangulation of the circle (Condition (Tri2) does not
hold as the black triangle in the middle is not the union of non-
crossing straight lines with endpoints on the circle). middle:
A subtriangulation of the circle (compare with Example 4.12).
right: A triangulation of the circle. It is a realization of the
Brownian triangulation (compare with Example 4.5).

Lemma 4.2 (compactness of T ). — Both the space of triangulations of the
circle and the space T of subtriangulations of the circle are compact metrizable
spaces in the Hausdorff metric topology.

Proof. — Because D is compact, F(D) is compact as well, and it is sufficient
to show that T and the set of triangulations of the circle are closed subsets of
F(D).

Let Cn ∈ T with Cn −−−−→
n→∞

C ∈ F(D) in the Hausdorff metric topology.
(Tri1) is easily seen to be a closed property, and, thus, C satisfies (Tri1).
Let Ln be a set of noncrossing line segments with endpoints in S, such that
Cn =

⋃
Ln. The closure of Ln in F(D) has the same property (it possibly differs

from Ln by a set of degenerated one-point segments contained in nondegenerate
segments of Ln), so we may assume Ln is closed to begin with, so that Ln ∈
F(F(D)). Because F(F(D)) is compact, we may assume, taking a subsequence
if necessary, that Ln → L for some L ∈ F(F(D)). Obviously, Ln consists of
noncrossing line segments with endpoints in S. Because the union operator⋃

: F(F(D)) → F(D) is continuous, we have
⋃
L = C. In particular, (Tri2)

holds for C and C ∈ T . Obviously, also the property that S ⊆ C is preserved
by Hausdorff metric limits, and, thus, the set of triangulations of the circle is
closed as well. �

Wenow show two characterizations of subtriangulations of the circle. Namely,
condition (Tri2) can be replaced by existence of “triangles in the middle”,
which is the major technical ingredient for the construction of the branch-
point map in the next section. Furthermore, they are precisely the limits of
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finite subtriangulations, where we consider a subtriangulation C as finite, if
C ∩ S is a finite set, or equivalently, C consists of finitely many line segments.

Proposition 4.3 (characterization of (sub)triangulations). — Let ∅ 6= C ⊆ D
be closed. Then the following are equivalent.

1. C is a subtriangulation of the circle.
2. Condition (Tri1) holds, all extreme points of conv(C) are contained

in S, and
(Tri2′) For x, y, z ∈ ∆(C)∪∇(C) pairwise distinct, there exists a unique

cxyz ∈ ∆(C), such that x, y, z are subsets of pairwise different
connected components of D \ ∂cxyz.

3. There exists a sequence (Cn)n∈N of finite subtriangulations of the circle
with Cn −−−−→

n→∞
C in the Hausdorff metric topology.

Furthermore, C is a triangulation of the circle, if and only if Cn in 3. can be
chosen as a triangulation of a regular n-gon inscribed in S.

Remark 4.4 (condition (Tri2)’). — That x, y, z are subsets of different con-
nected components of D \ ∂cxyz means that either cxyz ∈ {x, y, z}, and the two
elements of {x, y, z} \ {cxyz} are subsets of different connected components of
D\cxyz, or cxyz /∈ {x, y, z} and x, y, z are subsets of pairwise different connected
components of D \ cxyz.
Proof of Proposition 4.3. — “1⇒ 2”. Because C is the union of line segments
with endpoints on S, it is obvious that the extreme points of conv(C) are
contained in S. We have to show (Tri2)’, so let x, y, z ∈ ∆(C) ∪ ∇(C) be
pairwise distinct and note that uniqueness is obvious. If one of the elements of
{x, y, z}, say x, is such that the other two are subsets of two different connected
components of D \ x̄, then necessarily x ∈ ∆(C), and cxyz := x has the desired
properties. So assume that this is not the case.

Fix a set L of noncrossing, closed lines with endpoints in S, such that C =⋃
L. Define

Lx := {` ∈ L : ` separates x from y ∪ z in D},(87)
note that Lx 6= ∅ because y and z are in the same connected component of
D \ x̄ by assumption, and order Lx by distance from x. Similarly, define Ly
as set of lines separating y from x ∪ z ordered by the distance from y, and Lz
as set of lines separating z from x ∪ y, ordered by the distance from z. Define
`x := supLx, `y := supLy, and `z := supLz, which exist because C is closed.
In particular, they are noncrossing, and because conv(C) \C may only consist
of triangles, they have to be the sides of some cxyz ∈ ∆(C), which has the
desired properties.

“2⇒ 3”. Because the extreme points of conv(C) are on the circle, for every
x ∈ ∇(C), the boundary ∂Dx in D is a single straight line with endpoints in S.
Let (Vn)n∈N be an increasing sequence of finite subsets of ∆(C) ∪ ∇(C), such
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that cxyz ∈ Vn for pairwise distinct x, y, z ∈ Vn, and Vn ↑ ∆(C) ∪ ∇(C). Let
An := D \ ⋃Vn. Then An → C in the Hausdorff metric topology. Because
cxyz ∈ Vn for distinct x, y, z ∈ Vn, the boundary of each of the finitely many
connected components of An \S consists of one or two line segments and one or
two connected subarcs of S. Therefore, there is a finite subtriangulation Cn ⊆
An of the circle with Hausdorff distance from An less than e−n. Thus Cn → C.
“3⇒ 1”. Obviously, because T is a closed subset of F(D) by Lemma 4.2.
“Furthermore”. If Cn is a triangulation of the n-gon, it contains the n-gon,
and, hence, any Hausdorff metric limit as n → ∞ contains the circle, and,
hence, is a triangulation of the circle. That triangulations of the circle can be
approximated by triangulations of regular n-gons is a slight modification of the
arguments above. The details are left to the reader. �

The most prominent random tree is Aldous’s Brownian CRT, which is the
limit of uniform random trees. Similarly, one can define the Brownian triangu-
lation of the circle.

Example 4.5 (Brownian triangulation). — The uniform random triangulation
of the n-gon converges in law with respect to the Hausdorff metric topology
to the so-called Brownian triangulation CCRT, see [4, 5, 16]. A realization is
shown on the right-hand side of Figure 4.1. It has a.s. Hausdorff dimension 3

2
(see [4]).

4.2. Coding binary measure trees with (sub)triangulations of the circle. —
Given an algebraic tree (T, c), recall the set of leaves lf(T, c) and the degree
deg(T,c)(v) of v ∈ T from (51) and (50), respectively. In this section, we are
interested in the following subspace of the space of all binary algebraic measure
trees.

Definition 4.6 (our space T2). — Let T2 ⊆ T be the set of (equivalence classes
of) algebraic measure trees (T, c, µ) with (T, c) binary (i.e., deg(T,c)(v) ≤ 3 for
all v ∈ T ) and at(µ) ⊆ lf(T, c).

The space T2 is of particular interest to us, as it is invariant under the
dynamics of the Aldous diffusion on cladograms, the construction of which was
one of the motivations for studying algebraic measure trees, and because, as we
will see, it is precisely the space of algebraic measure trees that can be coded
by subtriangulations of the circle.

To illustrate the construction of the tree coded by a subtriangulation, we first
consider a triangulation C of the regular n-gon into necessarily n− 2 triangles
(see Figure 1.3). Here, the coded tree is the dual graph. That is, every triangle
corresponds to a branch point of the tree, and two branch points are connected
by an edge if and only if the triangles share a common edge. We then add a
leaf for every edge of the n-gon and obtain a graph-theoretic binary tree with
n leaves and n − 2 internal vertices. Recall from Example 2.4 that the finite
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Figure 4.2. Triangulation C with #∆(C) = 1, ∇(C) = ∅,
and #�(C) = 3. The coded tree consists of three line seg-
ments with nonatomic measure of 1

3 each, glued together at
one branch point.

graph-theoretic tree corresponds to a unique algebraic tree. We finally assign
to each leaf mass n−1 (which corresponds to the length of the arcs of the circle
connecting two endpoints of edges of the n-gon, if we inscribe it in a circle of
unit length), and obtain an algebraic measure tree.

The main result of this section is that there is a natural, surjective coding
map from T onto T2, which is also continuous. To state that formally we need
further notation. Given a subtriangulation C ⊆ D, recall ∆(C) and ∇(C) from
(83) and (82), respectively. For x ∈ ∆(C) ∪ ∇(C) and y ⊆ D connected and
disjoint from ∂Dx, where ∂D denotes the boundary in the space D, let

compx(y) := the connected component of D \ ∂Dx which contains y.(88)

For x ∈ ∆(C), let pi(x), i = 1, 2, 3, be the mid-points of the three arcs of S\∂x,
and define

�(C) :=
{
{pi(x)} : x ∈ ∆(C), i ∈ {1, 2, 3}, compx({pi(x)}) ⊆ C

}
,(89)

as well as compp(p) := p for p ∈ �(C) (see Figure 4.2). Recall the definition of
components Sv(w) in an algebraic tree from (36).

Lemma 4.7 (induced branch-point map). — For C ∈ T , let VC := ∆(C) ∪
∇(C) ∪ �(C). If VC 6= ∅, then there is a unique branch-point map cV : V 3

C →
VC , such that (VC , cV ) is an algebraic tree with S(Vc,cV )

x (y) = {v ∈ VC :
compx(y) = compx(v)} for x, y ∈ VC . Furthermore, deg(x) = 3 for all
x ∈ ∆(C), and deg(x) = 1, for x ∈ ∇(C) ∪�(C).

Proof. — Recall from Proposition 4.3 that for a subtriangulation C of the circle
and pairwise distinct x, y, z ∈ ∆(C)∪∇(C), there is a triangle cxyz ∈ ∆(C) “in
the middle”. It is straightforward to see that this defines a branch-point map
and can naturally be extended to V 3

C . �

The following theorem states that all subtriangulations C of the circle can
be associated with an element in T2, for which ∆(C) corresponds to the set of
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branch points, ∇(C) corresponds to the set

lfatom(x ) :=
{
x ∈ lf(T, c) : µ({x}) > 0

}
(90)

of leaves that carry an atom, and compv(w) corresponds to the component
Sv(w).

Theorem 4.8 (algebraic measure tree associated to a subtriangulation). —
(i) For every subtriangulation C ⊆ D of the circle, there is a unique (up

to equivalence) algebraic measure tree xC = (TC , cC , µC) ∈ T2 with
the following properties:

(CM1) VC ⊆ TC , br(xC) = ∆(C), and cC is an extension of cV , where
(VC , cV ) is defined in Lemma 4.7.

(CM2) µC
(
S(TC ,cC)
x (y)

)
= λS

(
S ∩ compx(y)

)
for all x, y ∈ VC , where λS

denotes the Lebesgue measure on S.
(CM3) at(µC) = ∇(C).

(ii) The coding map τ : T → T2, C 7→ xC is surjective and continuous,
where T is equipped with the Hausdorff metric topology and T2 with
the bpdd-Gromov-weak topology.

Proof. — (i) Let C be a subtriangulation of the circle. If C = D, then ∆(C) =
∇(C) = ∅, which requires by (CM1) that br(xC) = ∅, and by (CM3) that
at(µ) = ∅. There is a unique algebraic measure tree without branch points and
atoms, namely the line segment with no atoms (see Example 4.11). We may,
therefore, assume without loss of generality that C 6= D and, consequently, that
TC 6= ∅.

We claim that (VC , cV ) together with ψy(x) := λS
(
S ∩ compx(y)

)
satisfies

the assumptions of Proposition 3.13. Indeed, VC is obviously countable and an
algebraic tree by Lemma 4.7, ψy(x) depends on y only through its equivalence
class with respect to ∼x, and the lengths of all the arcs add up to the total
length of λS(S) = 1. Furthermore, ψx(y) + ψy(x) ≥ λS(S) = 1, and Proposi-
tion 3.13 yields the existence and uniqueness of the desired algebraic measure
tree.

(ii) Let x = (T, c, µ) ∈ T2. We construct a subtriangulation C such that
τ(C) = x . Fix ρ ∈ lf(T, c) and recall that ρ induces a partial order relation
≤ρ. We can extend this partial order to a total (planar) order ≤ by picking for
every v ∈ br(T, c) an order of the two components of T \{v} that do not contain
ρ. That is, we define S0(v) := Sv(ρ), denote the two remaining components of
T \ {v} by S1(v), S2(v), and define

v ≤ w :⇔ v ≤ρ w or v ∈ S1
(
c(x, y, ρ)

)
, w ∈ S2

(
c(x, y, ρ)

)
.(91)

Identify S with [0, 1], where the endpoints are glued. For a ∈ [0, 1] and b, c > 0
with a+ b+ c ≤ 1, let ∆(a, b, c) ⊆ D be the open triangle with vertices a, a+ b,
a + b + c ∈ S, `(a, b) ⊆ D the straight line from a to a + b, and L(a, b) the
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connected component of D\ `(a, b) containing a+ b
2 ∈ S. The first vertex of the

triangle or circular segment corresponding to v ∈ br(T, c) ∪ lfatom(x ) is given
by the total mass of points smaller than v (with respect to ≤ defined in (91)),
i.e., by

α(v) := µ
(
{u ∈ T : u < v}

)
.(92)

Define

D \ C :=
⊎

v∈br(T,c)

∆
(
α(v), µ(S1(v)), µ(S2(v))

)
]

⊎

v∈lfatom(x)

L
(
α(v), µ{v}

)
.

(93)

By definition of C, conv(C) \C consists of open triangles, i.e., condition (Tri1)
is satisfied. Furthermore, the extreme points of conv(C) are contained in S,
and for x, y, z ∈ ∆(C) ∪ ∇(C) distinct, there are corresponding u, v, w ∈ T
and a triangle cxyz ∈ ∆(C) corresponding to c(u, v, w), which satisfies the
requirements of (Tri2)’. Thus, by Proposition 4.3 C is a subtriangulation of the
circle. It is straightforward to check that τ(C) = x .

We defer the proof of continuity of τ to the next section, where we prove it
in Lemma 5.21. �

The following is now obvious.

Lemma 4.9 (nonatomicity). — A subtriangulation C of the circle is a trian-
gulation of the circle if and only if, for (TC , cC , µC) := τ(C), the measure µC
is nonatomic.

Corollary 4.10 (finite tree approximation). — Let x = (T, c, µ) ∈ T2. Then
there is a sequence (xn)n∈N of finite algebraic measure trees in T2 with xn → x
bpdd-Gromov-weakly. Furthermore, if µ is nonatomic, then xn can be chosen
as a tree with n leaves and uniform distribution on the leaves.

Proof. — By Theorem 4.8, there is a subtriangulation C ∈ T with τ(C) = x ,
and by Proposition 4.3, there are finite subtriangulations Cn with Cn → C.
Obviously, xn := τ(Cn) is a finite algebraic measure tree and by continuity of
τ we have xn → x . If µ is nonatomic, then, by Lemma 4.9, C is a triangulation
of the circle, and hence, by Proposition 4.3, Cn can be chosen as triangulation
of the n-gon, which means that xn has n leaves and uniform distribution on
them. �

We conclude this section with a few illustrative examples.

Example 4.11 (coding algebraic measure trees without branch points). — Let
x be an algebraic measure tree without branch points. If x = xC for some
subtriangulation C, then ∆(C) = br(xC) = ∅, and the following five cases can
occur (see Figure 4.3): a) xC consists of one single point of mass 1. Then
C = {x}, for some x ∈ S. b) xC consists of an interval with two leaves, where
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b

Figure 4.3. Subtriangulations of the circle which correspond
to the five cases of algebraic measure trees without branch
points as explained in Example 4.11.

each carries positive mass adding up to 1, in which case, C is a single line
segment dividing the circle into two arcs with lengths corresponding to the
masses of the two leaves. c) xC consists of an interval with two leaves, where
each has positive mass adding up to a < 1. In this case, C is the area of the
disc bounded by two distinct line segments and two arcs (possibly one of them
degenerated) of S, and the lengths of the remaining two arcs are given by the
masses of the leaves. d) xC consists of an interval with two leaves, where one
has positive mass a < 1, and the other one has zero mass. Then C is a circular
segment with arc length 1− a. e) xC consists of an interval with no atoms on
the leaves, which implies C = D.

Example 4.12 (a complete binary tree). — Let C be the subtriangulation of
the circle drawn in the middle of Figure 4.1. Then #∇(C) = # lfatom(τ(C)) =
1. We refer to this only leaf with positive mass as the root ρ and obtain
µ({ρ}) = 1

3 , corresponding to the length of the dotted arc. Moreover, τ(C)
consists of a complete rooted binary tree in the sense of graph theory (with
the convention that the root has degree 1), together with an uncountable set of
leaves given by the ends at infinity and carrying the remaining 2

3 of the mass.

Example 4.13 (coding the Brownian CRT). — Recall the Brownian triangu-
lation CCRT from Example 4.5, which is defined as the limit in distribution
of uniform random triangulations Cn of the n-gon. A realization is shown on
the right-hand side of Figure 4.1. It is easy to see that τ(Cn) is the uniform
binary tree with n leaves and uniform distribution on the leaves. Thus, by The-
orem 4.8, the uniform binary tree converges bpdd-Gromov-weakly to τ(CCRT).
At this point, it is not entirely clear that τ(CCRT) is the algebraic measure tree
induced by the metric measure Brownian CRT. We will see in Section 6 that
this is, indeed, the case.

5. The subspace of binary algebraic measure trees

In Sections 5.1 and 5.2 with the sample shape convergence and the sample
subtree-mass convergence, we introduce two more notions of convergence of
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algebraic measure trees, which seem more natural when thinking of algebraic
trees as combinatorial objects. We then show in Section 5.3 that on T2, both
of these notions are equivalent to the bpdd-Gromov-weak convergence. The
main tools are a uniform Glivenko–Cantelli argument and that the coding map
sending a subtriangulation of the circle to an element in T2 is continuous.

5.1. Convergence in distribution of sampled tree shapes. — The basic idea be-
hind Gromov-weak convergence for metric measure spaces is to sample finite
metric subspaces with the sampling measure µ and then require these to con-
verge in distribution. In this section, we propose a corresponding construction
for binary algebraic measure trees, where we sample finite tree shapes with µ.

First, we have to make precise what we mean by “tree shape”, which we
understand to be a cladogram with the peculiarity that leaves may carry more
than one label. The multilabel case is necessary to allow for sampling the same
point several times due to a possible atom at that point.

Definition 5.1 (m-labelled cladogram). — For m ∈ N, an m-labelled clado-
gram is a binary, finite algebraic tree C = (C, c) together with a surjective
labeling map ` : {1, . . . ,m} → lf(C). Two m-labelled cladograms (C1, `1) and
(C2, `2) are equivalent if they are label-preserving isomorphic, i.e., there exists
a tree isomorphism f : C1 → C2 with f(`1(i)) = `2(i) for all i = 1, . . . ,m.

Define

Cm := {isomorphism classes of m-labelled cladograms}.(94)

In the following, we will use cladograms to encode the shape of a subtree
spanned by a finite sample of leaves.

Definition 5.2 (tree shape). — For a binary algebraic tree (T, c), m ∈ N,
and u1, . . . , um ∈ T \ br(T, c), the tree shape sT (u1, . . . , um) of the m-labeled
cladogram spanned by (u1, . . . , um) in (T, c) is the unique (up to isomorphism)
m-labelled cladogram sT (u1, . . . , um) = (C, cC , `) with lf(C) = {u1, . . . , um}
and `(i) = ui, for all i = 1, . . . ,m, and such that the identity on lf(C) extends
to a tree homomorphism from C onto c

(
{u1, . . . , um}3).

Remark 5.3 (spanned subtree and cladogram are not necessarily isomorphic).
— The tree homomorphism from sT (u1, . . . , um) onto c({u1, . . . , um}3) does
not need to be injective. This is the case if (and only if) ui ∈ (uj , uk), for some
i, j, k ∈ {1, . . . ,m}. See Figure 5.1.

Example 5.4 (shape of a totally ordered algebraic tree). — Let (T, c) be a
totally ordered algebraic tree, and u1, . . . , um ∈ T . Then sT (u1, . . . , um) is a
so-called comb tree, which has a totally ordered spine of binary branch points
with attached leaves (see Figure 5.2).
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u1

• • u1 u3

v u3 • u4 v1 v2 u4

u2 u2

Figure 5.1. A tree T and the shape sT (u1, u2, u3, u4).
Here, we are considering the homomorphism f : C →
c3({u1, . . . , u4}3) given by f(ui) := ui, i = 1, . . . , 4 and then
necessarily f(v1) = v, f(v2) = u3; f is clearly no isomor-
phism, and the cladogram is not isomorphic to the subtree
c({u1, u2, u3, u4}3), because c(u1, u4, u3) = u3.

u1 u2 u3 u4

u1 • • u4 u1, u5 • • u4

u2 u3 u2 u3

Figure 5.2. The upper graph shows a totally ordered binary
algebraic tree and four distinct points u1, . . . , u4. The lower
left shows the shape sT (u1, . . . , u4) of the cladogram which
forms a comb tree. The lower right illustrates what hap-
pens if a fifth point is equal to u1. Now, one of the leaves
of sT (u1, . . . , u5) has two labels.

In the following, we build a topology on the convergence of tree shapes of m
randomly sampled points. We, therefore, need the measurability of the shape
map.

Lemma 5.5 (measurability of the shape map). — For every binary algebraic
tree (T, c) and m ∈ N, the tree shape map sT : (T \ br(T, c))m → Cm is a
measurable function.

Proof. — Restricted to the open subset
{
v ∈ (T\br(T, c))m : v1, . . . , vm distinct

}
,

sT is locally constant and, hence, continuous. The same is true on the set{
v ∈ (T \ br(T, c))m : v1 = v2, v2, . . . , vm distinct

}
, which is an intersection of

a closed and an open set and, hence, measurable. We can continue this way to
see that sT is measurable on (T \ br(T, c))m. �
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Definition 5.6 (tree shape distribution). — For x = (T, c, µ) ∈ T2 and m ∈
N, the m-tree shape distribution of x is defined by

Sm(x ) := µ⊗m ◦ s−1
T ∈M1(Cm).(95)

Example 5.7 (shape of the linear nonatomic measure tree). — Let x = (T, c, µ)
be the linear nonatomic algebraic measure tree (Example 3.4). Then any sam-
ple (u1, . . . , um) with µ consists of pairwise different points, and Sm(x ) is the
mixture of Dirac measures on labeled comb trees where the mixture is over all
(up to isometry) permutations of the labels.

We refer to the weakest topology on T2, such that for every m ∈ N, the
m-tree shape distribution is continuous as the sample shape topology.

Definition 5.8 (sample shape topology). — The topology induced on T2 by
the set {Sm : m ∈ N} of tree shape distributions is called the sample shape
topology.

We say that a sequence (xn)n∈N is sample shape convergent to x in T2 if it
converges with respect to the sample shape topology, i.e., if Sm(xn) converges
to Sm(x ) as n→∞ for every m ∈ N.

In analogy to the set Πι of polynomials introduced in Remark 3.10, we also
introduce a set of test functions that evaluate the tree shape distributions. We
refer to Φ = Φm,ϕ : T2 → R,

Φ(x ) =
∫

Cm

ϕ dSm(x ) =
∫

Tm
ϕ ◦ sT dµ⊗m,(96)

where m ∈ N and ϕ : Cm → R, as shape polynomial. We also define
Πs := { shape polynomials on T2 }.(97)

Obviously, the sample shape topology is induced by the set Πs of shape poly-
nomials.

Proposition 5.9 (sample shape implies bpdd-Gromov-weak convergence). —
On T2, the sample shape topology is stronger than the bpdd-Gromov-weak topol-
ogy (i.e., any open set in the bpdd-Gromov-weak topology is open in the sample
shape topology).

Proof. — The bpdd-Gromov-weak topology is induced by the set Πι of polyno-
mials (see Remark 3.10). Because the set of φ ∈ Cb(Rm×m) that are Lipschitz
continuous is convergence determining for probability measures on Rm×m, the
subset of those Ψ ∈ Πι with

Ψ(T, c, µ) =
∫

Tm
φ
(
(ν[ui, uj ]− 1

2ν{ui} − 1
2ν{uj})i,j=1,...,m

)
µ⊗m(du)(98)

for some m ∈ N and Lipschitz continuous φ ∈ Cb(Rm×m) also induces the
bpdd-Gromov-weak topology. Therefore, it is enough to show that such a Ψ
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is continuous on T2 with respect to the sample shape topology. We do so by
showing that the restriction to T2 of Ψ is in the uniform closure of Πs . Let L
be the Lipschitz constant of φ with respect to the `∞-norm on Rm×m.

For n ∈ N with 3n ≥ m, we define

Φn(T, c, µ) :=
∫

T 3n
φ
(
(νn,u[ui, uj ]− 1

2νn,u{ui}− 1
2νn,u{uj})i,j=1,...,m

)
µ⊗3n(du),

(99)

with the empirical branch-point distribution

νn,u := 1
n

n−1∑

k=0
δc(u3k+1,u3k+2,u3k+3).(100)

Note that the restriction of Φn to T2 belongs to Πs because whether or not
c(uk+1, uk+2, uk+3) lies on [ui, uj ], k ∈ {0, . . . , n − 1}, i, j ∈ {1, . . . ,m} only
depends on the shape s3n(u).

Finally, we observe

‖Ψ− Φn‖∞ ≤ sup
(T,c,µ)∈T2

∫

T 3n
L · 3 sup

I∈IT
|ν(I)− νn,u(I)|µ⊗3n(du)

≤ 3L · εn −−−−→
n→∞

0,

(101)

with IT := {[x, y]; x, y ∈ T} and (εn)n∈N −−−−→
n→∞

0, where we have used a
uniform Glivenko–Cantelli estimate that is an upper bound of the distance of
the empirical branch-point distribution to the branch-point distribution. Such
an estimate should be known, but as we could not come up with a reference,
we show it in Lemma A.4 in the Appendix. We note that dimVC(IT ) = 2
(compare Example A.2). �

Corollary 5.10 (metrizability). — The sample shape topology is metrizable.

Proof. — Because the sample shape topology is induced by a countable family
of functions (Sm)m∈N with values in metrizable spaces, it is pseudo-metrizable.
By Proposition 5.9, it is stronger than the bpdd-Gromov-weak topology and,
hence, a Hausdorff topology. Therefore, it is metrizable. �

5.2. Convergence in distribution of sampled subtree masses. — In this section,
we introduce yet another notion of convergence of algebraic measure trees,
which, in contrast to sampling tree shapes, is based on sampling branch points
and evaluating the masses of the subtrees that are joined at these branch points.
This approach might be more similar to the case of metric measure spaces
and distance matrix distributions, because we sample a tensor of real numbers
(masses of subtrees) as opposed to a combinatorial object (tree shape). Thus,
the typical tools of analysis are more readily applicable to the corresponding
class of test functions.

tome 149 – 2021 – no 1



ALGEBRAIC MEASURE TREES AND TRIANGULATIONS OF THE CIRCLE 103

Let (T, c, µ) ∈ T2 and recall from (36) for u, v, w ∈ T the subtree component
Sc(u,v,w)(x) of T \ {c(u, v, w)}, which contains x 6= c(u, v, w). Here, we always
take the component containing x = u, and consider its mass

η(u, v, w) := 1u 6=c(u,v,w) · µ
(
Sc(u,v,w)(u)

)
.(102)

Lemma 5.11 (measurability of the subtree masses). — For every binary alge-
braic measure tree x = (T, c, µ) ∈ T2 and m ∈ N, the function η : T 3 → [0, 1]
is measurable.

Proof. — First, we claim that the map ψ : T 2 → [0, 1],

ψ(u, v) := 1u 6=v · µ
(
Sv(u)

)
(103)

is lower semicontinuous. Indeed, let (un, vn) be a sequence converging to (u, v).
We may assume without loss of generality that v 6= u, un ∈ Sv(u), and either
vn /∈ Sv(u) for all n ∈ N, or vn ∈ Sv(u) for all n ∈ N. In the first case,
Sv(u) ⊆ Svn(un) and, hence, ψ(u, v) ≤ ψ(un, vn). In the second case, for every
x ∈ Sv(u) and n ≥ nx sufficiently large, we have u ∈ Svn(un) and vn /∈ [x, u].
This means x ∈ Svn(u) = Svn(un) and, hence,

ψ(u, v)− lim inf
n→∞

ψ(un, vn) ≤ lim
n→∞

µ
(
Sv(u) \ Svn(un)

)
= 0.(104)

Therefore, ψ is lower semicontinuous. Because the branch-point map c is con-
tinuous due to Lemma 2.17, the same applies to η(u, v, w) = ψ((u, c(u, v, w)),
and η is measurable. �

Given a vector u = (u1, . . . , um) ∈ Tm, m ∈ N, we consider the masses of
all the subtrees we obtain as branch points of entries of u. To this end, let

η(u, v, w) :=
(
η(u, v, w), η(v, u, w), η(w, u, v)

)
(105)

and define the function mx : Tm → [0, 1]3·(
m
3 ), given by

mx (u) :=
(
η(ui, uj , uk)

)
1≤i<j<k≤m.(106)

Definition 5.12 (subtree-mass tensor distribution). — For x = (T, c, µ) ∈ T2
and m ∈ N, the m-subtree-mass tensor distribution of x is defined by

ϑm(x ) := µ⊗m ◦m−1
x ∈M1

(
[0, 1]3·(

m
3 )),(107)

Example 5.13 (symmetric binary tree). — Let for each n∈N, xn = (Tn, cn, µn)
be the symmetric binary tree with N = 2n leaves and the uniform distribution

BULLETIN DE LA SOCIÉTÉ MATHÉMATIQUE DE FRANCE



104 W. LÖHR & A. WINTER

◦ × ×

◦ ◦ • • ×

• •

Figure 5.3. µ is the uniform distribution on the leaves. Swap
the ◦-part with the ×-part to obtain a nonisomorphic tree
giving the same value for ϑ3.

on the set of leaves. Then the 3-subtree-mass tensor distribution of xn is equal
to

ϑ3(xn) = µ⊗3
n ◦m−1

x

=
n−1∑

k=1

1− 2−k
2k+1

(
δ( 1

2k+1 ,
1

2k+1 ,1− 1
2k

) + δ( 1
2k+1 ,1− 1

2k
, 1

2k+1 ) + δ(1− 1
2k
, 1

2k+1 ,
1

2k+1 )

)

+ 1
N

(1− 1
N

)
(
δ( 1
N ,

1
N ,1) + δ( 1

N ,1,
1
N ) + δ(1, 1

N ,
1
N )
)

+ 1
N2 δ( 1

N ,
1
N ,

1
N )

−−−−→
n→∞

∞∑

k=1

1− 2−k
2k+1

(
δ( 1

2k+1 ,
1

2k+1 ,1− 1
2k

) + δ( 1
2k+1 ,1− 1

2k
, 1

2k+1 ) + δ(1− 1
2k
, 1

2k+1 ,
1

2k+1 )

)
.

(108)

Remark 5.14 (3-subtree-mass tensor distribution is not enough). — It is not
enough to consider only the 3-subtree-mass tensor distribution. Indeed, ϑ3
cannot distinguish all nonisomorphic binary algebraic measure trees, i.e., it
does not separate the points of T2. To see this, take the tree from Figure 5.3
with uniform distribution on its 12 leaves, and the same tree with the subtrees
marked by × and ◦, respectively, exchanged. These two trees are clearly non-
isomorphic, and because the two marked subtrees have the same number of
leaves, every vertex in one tree corresponds to a vertex in the other with the
same value for mx .

We consider the weakest topology on T2 such that for every m ∈ N the
m-subtree-mass tensor distribution is continuous. Here, as usual, we equip
M1([0, 1]3·(

m
3 )) with the weak topology.

Definition 5.15 (sample subtree-mass topology). — The topology induced
on T2 by the set {ϑm : m ∈ N} of subtree-mass tensor distributions is called
sample subtree-mass topology.
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We say that a sequence (xn)n∈N is sample subtree-mass convergent to x in
T2 if it converges with respect to the sample subtree-mass topology, i.e., if
ϑm(xn) converges to ϑm(x ) as n→∞ for every m ∈ N. To see that the sample
subtree-mass topology is a Hausdorff topology on T2, we need the following
reconstruction theorem.

Proposition 5.16 (reconstruction theorem). — The set of subtree-mass ten-
sor distributions {ϑm : m ∈ N} separates points of T2, i.e., if x1, x2 ∈ T2 are
such that ϑm(x1) = ϑm(x2) for all m ∈ N, then x1 = x2.

Proof. — We always assume that the representative (T, c, µ) of an algebraic
measure tree is chosen such that µ(Sv(u)) > 0, whenever u, v ∈ T , u 6= v.

Because the set {Sm : m ∈ N} of tree shape distributions separates points
by Corollary 5.10, it is enough to show that Sm is determined by the m-
subtree-mass tensor distribution ϑm for every m ∈ N. We do so by showing
that there exists a (noncontinuous) function h : [0, 1]3·(

m
3 ) → Cm, such that for

every x = (T, c, µ) ∈ T2, we have sT = h ◦ mx on
(
T \ br(T, c)

)m. This is
enough, because µ(br(T, c)) = 0 by countability of br(T, c) and the assumption
that at(µ) ⊆ lf(T, c).

Fix u = (u1, . . . , um) ∈ (T \ br(T, c))m and set C = (C, cC , `) := sT (u). For
i 6= j, we have ui = uj if and only if η(ui, uj , uk) = η(uj , ui, uk) = 0 for any
and, hence, all k ∈ {1, . . . ,m} \ {i, j}. Thus, we can determine multiple labels
of C by mx (u) and may assume in the following that u1, . . . , um are distinct.
Then, the m-labelled cladogram C is uniquely determined by the set of pairs
(x1, x2) of triples xi = (xi,1, xi,2, xi,3) ∈ {u1, . . . , um}3, xi,j 6= xi,k for j 6= k,
i = 1, 2, such that

cC
(
x1,1, x1,2, x1,3

)
= cC

(
x2,1, x2,2, x2,3

)
.(109)

We claim that (109) holds if and only if we can reorder the three entries of x2,
such that we can replace every entry of x1 by the corresponding entry of x2
and obtain the same masses of subtrees. More precisely,

η(x1,1, x1,2, x1,3) = η(xi,1, xj,2, xk,3) ∀i, j, k ∈ {1, 2}.(110)

Indeed, if cC(x1) = cC(x2), then c(x1) = c(x2) by definition of sT . Because
none of the ui is a branch point, every component of T \ {c(x1)} contains
precisely one of the x1,i, as well as one of the x2,i. We can reorder the entries
of x2, such that x1,i is in the same component as x2,i, i = 1, . . . , 3. Then it is
easy to check that (110) holds.

Conversely, assume that cC(x1) 6= cC(x2). Because the restriction of the tree
homomorphism C → c({u1, . . . , um}3) to the branch points of C is injective,
this implies v1 := c(x1) 6= c(x2) =: v2. There must be an i with x1,i ∈
Sv1(v2), say i = 3. Also, x2,j ∈ Sv1(v2) for at least two different j, so at
least one which is different from i, say j = 2 (see Figure 5.4). Then v3 :=
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x1,1 x1,3 x2,2

v1 v3 v2

x1,2

Figure 5.4. The situation in the proof of Proposition 5.16.

c(x1,1, x2,2, x1,3) ∈ Sv1(v2), and, in particular, x1,1, x1,2 ∈ Sv3(x1,1). Thus
η(x1) < η(x1,1, x2,2, x1,3), and (110) does not hold. �

Corollary 5.17 (metrizability). — The sample subtree-mass topology is
metrizable.

Proof. — Because the sample subtree-mass topology is induced by a countable
family of functions (ϑm)m∈N with values in metrizable spaces, it is pseudo-
metrizable. By Proposition 5.16, it is a Hausdorff topology and, hence, it is
metrizable. �

In analogy to the sets Πι and Πs of polynomials and shape polynomials,
respectively, the sample subtree-mass topology also comes with a canonical
set of test functions. We call Ψ: T2 → R subtree-mass polynomial if there is
m ∈ N, and ψ ∈ Cb([0, 1]3·(

m
3 )) with

Ψ(x ) =
∫

[0,1]3·(m3 ) ψ dϑm(x ) =
∫

Tm
ψ ◦mx dµ⊗m.(111)

We also define
Πm := { subtree-mass polynomials on T2 }.(112)

Obviously, the sample subtree-mass topology is induced by the set Πm of
subtree-mass polynomials.

Proposition 5.18 (sample shape convergence implies sample subtree-mass
convergence). — The sample shape topology is stronger than the sample subtree-
mass topology.

Proof. — The proof is similar to that of Proposition 5.9. We will show that
each subtree-mass polynomial in Ψ ∈ Πm ,

Ψ(T, c, µ) =
∫

Tm
ψ
((
η(ui, uj , uk)

)
1≤i<j<k≤m

)
µ⊗m(du),(113)

with m ∈ N and ψ ∈ C([0, 1]3·(
m
3 )) Lipschitz continuous with respect to the

`∞-norm on [0, 1]3·(
m
3 ) is in the uniform closure of Πs . Let L be the Lipschitz
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constant of Ψ. For n ∈ N with n ≥ m, we define

Φn(T, c, µ) :=
∫

Tn
ψ
((
ηµn,u(ui, uj , uk)

)
1≤i<j<k≤m

)
µ⊗n(du),(114)

where ηµn,u is defined in the same way as η but with µ replaced by the empirical
sample distribution

µn,u := 1
n

n∑

`=1
δu` .(115)

Note that Φn ∈ Πs , because whether or not u` ∈ Sc(ui,uj ,uk)(ui) for some
` ∈ {1, . . . , n}, i, j, k ∈ {1, . . . ,m} depends only on the shape sT (u).

Finally, applying the uniform Glivenko–Cantelli estimate Lemma A.4, we
have

‖Ψ− Φn‖∞ ≤ sup
(T,c,µ)∈T2

∫

Tn
L · sup

S∈ST

∣∣µ(S)− µn,u(S)
∣∣ µ⊗n(du)

≤ Lεn −−−−→
n→∞

0,

(116)

where ST :=
{

Sv(u) : u, v ∈ T
}

and (εn)n∈N −−−−→
n→∞

0. We note that
dimVC(ST ) ≤ 3 (compare Example A.3). �

5.3. Equivalence and compactness of topologies. — In this section, we show
that sample shape convergence (Definition 5.8), sample subtree-mass conver-
gence (Definition 5.15), and branch-point distribution distance Gromov-weak
convergence (Definition 3.7) on T2 are equivalent. While spaces of metric mea-
sure spaces are usually far from being locally compact, T2 is in this topology
even a compact metrizable space.

Theorem 5.19 (equivalence of topologies and compactness). — The sample
shape topology, the sample subtree-mass topology, and the bpdd-Gromov-weak
topology coincide on T2. Furthermore, T2 is compact and metrizable in this
topology.

Because compact subsets of a Hausdorff space are closed, a direct corollary
is that unlike the situation in the space of metric measure trees (with Gromov-
weak or Gromov-Hausdorff-weak topology), the set of binary trees is closed
with respect to the bpdd-Gromov-weak topology. In particular, Gromov(-
Hausdorff)-weak convergence does not imply bpdd-Gromov-weak convergence
of the induced trees.

Corollary 5.20. — The subspace T2 of binary algebraic measure trees with
atoms restricted to leaves is closed in T (with bpdd-Gromov-weak topology).

As a preparation of the proof for the theorem, we show that binary algebraic
measure trees continuously depend on their encoding as subtriangulations of
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the circle. Together with Proposition 5.9, this also finishes the proof of The-
orem 4.8. Recall the space T of subtriangulations of the circle equipped with
the Hausdorff metric topology from (84) and the coding map τ : T → T2 from
Theorem 4.8.

Lemma 5.21 (continuity of the coding map). — Let T2 be equipped with the
sample shape topology and T with the Hausdorff metric topology. Then the
coding map τ : T → T2 is continuous.

Proof. — Fix C ∈ T and m ∈ N. By definition of the sample shape topology,
it is enough to show that Sm ◦ τ : T → M1(Cm) is continuous at C. Let
U1, . . . , Um be independent, identically distributed points on the circle S chosen
with the Lebesgue measure.

Recall from (83) the set ∇(C) of connected components of D \ conv(C) and
from (88) the connected component compx(y) of D\∂Dx that contains y, where
x ∈ ∆(C) ∪ ∇(C), and y ⊆ D connected and disjoint from ∂Dx. Furthermore,
recall the set �(C) from (89) and the subtree components Sx(y) from (9).

For ε > 0, there exists N = NC,m,ε ∈ N and v1, . . . , vN ∈ ∆(C) ∪ ∇(C)
distinct, such that with probability at least 1− ε the following holds:

• if {U1, . . . , Um} ∩ v 6= ∅ for v ∈ ∇(C), then v ∈ {v1, . . . , vN}, and
• if {U1, . . . , Um} ∩ compv(w) 6= ∅ for some v ∈ ∆(C) and all w ∈

∆(C) ∪∇(C) ∪�(C) with w 6= v, then v ∈ {v1, . . . , vN}.
Put ε′ := ε · (12mN)−1. Then

P
({
d(Ui, ∂vj) ≥ ε′, ∀ i = 1, . . . ,m; j = 1, . . . , N

})
≥ 1− ε.(117)

There is a δ = δ(ε) > 0 sufficiently small, such that for any C ′ ∈ T with
Hausdorff metric dH(C,C ′) < δ, there are distinct v′1, . . . , v′N ∈ ∆(C ′)∪∇(C ′),
such that dH(vi, v′i) ≤ ε′ for i = 1, . . . , N . Let x = (T, c, µ) := τ(C), and
V1, . . . , Vm be independent, identically distributed, µ-distributed, coupled to
U1, . . . , Um, such that Vk ∈ Sv(w) if and only if Uk ∈ compv(w), which is
possible due to the properties of τ established in Theorem 4.8. Define x ′ and
V ′1 , . . . , V

′
m similarly with C ′ instead of C. Then

P
({

sT (V1, . . . , Vm) = sT ′(V ′1 , . . . , V ′m)
})
≥ 1− 2ε,(118)

which implies that dPr
(
Sm(τ(C)), Sm(τ(C ′))

)
≤ 2ε (with dPr denoting the

Prokhorov distance). This shows that Sm ◦ τ is continuous at C and, since m
and C are arbitrary, that τ is continuous. �

Now we are in a position to combine our results to a proof of the main
theorem of Section 5.

Proof of Theorem 5.19. — The space T of subtriangulations of the circle with
Hausdorff metric topology is compact according to Lemma 4.2. The coding map
τ : T → T2 is surjective by Theorem 4.8, and continuous when T2 is equipped
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Figure 6.1. Realizations of β-splitting trees for (from left to
right) β = −1, β = 0 (Yule tree), β = 10

with the sample shape topology by Lemma 5.21. Therefore, the sample shape
topology is a compact topology on T2. Moreover, the sample shape topology is
Hausdorff by Corollary 5.10. As the sample subtree-mass topology is a weaker
Hausdorff topology by Proposition 5.18 and Corollary 5.17, it coincides with the
sample shape topology. The same is true for the bpdd-Gromov-weak topology
by Proposition 5.9. �

Recall from Remark 3.10 that the set of distance polynomials is convergence
determining for measures on T2. It directly follows from the construction that
the same is true for the sets of shape polynomials and subtree-mass polyno-
mials. This property is very useful for proving convergence in law of random
variables.

Corollary 5.22 (convergence determining classes of functions). — The sets
Πs ⊆ Cb(T2) (defined in (96)) and Πm (defined in (111)) are convergence
determining for measures on T2 with bpdd-Gromov-weak topology.

Proof. — T2 is a compact metrizable space, and both Πs and Πm induce the
bpdd-Gromov-weak topology on T2 by Theorem 5.19. Furthermore, each of
Πs and Πm is closed under multiplication. Thus, the claim follows by the
Stone–Weierstrass theorem. �

6. Example: sampling consistent families

Consider a family (Tn, cn)n∈N of random, finite binary (algebraic) trees,
where (Tn, cn) has n leaves. Let Kn be the Markov kernel that takes such a
tree and removes a leaf uniformly chosen at random, together with the branch
point to which it is attached, thus obtaining a binary tree with n − 1 leaves.
We say that the family is sampling consistent if Kn(Tn, · ) = L(Tn−1), where
L denotes the law of a random variable.
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Example 6.1 (β-splitting trees). — For every β ∈ [−2,∞], let T βn be the
β-splitting tree on n leaves from [6] (with forgotten labels). For −2 < β <∞,
the β-splitting tree T βn can be constructed recursively as follows: T β2 consists
of two leaves connected by a distinguished root edge. If n > 2, choose i ∈
{1, . . . , n− 1} with probability

qβn(i) = 1
an(β)

(
n

i

)∫ 1

0
xi+β(1− x)n−i+β dx,(119)

where an(β) is a normalization constant. Then construct two independent
β-splitting trees T βi and T βn−i, introduce a new branch point in the middle of
each of the two root edges, and connect these new branch points with the new
root edge to obtain T βn .

It is easy to see (and was observed in [6]) that (T βn )n∈N is sampling consistent.
Note the special cases β = −2, which is the comb tree, β = − 3

2 , which is the
uniform cladogram, β = 0, which is the Yule tree, and β = ∞, which is the
symmetric binary tree. See Figure 6.1 for triangulations of a realization of
β-splitting trees for different values of β and large n. The Aldous Brownian
CRT, which is the limit for β = − 3

2 , is shown in Figure 4.1.

Lemma 6.2 (convergence of sampling consistent families). — Let ((Tn, cn))n∈N
be a sampling consistent family of random binary trees and µn the uniform
distribution on lf(Tn, cn). Then we have the convergence in law

(Tn, cn, µn) L−−−−→
n→∞

(T, c, µ) on T2 with bpdd-Gromov-weak topology,(120)

for some random algebraic measure tree (T, c, µ) ∈ T2 with the nonatomic
measure µ.

Proof. — Recall the m-tree shape distribution Sm from Definition 5.8. Let
n,m ∈ N with m < n and define

εn,m := µ⊗mn
{
x ∈ Tm : x1, . . . , xm not distinct

}
≤ m2

n .(121)

Because (Tn) is sampling consistent, we obtain for the annealed shape distri-
bution

E
(
Sm(Tn, cn, µn)

)
= (1− εn,m)L(T ∗m) + εn,mµn,m,(122)

where T ∗m is obtained from Tm by randomly labeling the leaves, and µn,m ∈
M1(Cm) is some law of m-labelled cladograms supported by cladograms where
at least one leaf has more than one label. This shows that, for every fixed
m, the expected m-tree shape distribution converges as n → ∞. Because the
m-tree shape distribution is convergence determining for the bpdd-Gromov-
weak topology by Corollary 5.22, all limit points of L(Tn, cn, µn) in M1(T2)
coincide. According to Theorem 5.19, T2, and, hence, M1(T2), is compact,
and, thus, a unique limit exists. That the limiting measure is nonatomic is
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obvious, because the probability that a sampled shape is single-labeled tends
to 1 by (122). �

In the parameter range β ∈ [−2,−1), the height (in graph distance) of the β-
splitting tree with n leaves is asymptotically of power-law order Θ(n−β−1). In
this case, after rescaling edge lengths with the factor nβ+1, Gromov-Hausdorff
convergence in law to a fragmentation tree is shown in [40, Corollary 16]. In the
case β > −1, the height of the tree is only of logarithmic order Θ(log(n)), and it
is easy to see that no nontrivial Gromov-Hausdorff scaling limit (with uniform
edge rescalings) exists. Seen as algebraic measure trees, however, it easily
follows from sampling consistency that the bpdd-Gromov-weak limit exists in
the full parameter range β ∈ [−2,∞].

Example 6.3 (β-splitting trees continued). — By Lemma 6.2, for every β ∈
[−2,∞], the sequence (T βn , cβn, µβn)n∈N of increasing β-splitting trees converges
in distribution to some limiting random algebraic measure tree (T β , cβ , µβ). In
the case of the uniform cladogram (β = − 3

2 ), the limit is the Brownian algebraic
continuum random tree, which can be obtained as tree τ(CCRT) coded by the
Brownian triangulation (see Example 4.5), or as the algebraic measure tree
induced by the metric measure Brownian CRT, which is known to have uniform
shape distribution ([3]). In the case of the comb tree (β = −2), the limit is the
unit interval with Lebesgue measure (a coding triangulation is shown in the
very right-hand part of Figure 4.3).

Appendix A. A uniform Glivenko–Cantelli theorem

In Sections 5.1 and 5.2, we made use of uniform estimates of the speed
of convergence in the approximation of the branch-point distribution and the
measure of a algebraic measure tree by empirical distribution. Such uniform
Glivenko–Cantelli estimates under a bound on the Vapnik–Chervonenkis di-
mension (VC-dimension) of the type presented below should be well known.
As we did not find it explicitly in sufficient generality in the literature, we will
present it here.

We recall the definition of VC-dimension, going back to the seminal work of
Vapnik and Chervonenkis, [57]. Let E be a nonempty set and I a nonempty
collection of subsets of E. For n ∈ N and x ∈ En, put

I(x) :=
{

(1I(x1), . . . ,1I(xn)) : I ∈ I
}
⊆ {0, 1}n.(123)

Then, obviously, 1 ≤ #I(x) ≤ 2n.

Definition A.1 (Vapnik–Chervonenkis dimension). — The Vapnik–Chervo-
nenkis dimension of I is defined as

dimVC(I) := sup
{
n ∈ N : max

x∈En
#I(x) = 2n

}
.(124)
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Example A.2 (collection of intervals of an algebraic tree). — Let (T, c) be a
separable algebraic tree with #T > 2 and

I := IT :=
{

[u, v] : u, v ∈ T
}
.(125)

For x1, x2, u ∈ T distinct, we have

#I(x) ≥ #{[u, u], [x1, x1], [x2, x2], [x1, x2]} = 22,

and, hence, dimVC(IT ) ≥ 2. Conversely, for x ∈ T 3, either there is u, v ∈ T
with x1, x2, x3 ∈ [u, v]. Then without loss of generality x2 ∈ [x1, x3] and
(1, 0, 1) /∈ IT (x). Or there is no such u, v ∈ T , which means (1, 1, 1) /∈ IT (x).
Therefore,

dimVC(IT ) = 2.(126)

Recall the notion Sx(y) of the equivalence class of T \ {x} containing y.

Example A.3 (collection of subtrees branching of a branch point). — Let
(T, c) be a separable algebraic tree and

I := ST :=
{

Sv(u) : u, v ∈ T
}
.(127)

We claim that

dimVC(ST ) ≤ 3.(128)

For this upper bound, let x = (x1, x2, x3, x4) ∈ T 4. By the four-point condition
of the branch-point map, we can assume without loss of generality that

c(x1, x2, x3) = c(x1, x2, x4).(129)

In this case, it is not possible to cover {x1, x3}, but not x2 or x4 either, with a
single subtree in ST , which proves the claim.

The leading constant in the following Glivenko–Cantelli lemma is clearly not
optimal. For us, it is only important that it is universal and does not depend
on the measure space (E,µ).

Lemma A.4 (rate of convergence in Glivenko–Cantelli). — Let E be a Polish
space, µ a probability measure on E, (Xn)n∈N independent and identically dis-
tributed, µ-distributed, and µn = 1

n

∑n
k=1 δXk the empirical measure. Then,

for every I ⊆ B(E) with dimVC(I) <∞ and n > 1,

E
(

sup
I∈I

∣∣µ(I)− µn(I)
∣∣
)
≤ 96

√
dimVC(I)

n
.(130)
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Proof. — By the Kuratowski isomorphism theorem, all uncountable Polish
spaces are Borel-isomorphic. Therefore, we may assume without loss of gener-
ality that E = R. Theorem 3.2 in [21] yields

∆ := E
(
sup
I∈I

∣∣µ(I)− µn(I)
∣∣) ≤ 24√

n
sup
x∈Rn

∫ 1

0

√
log
(
2N(r,I(x))

)
dr,(131)

where N(r,I(x)) is the covering number of I(x) with respect to the metric
1√
n
· d`2 , where d`2 is the Euclidean metric on {0, 1}n. This covering number

can have an upper bound in terms of the separation number M(r,I) with
respect to the metric 1

n · d`1 used by Haussler in [41], and Theorem 1 there
yields

N
(
r,I(x)

)
≤M

(
r2,I(x)

)
≤ e(dimVC(I) + 1)

(2e
r2

)dimVC(I)
,(132)

provided that nr2 ∈N. For r2≤ 1
n , we use the trivial estimateM(r2,I(x))≤ 2n.

For general r2 ≥ 1
n , we estimateM(r2,I(x)) ≤M( 1

nbnr2c,I(x)), and inserting
(132) into (131) yields

∆ ≤ 24√
n

(√
n+1
n

+
∫ 1

1√
n

√
log(2e(dimVC(I) + 1)) + dimVC(I) log

(
2e(r2 − 1

n )−1
)

dr
)

≤ 24√
n

√
dimVC(I)

(√
n+1
n +

∫ 1

0

√
3 + log(2e)− 2 log(r) dr

)
,

(133)

where we used that log(2e(d+ 1)) ≤ 3d for d ≥ 1, and r2− 1
n ≥ (r− 1√

n
)2. The

last bracket is less than 4 for n > 1, and the claim follows. �
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Abstract. — In 1885, Fedorov discovered that a convex domain can form a lattice
tiling of the Euclidean plane, if and only if it is a parallelogram or a centrally symmetric
hexagon. This paper proves the following results. Besides parallelograms and centrally
symmetric hexagons, there is no other convex domain that can form any two, three or
fourfold translative tiling in the Euclidean plane. In particular, it characterizes all two-
dimensional fivefold translative tiles, which are parallelograms, centrally symmetric
hexagons, two classes of octagons and one class of decagons.

Résumé (Caractérisation des pavages translatifs quintuples à deux dimensions). —
En 1885, Fedorov découvrait qu’un domaine convexe peut former un réseau-pavage
de la plane euclidienne si et seulement s’il est un parallélogramme ou un hexagone
symmétrique centralement. Cet article démontre les résultats suivants: outre les paral-
lélogrammes et les hexagones symmétriques centralement, il n’y aucun autre domaine
convexe qui peut former dans la plane eucldienne un pavage translatif double ou triple
ou quadruple. En particulier, il caractérise tous les pavages translatifs quintuples en
deux dimensions, qui sont parallélogrammes, hexagones symmétriques centralement,
deux classes d’octogones, et une classe de décagons.
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1. Introduction

In 1885, Fedorov [6] proved that a convex domain can form a lattice tiling in
the plane if and only if it is a parallelogram or a centrally symmetric hexagon; a
convex body can form a lattice tiling in the space if and only if it is a parallelo-
tope, a hexagonal prism, a rhombic dodecahedron, an elongated dodecahedron,
or a truncated octahedron. As a generalized inverse problem of Fedorov’s dis-
covery, in 1900 Hilbert [13] listed the following question in the second part of his
18th problem: Whether polyhedra also exist which do not appear as fundamen-
tal regions of groups of motions, by means of which nevertheless by a suitable
juxtaposition of congruent copies a complete filling up of all space is possible.
To verify Hilbert’s problem in the plane, in 1917 Bieberbach suggested to Rein-
hardt (see [19]) to determine all the two-dimensional convex tiles. However, to
complete the list turns out to be challenging and dramatic. Over the years,
the list has been successively extended by Reinhardt, Kershner, James, Rice,
Stein, Mann, McLoud-Mann and Von Derau (see [15, 27]); its completeness has
been mistakenly announced several times! In 2017, M. Rao [18] announced a
completeness proof based on computer checks.

Let K be a convex body with (relative) interior int(K) and (relative) bound-
ary ∂(K), and let X be a discrete set, both in En. We call K+X a translative
tiling of En and call K a translative tile, if K + X = En and the translates
int(K)+xi are pairwise disjoint. In other words, if K+X is both a packing and
a covering in En. In particular, we call K+Λ a lattice tiling of En and call K a
lattice tile, if Λ is an n-dimensional lattice. It is apparent that a translative tile
must be a convex polytope. Usually, a lattice tile is called a parallelohedron.

As one can predict, to determine the parallelohedra in higher dimensions is
complicated. According to Fedorov [6], there are exact five types of parallelo-
hedra in E3. Through the works of Delone [3], Štogrin [23] and Engel [5], we
know that there are exact 52 combinatorially different types of parallelohedra
in E4. A computer classification for the five-dimensional parallelohedra was
announced by Dutour Sikirić, Garber, Schürmann and Waldmann [4] only in
2015.

Let Λ be an n-dimensional lattice. The Dirichlet–Voronoi cell of Λ is defined
by

C = {x : x ∈ En, |x,o| ≤ |x,Λ|} ,

where |X,Y | denotes the Euclidean distance between X and Y . Clearly, C+ Λ
is a lattice tiling, and the Dirichlet–Voronoi cell C is a parallelohedron. In
1908, Voronoi [22] made a conjecture that every parallelohedron is a linear
transformation image of the Dirichlet–Voronoi cell of a suitable lattice. In E2,
E3 and E4, this conjecture was confirmed by Delone [3] in 1929. In higher
dimensions, it is still open.
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To characterize the translative tiles is another fascinating problem. At the
first glance, translative tilings should be more complicated than lattice tilings.
However, the dramatic story had a happy ending! It was shown by Minkowski
[17] in 1897 that every translative tile must be centrally symmetric. In 1954,
Venkov [21] proved that every translative tile must be a lattice tile (parallelohe-
dron) (see [1] for generalizations). Later, a new proof for this beautiful result
was independently discovered by McMullen [16].

Let X be a discrete multiset in En and let k be a positive integer. We call
K +X a k-fold translative tiling of En and call K a translative k-tile, if every
point x ∈ En belongs to at least k translates of K in K +X, and every point
x ∈ En belongs to at most k translates of int(K) in int(K) + X. In other
words, K+X is both a k-fold packing and a k-fold covering in En (see [7, 27]).
In particular, we call K + Λ a k-fold lattice tiling of En and call K a lattice
k-tile, if Λ is an n-dimensional lattice. Apparently, a translative k-tile must be
a convex polytope. In fact, similarly to Minkowski’s characterization, it was
shown by Gravin, Robins and Shiryaev [10] that a translative k-tile must be a
centrally symmetric polytope with centrally symmetric facets.

Multiple tilings were first investigated by Furtwängler [8] in 1936 as a gen-
eralization of Minkowski’s conjecture on cube tilings. Let C denote the n-
dimensional unit cube. Furtwängler made a conjecture that every k-fold lattice
tiling C + Λ has twin cubes. In other words, every multiple lattice tiling C + Λ
has two cubes sharing a whole facet. In the same paper, he proved the two and
three-dimensional cases. Unfortunately, when n ≥ 4, this beautiful conjecture
was disproved by Hajós [12] in 1941. In 1979, Robinson [20] determined all
the integer pairs {n, k} for which Furtwängler’s conjecture is false. We refer
to Zong [25, 26] for detailed accounts on this fascinating problem and to pages
82–84 of Gruber and Lekkerkerker [11] for some generalizations.

Let P denote an n-dimensional centrally symmetric convex polytope, let
τ(P ) be the smallest integer k, such that P can form a k-fold translative tiling
in En, and let τ∗(P ) be the smallest integer k, such that P can form a k-fold
lattice tiling in En. For convenience, we define τ(P ) = ∞, if P cannot form
translative tiling of any multiplicity. Clearly, for every centrally symmetric
convex polytope, we have

τ(P ) ≤ τ∗(P ).

In 1994, Bolle [2] proved that every centrally symmetric lattice polygon is
a lattice multiple tile. However, little is known about the multiplicity. Let
Λ denote the two-dimensional integer lattice and let P8 denote the octagon
with vertices ( 1

2 ,
3
2 ), ( 3

2 ,
1
2 ), ( 3

2 ,− 1
2 ), ( 1

2 ,− 3
2 ), (− 1

2 ,− 3
2 ), (− 3

2 ,− 1
2 ), (− 3

2 ,
1
2 ) and

(− 1
2 ,

3
2 ), as shown in Figure 1. As a particular example of Bolle’s theorem, it

was discovered by Gravin, Robins and Shiryaev [10] that P8 + Λ is a sevenfold
lattice tiling of E2.
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Figure 1

In 2000, Kolountzakis [14] proved that, if D is a two-dimensional convex
domain, which is not a parallelogram, and D + X is a multiple tiling in E2,
then X must be a finite union of translated two-dimensional lattices. In 2013,
a similar result in E3 was discovered by Gravin, Kolountzakis, Robins and
Shiryaev [9].

In 2017, Yang and Zong [24] studied multiple lattice tilings by proving the
following results. Besides parallelograms and centrally symmetric hexagons,
there is no other convex domain that can form any two, three or fourfold lat-
tice tiling in the Euclidean plane. However, there are particular octagons and
decagons that can form fivefold lattice tilings. Afterwards, Zong [29] character-
ized all the two-dimensional fivefold lattice tiles. A convex domain can form a
fivefold lattice tiling of the Euclidean plane, if and only if it is a parallelogram,
a centrally symmetric hexagon, under a suitable affine linear transformation,
a centrally symmetric octagon with vertices v1 = (−α,− 3

2 ), v2 = (1− α,− 3
2 ),

v3 = (1 + α,− 1
2 ), v4 = (1 − α, 1

2 ), v5 = −v1, v6 = −v2, v7 = −v3 and
v8 = −v4, where 0 < α < 1

4 , or with vertices v1 = (β,−2), v2 = (1 + β,−2),
v3 = (1−β, 0), v4 = (β, 1), v5 = −v1, v6 = −v2, v7 = −v3, v8 = −v4, where
1
4 < β < 1

3 , or a centrally symmetric decagon with u1 = (0, 1), u2 = (1, 1),
u3 = ( 3

2 ,
1
2 ), u4 = ( 3

2 , 0), u5 = (1,− 1
2 ), u6 = −u1, u7 = −u2, u8 = −u3,

u9 = −u4 and u10 = −u5 as the middle points of its edges.
This paper proves the following theorems.

Theorem 1.1. — Besides parallelograms and centrally symmetric convex hexa-
gons, there is no other convex domain that can form a two, three, or fourfold
translative tiling of the Euclidean plane.
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Theorem 1.2. — A convex domain can form a fivefold translative tiling of
the Euclidean plane, if and only if it is a parallelogram, a centrally symmet-
ric hexagon, under a suitable affine linear transformation, a centrally sym-
metric octagon with vertices v1 =

( 3
2 − 5α

4 ,−2
)
, v2 =

(
− 1

2 − 5α
4 ,−2

)
, v3 =(

α
4 − 3

2 , 0
)
, v4 =

(
α
4 − 3

2 , 1
)
, v5 = −v1, v6 = −v2, v7 = −v3 and v8 = −v4,

where 0 < α < 2
3 , or with vertices v1 = (2 − β,−3), v2 = (−β,−3), v3 =

(−2,−1), v4 = (−2, 1), v5 = −v1, v6 = −v2, v7 = −v3 and v8 = −v4, where
0 < β ≤ 1, or a centrally symmetric decagon with u1 = (0, 1), u2 = (1, 1),
u3 = ( 3

2 ,
1
2 ), u4 = ( 3

2 , 0), u5 = (1,− 1
2 ), u6 = −u1, u7 = −u2, u8 = −u3,

u9 = −u4 and u10 = −u5 as the middle points of its edges.

Remark 1.3. — Comparing this with Zong’s work [29], it is easy to show that
all fivefold translative tiles are fivefold lattice tiles.

2. Basic preparation

Let P2m denote a centrally symmetric convex 2m-gon centered at the origin,
let v1, v2, . . ., v2m be the 2m vertices of P2m enumerated clock-wise, and let
G1, G2, . . ., G2m be the 2m edges, where Gi is ended by vi and vi+1. For
convenience, we write

V = {v1,v2, . . . ,v2m}
and

Γ = {G1, G2, . . . , G2m}.
Assume that P2m + X is a τ(P2m)-fold translative tiling in E2, where X =
{x1,x2,x3, . . .} is a discrete multiset with x1 = o. Now, let us observe the
local structures of P2m +X at the vertices v ∈ V +X.

Let Xv denote the subset of X consisting of all points xi, such that
v ∈ ∂(P2m) + xi.

Since P2m + X is a multiple tiling, the set Xv can be divided into disjoint
subsets Xv

1 , Xv
2 , . . ., Xv

t , such that the translates in P2m + Xv
j can be re-

enumerated as P2m + xj1, P2m + xj2, . . ., P2m + xjsj
satisfying the following

conditions (as shown by Figure 2 in two cases):
1. v ∈ ∂(P2m) + xji holds for all i = 1, 2, . . . , sj.
2. Let ∠ji denote the inner angle of P2m + xji at v with two half-line edges
Lji,1 and Lji,2, where L

j
i,1, xji − v and Lji,2 are in clock order. Then, the

inner angles join properly as

Lji,2 = Lji+1,1

holds for all i = 1, 2, . . ., sj, where Ljsj+1,1 = Lj1,1.
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For convenience, we call such a sequence P2m + xj1, P2m + xj2, . . ., P2m + xjsj

an adjacent wheel at v. In other words, if v belongs to the boundary of a tile,
then we follow this tile around, moving from tile to tile, until it closes up again.
It is easy to see that

sj∑

i=1
∠ji = 2wj · π

hold for positive integers wj . Then we define

$(v) =
t∑

j=1
wj = 1

2π

t∑

j=1

sj∑

i=1
∠ji

and

ϕ(v) = ] {xi : xi ∈ X, v ∈ int(P2m) + xi} .
In other words, $(v) is the tiling multiplicity produced by the boundary, and
ϕ(v) is the tiling multiplicity produced by the interior.

Clearly, if P2m +X is a τ(P2m)-fold translative tiling of E2, then

τ(P2m) = ϕ(v) +$(v)(1)

holds for all v ∈ V +X.
Now we introduce some basic results which will be useful in this paper.

Lemma 2.1. — Assume that P2m is a centrally symmetric convex 2m-gon cen-
tered at the origin and P2m+X is a τ(P2m)-fold translative tiling of the plane,
where m ≥ 4. If v ∈ V +X is a vertex and G ∈ Γ+X is an edge with v as one
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of its two ends, then there are at least d(m−3)/2e different translates P2m+xi
satisfying both

v ∈ ∂(P2m) + xi
and

G \ {v} ⊂ int(P2m) + xi.

Proof. — Since adjacent wheels are circular, without loss of generality, let
P2m+x1, P2m+x2, . . ., P2m+xs be an adjacent wheel at v, such that G is the
first edge appearing in the wheel and let ∠i denote the inner angle of P2m + xi
at the vertex v.

Let n denote the smallest index, such that
n∑

i=1
∠i = ω · π(2)

holds with some positive integer ω. Then the angle sequence ∠1, ∠2, . . ., ∠n
has no pair ∠i and ∠j satisfying ∠i = ∠j . Otherwise, one can make the index
n smaller. If ∠j and ∠j+k are two opposite angles of P2m appearing in the
angle sequence with 1 ≤ j < j + k ≤ n, it is easy to see that

k−1∑

i=0
∠j+i = ω′ · π

holds with a positive integer ω′ and ω ≥ ω′. Therefore, to estimate ω we may
assume that the angle sequence ∠1, ∠2, . . ., ∠n has no opposite angle pair
of P2m.

Clearly, ∠i = π, if and only if v is a relative interior point of an edge of
P2m + xi (such as ∠5 in Figure 3) and, therefore,

n∑

i=1
∠i < n · π.(3)

On the other hand, if ` of the n angles are π and n − ` < m, then m − n + `
pairs of the opposite angles of P2m do not appear in the angle sequence. Thus,
we have

n∑

i=1
∠i > ` · π + (m− 1) · π − (m− n+ `) · π = (n− 1) · π,(4)

which together with (3) contradicts (2). Therefore, to avoid the contradiction,
we must have

n− ` = m,
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and each pair of the opposite angles of P2m has a representative in the sequence
∠1, ∠2, . . ., ∠n. Consequently, we have

n∑

i=1
∠i ≥

(2m− 2) · π
2 = (m− 1) · π.(5)

If v ∈ ∂(P2m) + xi, G ⊂ P2m + xi, and G is not an edge of P2m + xi, then
by the convexity and symmetry of P2m it follows that G \ {v} ⊂ int(P2m) + xi.
Therefore, it follows by (5) that G \ {v} is covered by at least

⌈
m− 1

2

⌉
− 1 =

⌈
m− 3

2

⌉

of the s translates int(P2m) + xi. Lemma 2.1 is proved. �

Lemma 2.2. — Assume that P2m is a centrally symmetric convex 2m-gon cen-
tered at the origin, P2m + X is a translative multiple tiling of the plane, and
v ∈ V +X. Then we have

$(v) = κ · m− 1
2 + ` · 1

2 ,

where κ is a positive integer, and ` is the number of the edges in Γ +X, which
take v as an interior point.

Proof. — Assume that P2m + x1, P2m + x2, . . ., P2m + xs is an adjacent wheel
at v and let ∠i denote the inner angle of P2m + xi at v. Of course, we have
∠i = π, if v is not a vertex of P2m + xi.
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Assume that ∠1 < π and let n to be the smallest index, such that
n∑

i=1
∠i = ωπ(6)

holds with a positive integer ω. We proceed to show that each pair of the
opposite angles of P2m has one and only one representative in ∠1, ∠2, . . ., ∠n.

If, on the contrary, ∠j and ∠j+k are two of these n angles, ∠j < π, which
are either identical or opposite. Then, it is easy to see that

k−1∑

i=0
∠j+i = ω′π(7)

holds with a positive integer ω′. For convenience, we assume that ∠j , ∠j+1, . . .,
∠j+k−1 have neither a identical nor an opposite pair. Then, by repeating the
argument between (2) and (5) in the proof of Lemma 2.1, one can deduce that
each pair of the opposite angles of P2m has one and only one representative in
∠j , ∠j+1, . . ., ∠j+k−1. Consequently, one of these k angles is either identical
or opposite to ∠1, which contradicts the minimum assumption on n and ω.

Then, applying the argument between (2) and (5) to ∠1, ∠2, . . ., ∠n, it can
be deduced that

n∑

i=1
∠i = (m− 1)π + `1π,(8)

where `1 is the number of the π angles in ∠1, ∠2, . . ., ∠n. In fact, it is n−m.
By repeating this process to ∠n+1, ∠n+2, . . ., ∠s if necessary, it follows that

s∑

i=1
∠i = κ′(m− 1)π + `′π,(9)

and, therefore,

$(v) = 1
2π
∑ s∑

i=1
∠i = κ · m− 1

2 + ` · 1
2 ,(10)

where the first sum is over all adjacent wheels at v, κ′ and κ are suitable
positive integers, and `′ and ` are suitable nonnegative integers. In fact, ` is
the number of the edges that take v as an interior point.

Lemma 2.2 is proved. �

Lemma 2.3. — If m is an odd positive integer, P2m is a centrally symmetric
convex 2m-gon centered at the origin o, and u1, u2, . . ., u2m are the middle
points of its edges enumerated clockwise, then we have

m∑

i=1
(−1)iui = o.
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Proof. — Since ui is the middle point of Gi, we have




v2 = 2u1 − v1,

v3 = 2u2 − v2,

. . .

vm+1 = 2um − vm,
which implies

−v1 = vm+1 = −v1 − 2
m∑

i=1
(−1)iui(11)

and, therefore,
m∑

i=1
(−1)iui = o.

The lemma is proved. �

The following lemma will be useful in the proofs of Lemma 3.5 and
Lemma 3.8.

Lemma 2.4 (Bolle [2]). — A convex polygon is a k-fold lattice tile for a lattice Λ
and some positive integer k, if and only if the following conditions are satisfied:

1. It is centrally symmetric.
2. When it is centred at the origin, in the relative interior of each edge G

there is a point of 1
2 Λ.

3. If the midpoint of G is not in 1
2 Λ, then G is a lattice vector of Λ.

3. Proofs of the theorems

Lemma 3.1. — Let P2m be a centrally symmetric convex 2m-gon, then

τ(P2m) ≥
{
m− 1, if m is even,
m− 2, if m is odd.

Proof. — Assume that P2m + X is a τ(P2m)-fold translative tiling in the Eu-
clidean plane and assume that v ∈ V + X. Then it follows by Lemma 2.1
that

ϕ(v) ≥
⌈
m− 3

2

⌉
.(12)

Let P2m + x1, P2m + x2, . . ., P2m + xs be an adjacent wheel at v and let ∠1,
∠2, . . ., ∠s be the corresponding angle sequence. By (5) we have

$(v) ≥ 1
2π

s∑

i=1
∠i ≥

⌈
m− 1

2

⌉
.(13)
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Then, it follows by (1), (12) and (13) that

τ(P2m) ≥
⌈
m− 3

2

⌉
+
⌈
m− 1

2

⌉
=
{
m− 1, if m is even,
m− 2, if m is odd.

Lemma 3.1 is proved. �

Lemma 3.2. — Let P14 be a centrally symmetric convex tetradecagon, then

τ(P14) ≥ 6.

Proof. — Assume that P14 + X is a τ(P14)-fold translative tiling in E2 and
v ∈ V +X. By Lemma 2.1 and Lemma 2.2, we have

ϕ(v) ≥
⌈

7− 3
2

⌉
= 2(14)

and

$(v) = κ · 3 + ` · 1
2 ≥ 3,(15)

where κ is a positive integer and ` is a nonnegative integer.
Now, to show the lemma it is sufficient to deal with the following two cases.

Case 1. — $(v) ≥ 4 holds for a vertex v ∈ V +X. Then, by (1) and (14) we
get

τ(P14) = ϕ(v) +$(v) ≥ 6.(16)
Case 2. — $(v) = 3 holds for every vertex v ∈ V +X. First, let us observe
a simple fact. If $(v) = 3 holds at v ∈ V + X and P14 + x1, P14 + x2, . . .,
P14 + xs is an adjacent wheel at v, then it follows from (15) that s must be
seven and v is a common vertex of all these translates, as shown by Figure
4. Then, by Lemma 2.1, every vertex v∗i connecting with v by an edge is an
interior point of two of the seven translates in the wheel.

Then, we have

$(v∗1) = $(v∗2) = $(v∗3) = $(v∗4) = $(v∗5) = $(v∗6) = $(v∗7) = 3.(17)

Therefore, for each vertex v∗i , there are two different points yi,1, yi,2 ∈ X, such
that

v∗i ∈ ∂(P14) + yi,j , j = 1, 2

and

v ∈ int(P14) + yi,j , j = 1, 2.

If yi,j /∈ {y1,1,y1,2} holds for one of these points, and then we have

ϕ(v) ≥ 3
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and, therefore,

τ(P14) ≥ ϕ(v) +$(v) ≥ 6.(18)

If yi,j ∈ {y1,1,y1,2} holds for all of these points, then we must have

{v∗1,v∗2,v∗3,v∗4,v∗5,v∗6,v∗7} ⊂ ∂(P14) + y1,1.

It is known that (D + x) ∩ (D + y) is centrally symmetric for all x and y
whenever D is centrally symmetric. Then, by Figure 4 it is easy to see that
(P14 + y1,1) ∩ (P14 + x1) is a parallelogram with vertices v∗1, v, v∗4 and v∗1 +
(v∗4 − v), and (P14 + y1,1) ∩ (P14 + x7) is a parallelogram with vertices v∗1,
v, v∗5 and v∗1 + (v∗5 − v). Consequently, by symmetry one can deduce that
P14 + y1,1 is an hexagon with vertices v∗1, v∗1 + (v∗4 − v), v∗4, v + (v− v∗1), v∗5
and v∗1 +(v∗5−v), which contradicts the assumption that P14 is a tetradecagon.

As a conclusion, for every centrally symmetric convex tetradecagon, we have

τ(P14) ≥ 6.(19)

The lemma is proved. �

Lemma 3.3. — Let P12 be a centrally symmetric convex dodecagon, then we
have

τ(P12) ≥ 6.
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Proof. — First of all, it follows by Lemma 2.1 that

ϕ(v) ≥
⌈

6− 3
2

⌉
= 2(20)

holds for all v ∈ V +X. On the other hand, by Lemma 2.2 we have

$(v) = κ · 6− 1
2 + ` · 1

2 ≥ 3.(21)

Thus, to show the lemma it is sufficient to deal with the following two cases.
Case 1. — $(v) ≥ 4 holds for a vertex v ∈ V + X. Then it follows by (1)
and (20) that

τ(P12) = ϕ(v) +$(v) ≥ 6.(22)
Case 2. — $(v) = 3 holds for a vertex v ∈ V + X. Assume that P12 + x1,
P12 + x2, . . ., P12 + xs is an adjacent wheel at v. By (21) it can be deduced
that there is a G ∈ Γ +X, such that

v ∈ int(G).
Let v′ and v∗ denote the two ends of G. By Lemma 2.1 and the convexity of
P12 it follows that X has four different points y′1, y′2, y∗1 and y∗2 satisfying

v′ ∈ ∂(P12) + y′i, i = 1, 2,
v∗ ∈ ∂(P12) + y∗i , i = 1, 2,
v ∈ int(P12) + y′i, i = 1, 2, and
v ∈ int(P12) + y∗i , i = 1, 2.

Consequently, we have
ϕ(v) ≥ 4,

and, therefore,
τ(P12) = ϕ(v) +$(v) ≥ 7.(23)

The conclusion of these two cases that
τ(P12) ≥ 6(24)

holds for every centrally symmetric dodecagon. Lemma 3.3 is proved. �
Lemma 3.4 (Yang and Zong [24]). — Let P10 be a centrally symmetric decagon
centred at the origin, then we have

τ∗(P10) ≥ 5.

Lemma 3.5. — Let P10 be a centrally symmetric decagon centred at the origin,
then we have

τ(P10) ≥ 5,
where the equality holds, if and only if P10 is a fivefold lattice tile.
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Proof. — Let v1, v2, . . ., v10 denote the ten vertices of P10 enumerated clock-
wise, let Gi denote the edge with ends vi and vi+1 and let ui denote the middle
point of Gi. Suppose that X is a discrete subset of E2, and P10 +X is a τ(P10)-
fold translative tiling of the plane. First of all, it follows from Lemma 2.1 that

ϕ(v) ≥
⌈

5− 3
2

⌉
= 1(25)

holds for every v ∈ V +X. On the other hand, by Lemma 2.2 we have

$(v) = κ · 2 + ` · 1
2 ,(26)

where κ is a positive integer, and ` is the number of the edges that contain v
as a relative interior point.

Now we prove the lemma by dealing with two cases.
Case 1. — ` 6= 0 holds at a vertex v ∈ V + X. In other words, there is an
edge G ∈ Γ +X, such that v ∈ int(G). Clearly, by (26) we have $(v) ≥ 3.

Suppose that v∗1 and v∗2 are the two ends of G. By Lemma 2.1, there are
two different points y1 ∈ Xv∗1 and y2 ∈ Xv∗2 , such that

v ∈ (int(P10) + y1) ∩ (int(P10) + y2) .

Then we have ϕ(v) ≥ 2. If $(v) ≥ 4, one can deduce that
τ(P10) = ϕ(v) +$(v) ≥ 6.(27)

If $(v) = 3, by (26) one can deduce that P10 +Xv consists of seven translates
P10 + x1, P10 + x2, . . ., P10 + x7, and there is another G′ ∈ Γ + X, which
contains v as an interior point. Suppose that G is an edge of P10 + x6, and G′
has two ends v∗5 and v∗6. We deal with three subcases.
Subcase 1.1. — G′||G and G′ 6= G. Without loss of generality, we assume
that v∗5 is between v∗1 and v∗2. Then, by Lemma 2.1 we have yi ∈ Xv∗i , such
that

v ∈ int(P10) + yi, i = 1, 2, 5.

It is obvious that y1, y2 and y5 are pairwise distinct. Thus, we have ϕ(v) ≥ 3
and, therefore,

τ(P10) = ϕ(v) +$(v) ≥ 6.(28)

Subcase 1.2. — G′ = G. Then P10 + Xv can be divided into two adjacent
wheels, as shown by Figure 5.

Let P10 +x6 and P10 +x7 be the two translates that contain G as a common
edge. Without loss of generality, suppose that G = G6 + x7 and v = v7 + x1,
as shown in Figure 5. Let L be the straight line determined by v∗1 and v∗2, let
G∗1 be the edge of P10 + x1 lying on L with ends v and v∗3 and let G∗2 be the
edge of P10 + x1 with ends v and v∗4.
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It is easy to see that $(v∗1) ≥ 3 and ϕ(v∗1) ≥ 2, since v∗1 is an interior point
of G∗1. If $(v∗1) ≥ 4, then we have τ(P10) ≥ 6. If $(v∗1) = 3, the adjacent
wheel at v∗1 can be divided into two adjacent wheels. Since v∗1 = v6 + x7,
by Lemma 2.1 and the structure of the adjacent wheel that consists of five
translates, we have three points y1, y2, y3 ∈ Xv∗1 , such that

v∗1 = v8 + y1, v∗3 ∈ int(P10) + y1,(29)
v∗1 = v10 + y2, v∗3 ∈ int(P10) + y2,(30)

and

v∗1 = v4 + y3, v ∈ int(P10) + y3.(31)

Clearly, we also have v∗3 ∈ int(P10) + x4. Since v∗1 ∈ int(P10) + x4, we thus
have x4 /∈ {y1,y2}, ϕ(v∗3) ≥ 3 and

τ(P10) = ϕ(v∗3) +$(v∗3) ≥ 5,(32)

where the equality may hold only if $(v∗3) = 2. When $(v∗3) = 2, by
Lemma 2.1 and the structure of the adjacent wheel with five translates, there
is a point y4 ∈ Xv∗3 , such that

v∗3 = v4 + y4, v ∈ int(P10) + y4.(33)

Furthermore, by Lemma 2.1 we have a point y5 ∈ Xv∗4 , such that v ∈ int(P10)+
y5. By (31), (33) and convexity we have

v∗4 ∈ (int(P10) + y3) ∩ (int(P10) + y4) ,

y5 /∈ {y3,y4}, ϕ(v) ≥ 3 and, thus,

τ(P10) = ϕ(v) +$(v) ≥ 6.(34)
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Subcase 1.3. — G′ ∦ G. Suppose that G is an edge of P10 + x6 with ends v∗1
and v∗2, which contains v as an interior point. Since G′ ∦ G, there is a translate
P10 + x′ in Xv that meets P10 + x6 at a non-singleton part of G. Let L be the
line determined by v∗1 and v∗2. Let G∗1 be the edge of P10 + x′ lying on L with
ends v∗3 and v, where v∗1 ∈ int(G∗1).

First, since ` 6= 0 at v∗1, by (26) we have
$(v∗1) ≥ 3.(35)

On the other hand, since G′ ∦ G, the local arrangement P10 + Xv cannot be
divided into smaller adjacent wheels. Then, two of the seven translates in P10 +
Xv contain both v∗3 and v∗1 as interior points. Furthermore, by Lemma 2.1,
there is a translate P10 + y in P10 +Xv∗3 that contains v∗1 as an interior point
and, therefore, ϕ(v∗1) ≥ 3. Then, by (35) we get

τ(P10) = ϕ(v∗1) +$(v∗1) ≥ 6.(36)
Case 2. — ` = 0 holds for all vertices v ∈ V +X. Then by (26) it is sufficient
to assume that $(v) can take only two values, 2 or 4.
Subcase 2.1. — $(v) = 4 holds at a vertex v ∈ V + X. Then the local
arrangements P10+Xv can be divided into two adjacent wheels, each containing
five translates. Suppose that P10 +x1, P10 +x2, . . ., P10 +x5 is such a wheel at
v and v = vk + x1. Then, as shown in Figure 6, the wheel can be determined
by P10 + x1 explicitly as follows:

v = vk+4 + x2, Gk+4 + x2 = Gk−1 + x1,

v = vk+8 + x3, Gk+8 + x3 = Gk+3 + x2,

v = vk+2 + x4, Gk+2 + x4 = Gk+7 + x3,

v = vk+6 + x5, Gk+6 + x5 = Gk+1 + x4,

where v10+i = vi and G10+i = Gi.
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v∗
1

P10 + x1

P10 + x2

P10 + x3

P10 + x4

P10 + x5

v1

v2

v3

v4v6

v7

v8

v9

v10

P10

v5

v

P10 + y1

Figure 6
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Without loss of generality, as shown by Figure 6, we take v = v1 + x1,
v∗1 = v2 + x1 and v∗2 = v10 + x1. By Lemma 2.1, for each v∗i , there is a point
yi ∈ Xv∗i , such that

v ∈ int(P10) + yi.

In fact, by the previous analysis, we have y1 = v∗1−v4. Therefore, by convexity
and symmetry,

v∗2 ∈ int(P10) + y1.

Thus, the two points y1 and y2 are different. Then we have

ϕ(v) ≥ 2,

and

τ(P10) = ϕ(v) +$(v) ≥ 6.(37)

Subcase 2.2. — $(v) = 2 hold for all vertices v ∈ V + X. Let P10 be a
centrally symmetric convex decagon centred at the origin with vertices v1, v2,
. . ., v10 enumerated in anti-clock order. Let Gi denote the edge with ends vi
and vi+1 and let ui denote the middle point of Gi. Then, we define





a1 = u1 − u6,

a2 = u2 − u7,

a3 = u3 − u8,

a4 = u4 − u9,

a5 = u5 − u10.

By Lemma 2.3 we have

a1 − a2 + a3 − a4 + a5 = o.(38)

Assume that x1 = o ∈ X. Since $(v) = 2 holds for every vertex v ∈ V + X,
by studying the structure of the adjacent wheel at v we have

∑
ziai ∈ X, zi ∈ Z.

For convenience, we define

Λ =
{∑

ziai : zi ∈ Z
}
.(39)

Suppose that the adjacent wheel at v1 is P10 + xi, i = 1, 2, . . ., 5. Let v∗i
be the common vertex of P10 + xi and P10 + xi+1 other than v1, as shown in
Figure 7, where x6 = x1 and x1 = o. By Lemma 2.1, we have yi ∈ Xv∗i , such
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that v1 ∈ int(P10) + yi. In fact, it can be explicitly deduced by the adjacent
wheels at v1, v∗1, v∗2, v∗3, v∗4 and v∗5 that





y1 = v∗1 − v4 = a2 − a3,

y2 = v∗2 − v10 = a1 − a3 + a4,

y3 = v∗3 − v6 = a1 − a2 + a4 − a5,

y4 = v∗4 − v2 = −a5 + a3 − a2,

y5 = v∗5 − v8 = −a5 − a1 + a2.

(40)

For example, if P10 + y2 satisfying v10 + y2 = v∗2, one can obtain P10 + y2 by
moving P10 successively to P10+a1, P10+a1−a3, and then to P10+a1−a3+a4.

By (40) and symmetry it can be shown that yi 6= yi+1, where y6 = y1. For
example, if y1 = y2 (as shown in Figure 7), then by symmetry we will get that
(P10+x2)∩(P10+y1) is a parallelogram and y1 = v∗1−v3, which contradicts the
first equation of (40). Thus, any triple of {y1,y2, . . . ,y5} cannot be identical
and, therefore, ϕ(v) ≥ 3. Consequently, we get

τ(P10) = ϕ(v) +$(v) ≥ 5,(41)

where the equality may hold only if ϕ(v) = 3.
When ϕ(v) = 3, the five points y1, y2, . . ., y5 have to satisfy one of the

following five groups of conditions:
(i) y1 = y3 and y2 = y4;
(ii) y1 = y3 and y2 = y5;
(iii) y1 = y4 and y2 = y5;
(iv) y1 = y4 and y3 = y5 and
(v) y2 = y4 and y3 = y5.
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Case (i). — y1 = y3 and y2 = y4. Then, by (40) and (38) we get




a2 − a3 = a1 − a2 + a4 − a5,

a1 − a3 + a4 = −a2 + a3 − a5,

a1 − a2 + a3 − a4 + a5 = o,




2a2 − 2a4 + a5 = a1 + (a3 − a4),
a4 − 2a5 = 2a1 − (a3 − a4),
a2 − a5 = a1 + (a3 − a4)

and, therefore,




a1 = a1,

a2 = −2a1 + 4(a3 − a4),
a3 = −4a1 + 6(a3 − a4),
a4 = −4a1 + 5(a3 − a4),
a5 = −3a1 + 3(a3 − a4),

which means that Λ is a lattice with a basis {a1, a3− a4}. Furthermore, since
ui = 1

2 ai ∈ 1
2 Λ, it follows by Lemma 2.4 that P10 + Λ is, indeed, a multiple

lattice tiling. Thus, for this particular P10 by (39) and Lemma 3.4 we have
τ(P10) ≥ τ∗(P10) ≥ 5,(42)

where the equalities hold only if P10 +X is a fivefold lattice tiling.
Case (ii). — y1 = y3 and y2 = y5. Then, by (40) and (38) we have





a2 − a3 = a1 − a2 + a4 − a5,

a1 − a3 + a4 = −a1 + a2 − a5,

a1 − a2 + a3 − a4 + a5 = o,




a1 + a4 + a5 = −a3 + 2(a2 + a5),
3a1 + 4a5 = 2(a2 + a5),
a1 − a4 + 2a5 = −a3 + (a2 + a5)

and, therefore,




a1 = 8a3 − 6(a2 + a5),
a2 = 6a3 − 4(a2 + a5),
a3 = a3,

a4 = −3a3 + 3(a2 + a5),
a5 = −6a3 + 5(a2 + a5),

which means that Λ is a lattice with a basis {a3, a2 + a5}. Furthermore, since
ui = 1

2 ai ∈ 1
2 Λ, it follows by Lemma 2.4 that P10 + Λ is, indeed, a multiple
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lattice tiling. Thus, for this particular P10 by (39) and Lemma 3.4 we have

τ(P10) ≥ τ∗(P10) ≥ 5,(43)

where the equalities hold only if P10 +X is a fivefold lattice tiling.
Case (iii). — y1 = y4 and y2 = y5. Then, by (40) and (38) we get





a2 − a3 = −a2 + a3 − a5,

a1 − a3 + a4 = −a1 + a2 − a5,

a1 − a2 + a3 − a4 + a5 = o,




2a2 − a3 + 2a5 = −(a1 − a2) + a4,

a2 + 2a5 = −3(a1 − a2),
a3 + a5 = −(a1 − a2) + a4

and, therefore,




a1 = 4a4 + 6(a1 − a2),
a2 = 4a4 + 5(a1 − a2),
a3 = 3a4 + 3(a1 − a2),
a4 = a4,

a5 = −2a4 − 4(a1 − a2),

which means that Λ is a lattice with a basis {a4, a1− a2}. Furthermore, since
ui = 1

2 ai ∈ 1
2 Λ, it follows by Lemma 2.4 that P10 + Λ is, indeed, a multiple

lattice tiling. Thus, for this particular P10 by (39) and Lemma 3.4 we have

τ(P10) ≥ τ∗(P10) ≥ 5,(44)

where the equalities hold only if P10 +X is a fivefold lattice tiling.
Case (iv). — y1 = y4 and y3 = y5. Then, by (40) and (38) we have





a2 − a3 = −a2 + a3 − a5,

a1 − a2 + a4 − a5 = −a1 + a2 − a5,

a1 − a2 + a3 − a4 + a5 = o,




a2 − a4 + a5 = a3 − (a1 + a5),
3a2 + 2a5 = a3 + 3(a1 + a5),
a2 + a4 = a3 + (a1 + a5)
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and therefore 



a1 = 4a3 − 5(a1 + a5),
a2 = 3a3 − 3(a1 + a5),
a3 = a3,

a4 = −2a3 + 4(a1 + a5),
a5 = −4a3 + 6(a1 + a5),

which means that Λ is a lattice with a basis {a3, a1 + a5}. Furthermore, since
ui = 1

2 ai ∈ 1
2 Λ, it follows by Lemma 2.4 that P10 + Λ is indeed a multiple

lattice tiling. Thus, for this particular P10 by (39) and Lemma 3.4 we have
τ(P10) ≥ τ∗(P10) ≥ 5,(45)

where the equalities hold only if P10 +X is a fivefold lattice tiling.
Case (v). — y2 = y4 and y3 = y5. Then, by (40) and (38) we have





a1 − a3 + a4 = −a2 + a3 − a5,

a1 − a2 + a4 − a5 = −a1 + a2 − a5,

a1 − a2 + a3 − a4 + a5 = o,




2a1 − a3 = −2a5,

3a1 + a3 − 3a4 = 3(a2 − a4)− a5,

a1 + a3 − 2a4 = (a2 − a4)− a5

and, therefore,




a1 = 3a5 + 3(a2 − a4),
a2 = 6a5 + 5(a2 − a4),
a3 = 8a5 + 6(a2 − a4),
a4 = 6a5 + 4(a2 − a4),
a5 = a5,

which means that Λ is a lattice with a basis {a5, a2− a4}. Furthermore, since
ui = 1

2 ai ∈ 1
2 Λ, it follows by Lemma 2.4 that P10 + Λ is indeed a multiple

lattice tiling. Thus, for this particular P10 by (39) and Lemma 3.4, we have
τ(P10) ≥ τ∗(P10) ≥ 5,(46)

where the equalities hold only if P10 +X is a fivefold lattice tiling.
As a conclusion of these cases, Lemma 3.5 is proved. �

Lemma 3.6 (Zong [28, 29]). — A centrally symmetric convex decagon can form
a fivefold lattice tiling in E2, if and only if, under a suitable affine linear
transformation, it takes u1 = (0, 1), u2 = (1, 1), u3 = ( 3

2 ,
1
2 ), u4 = ( 3

2 , 0),
u5 = (1,− 1

2 ), u6 = −u1, u7 = −u2, u8 = −u3, u9 = −u4 and u10 = −u5 as
the middle points of its edges.
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Remark 3.7 (Zong [28, 29]). — Let W denote the quadrilateral with vertices
w1 = (− 1

2 , 1), w2 = (− 1
2 ,

3
4 ), w3 = (− 2

3 ,
2
3 ) and w4 = (− 3

4 ,
3
4 ). A centrally

symmetric convex decagon can take u1 = (0, 1), u2 = (1, 1), u3 = ( 3
2 ,

1
2 ),

u4 = ( 3
2 , 0), u5 = (1,− 1

2 ), u6 = −u1, u7 = −u2, u8 = −u3, u9 = −u4 and
u10 = −u5 as the middle points of its edges, if and only if one of its vertices is
an interior point of W .

Lemma 3.8. — For every centrally symmetric convex octagon P8 we have
τ(P8) ≥ 5,

where the equality holds, if and only if, under a suitable affine linear trans-
formation, it is one with vertices v1 =

( 3
2 − 5α

4 ,−2
)
, v2 =

(
− 1

2 − 5α
4 ,−2

)
,

v3 =
(
α
4 − 3

2 , 0
)
, v4 =

(
α
4 − 3

2 , 1
)
, v5 = −v1, v6 = −v2, v7 = −v3 and

v8 = −v4, where 0 < α < 2
3 , or with vertices v1 = (2− β,−3), v2 = (−β,−3),

v3 = (−2,−1), v4 = (−2, 1), v5 = −v1, v6 = −v2, v7 = −v3 and v8 = −v4,
where 0 < β ≤ 1.

Proof. — Suppose that X is a discrete subset of E2, and P8 +X is a τ(P8)-fold
translative tiling of the plane. First of all, it follows from Lemma 2.1 that

ϕ(v) ≥
⌈

4− 3
2

⌉
= 1(47)

holds for all v ∈ V +X. On the other hand, by Lemma 2.2 we have

$(v) = κ · 3
2 + ` · 1

2 ,(48)

where κ is a positive integer and ` is a nonnegative integer. In fact, ` is the
number of the edges that take v as an interior point. Thus, to prove the lemma,
it is sufficient to deal with the following four cases:
Case 1. — $(v) ≥ 5 holds for a vertex v ∈ V +X. It follows by (1) and (47)
that

τ(P8) = ϕ(v) +$(v) ≥ 6.(49)
Case 2. — $(v) = 4 holds for a vertex v ∈ V + X. It follows by (48) that
` 6= 0 and therefore v ∈ int(G) holds for some G ∈ Γ + X. Assume that v∗1
and v∗2 are the two ends of G. Applying Lemma 2.1 to {v∗1, G} and {v∗2, G},
respectively, one can deduce that

ϕ(v) ≥ 2
and, therefore,

τ(P8) = ϕ(v) +$(v) ≥ 6.(50)
Case 3. — $(v) = 3 holds for a vertex v ∈ V + X. Then (48) has and only
has two groups of solutions {κ, `} = {1, 3} or {2, 0}.
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Subcase 3.1. — {κ, `} = {1, 3}. Then, there are three edges G′1, G′2 and G′3
in Γ +X satisfying

v ∈ int(G′i), i = 1, 2, 3.

Next, we study the multiplicity by considering the relative positions of these
edges.
Subcase 3.1.1. — G′1 = G′2 = G′3. Assume that v∗1 and v∗2 are the two ends
of G′1. Then Xv∗1 has two identical points. By computing the angle sum of all
the adjacent wheels at v∗1 it can be deduced that

$(v∗1) ≥ 4.

Then, by Case 1 and Case 2 we get

τ(P8) = $(v∗1) + ϕ(v∗1) ≥ 6.(51)

Subcase 3.1.2. — G′2 = G′3 and G′1 ∦ G′2. Then there are two adjacent wheels
at v, one has five translates P8 + x1, P8 + x2, . . ., P8 + x5, and the other has
two translates P8 + x′1 and P8 + x′2, as shown by Figure 8.

By re-enumeration we may assume that ∠1, ∠2, ∠3 and ∠4 are inner angles
of P8 and ∠5 = π, as shown by Figure 8. Guaranteed by linear transformation,
we assume that the two edges G1 and G3 of P8 are horizontal and vertical,
respectively. Suppose that G′1 = G1 + x5. Let v∗1 and v∗2 be the two ends of
G′1, let L denote the straight line determined by v∗1 and v∗2, let G∗3 denote the

vv∗
1

v∗
2v∗

3 v∗
4

P8 + x1

P8 + x2 P8 + x3

P8 + x4

P8 + x5

P8 + x′
1

P8 + x′
2

v1v2

v3

v4

v5 v6

v7

v8

G1

G3

P8

L

Figure 8
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edge of P8 + x4 lying on L with two ends v and v∗3, and let G∗4 denote the edge
of P8 + x1 lying on L with two ends v and v∗4.

By Lemma 2.1, there is a point y1 ∈ Xv∗1 , such that v∗3 ∈ int(P8) + y1.
Clearly, by the convexity of P8, both v∗3 and v∗1 belong to int(P8) + x′1. Thus,
we have y1 6= x′1. Meanwhile, since both v∗3 and v∗1 belong to int(P8) + x2, we
have x2 6= y1 and, therefore,

ϕ(v∗3) ≥ 3.

Similarly, we have ϕ(v∗1) ≥ 3, ϕ(v∗2) ≥ 3 and ϕ(v∗4) ≥ 3. Then, by (48) we get

τ(P8) = ϕ(v∗i ) +$(v∗i ) ≥ 5,(52)

where the equality may hold only if

$(v∗1) = $(v∗2) = $(v∗3) = $(v∗4) = 2.(53)

By (48) it is easy to see that the local configuration of P8 +Xv is essentially
unique when $(v) = 2. In other words, it is determined by the one that v
is not its vertex. Consequently, the set X has four points y1, y2, y3 and y4
satisfying

v∗1 = v4 + y1,v ∈ int(P8) + y1,(54)
v∗2 = v7 + y2,v ∈ int(P8) + y2,(55)
v∗3 = v3 + y3,v ∈ int(P8) + y3, and(56)
v∗4 = v8 + y4,v ∈ int(P8) + y4.(57)

Clearly, by the convexity of P8 we have y1 6= y2, y1 6= y3 and y2 6= y4. For
convenience, we write vi = (xi, yi). If y2 = y3, then by (55) and (56) we have

y3 = y7.(58)

If y1 = y4, then by (54) and (57) we get

y4 = y8.(59)

However, it is obvious that (58) and (59) cannot hold simultaneously. There-
fore, we still get

ϕ(v) ≥ 3

and, therefore,

τ(P8) = ϕ(v) +$(v) ≥ 6.(60)
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Figure 9

Subcase 3.1.3. — G′1 6= G′2 and G′1 ‖ G′2. Let v∗1 and v∗2 be the two ends of
G′1, and let v∗3 and v∗4 be the two ends of G′2. Without loss of generality, we
suppose that v∗3 is between v∗1 and v∗2, as shown by Figure 9. By Lemma 2.1,
X has three points y1, y2 and y3 satisfying both

v∗i ∈ ∂(P8) + yi, i = 1, 2, 3
and

v ∈ int(P8) + yi, i = 1, 2, 3.
By the convexity of P8 it is easy to see that these three points are pairwise
distinct. Then, we get

ϕ(v) ≥ 3
and, therefore,

τ(P8) = $(v) + ϕ(v) ≥ 6.(61)
Subcase 3.1.4. — G′1 ∦ G′2, G′1 ∦ G′3 and G′2 ∦ G′3. By studying the angle sum
at v it can be deduced that P8 +Xv is an adjacent wheel of seven translates.
Suppose that x2 ∈ Xv and G′1 is an edge of P8 + x2. Since G′1, G′2 and G′3 are
mutually non-collinear, Xv has two points x1 and x3, such that v is a common
vertex of both P8 +x1 and P8 +x3, and P8 +x2 joins both P8 +x1 and P8 +x3
at non-singleton parts of G′1, respectively. Let v∗1 and v∗2 be the two ends of
G′1, let L denote the straight line determined by v∗1 and v∗2, let G∗1 denote the
edge of P8 + x1 lying on L with ends v and v∗3, and let G∗2 denote the edge of
P8 + x3 lying on L with ends v and v∗4, as shown in Figure 10.

By studying the corresponding angles of the adjacent wheel at v, it is easy
to see that P8 +Xv has exact two translates which contain both v∗1 and v∗3 as
interior points. On the other hand, by Lemma 2.1, P8 +Xv∗3 has at least one
more translate that contains v∗1 as an interior point. Thus, we have

ϕ(v∗1) ≥ 3.
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Similarly, we have ϕ(v∗2) ≥ 3, ϕ(v∗3) ≥ 3 and ϕ(v∗4) ≥ 3. Then, by (48) we get

τ(P8) = ϕ(v∗i ) +$(v∗i ) ≥ 5,(62)

where the equality may hold only if

$(v∗1) = $(v∗2) = $(v∗3) = $(v∗4) = 2.(63)

By repeating the argument between (53) and (60), it can be deduced that

τ(P8) = ϕ(v) +$(v) ≥ 6.(64)

Subcase 3.2. — {κ, `} = {2, 0} holds at every vertex v ∈ V +X. Then P8+Xv

is an adjacent wheel of eight translates P8 + x1, P8 + x2, . . ., P8 + x8, as shown
in Figure 11. Let v∗i be the second vertex of P8 + xi connecting to v by an
edge. Since $(v) = 3, every v∗i is an interior point of exactly two of these
eight translates. Consequently, for every v∗i , there are two different translates
P8 + yi and P8 + y′i in P8 +Xv∗i that both contain v as an interior point.

On the other hand, it can be easily deduced that there is only one point
x ∈ X, such that both v∗1 and v∗2 belong to ∂(P8) + x and v ∈ int(P8) + x. It
is v∗2 − v + x1. Therefore, at least one of the two points y2 and y′2 is different
from both y1 and y′1. Then, we get

ϕ(v) ≥ 3

and

τ(P8) = ϕ(v) +$(v) ≥ 6.(65)
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Case 4. — $(v) = 2 holds for a vertex v ∈ V + X. It follows by (48) that
$(v) = 2 holds, if and only if κ = 1 and ` = 1. In other words, P8 + Xv is
an adjacent wheel of five translates. By re-enumeration we may assume that
∠1, ∠2, ∠3 and ∠4 are inner angles of P8 and ∠5 = π, as shown by Figure 12.
Guaranteed by linear transformation, we assume that the edges G1 and G3 of
P8 are horizontal and vertical, respectively.

Let G∗1 denote the edge of P8 + x5, such that v ∈ int(G∗1) with two ends v∗1
and v∗2, let L denote the straight line determined by v∗1 and v∗2, let G∗3 denote
the edge of P8 + x4 lying on L with ends v and v∗3, and let G∗4 denote the edge
of P8 + x1 lying on L with ends v and v∗4. If $(v∗1) ≥ 3 or $(v∗2) ≥ 3, by
Case 1, Case 2 and Subcase 3.1 we have τ(P8) ≥ 6. Therefore, by considering
the adjacent wheels at v∗1, v∗2, v∗3 and v∗4 successively, τ(P8) ≤ 5 may happen
only if

$(v∗1) = $(v∗2) = $(v∗3) = $(v∗4) = 2.(66)

Since the configuration of P8 + Xv is essentially unique if $(v) = 2, by
considering the wheel structures at v, v∗1, v∗2, v∗3 and v∗4, there are four points
y1, y2, y3 and y4 in X satisfying

v∗1 = v4 + y1,v ∈ int(P8) + y1,(67)
v∗2 = v7 + y2,v ∈ int(P8) + y2,(68)
v∗3 = v3 + y3,v ∈ int(P8) + y3, and(69)
v∗4 = v8 + y4,v ∈ int(P8) + y4.(70)
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By the convexity of P8 it follows that y1 6= y2, y1 6= y3 and y2 6= y4. For
convenience, we write vi = (xi, yi). If y1 = y4, and then by (67) and (70) we
have

y4 = y8.(71)

If y2 = y3, then by (68) and (69) we have

y3 = y7.(72)

It is obvious that (71) and (72) cannot hold simultaneously. Therefore, we have
either y1 6= y4 or y2 6= y3.

On the other hand, since $(v) = 2, the three inequalities y3 6= y4, y2 6= y3
and y1 6= y4 cannot hold simultaneously. Otherwise, it can be deduced that

ϕ(v) ≥ 4

and, therefore,

τ(P8) = ϕ(v) +$(v) ≥ 6.(73)

Since y1 = y4 and y2 = y3 are symmetric, with respect to v in Figure 12, it is
sufficient to deal with two subcases.
Subcase 4.1. — y2 = y3. Let v′1 and v′2 be the two vertices of P8 + x2 that
are adjacent to v, as shown in Figure 13. First, we have v′1 ∈ int(P8) + x5.
Second, by convexity it is easy to see that v′1 ∈ int(P8) + y4. Since y2 = y3,
we have y3 = y7. Then v′1 is an interior point of P8 + y2 as well. Thus we get
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ϕ(v′1) ≥ 3 and
τ(P8) = $(v′1) + ϕ(v′1) ≥ 5,(74)

where the equality may hold only if
$(v′1) = 2.(75)

By Lemma 2.1, there is a point y5 ∈ Xv′1 , such that v ∈ int(P8) + y5.
Subcase 4.1.1. — v′1 is a vertex of P8 + y5. If v′1 is a vertex of P8 + y1, as
shown by Figure 13, then by symmetry one can deduce that v′2 is a vertex of
P8 +y1. Similarly, it follows by (70) that v′2 is a vertex of P8 +y4 as well. Then
some points near to v′2 belong to all int(P8)+y1, int(P8)+y4 and int(P8)+x1.
Thus, we have

$(v′2) ≥ 3.(76)

Let v′3 denote the vertex v2 + y1 of P8 + y1, as shown in Figure 13. By
Lemma 2.1, there is a point z ∈ Xv′3 , such that v′2 ∈ int(P8) + z. Then it can
be deduced that v′3 ∈ int(P8) + x4 and, thus, z 6= x4. Since y3 = y7, it can be
shown that v′3 /∈ P8 + y2 and, therefore, z 6= y2. In addition, we have

v′2 ∈ (int(P8) + x4) ∩ (int(P8) + y2) .
Thus, we have

ϕ(v′2) ≥ 3
and, consequently,

τ(P8) = ϕ(v′2) +$(v′2) ≥ 6.(77)

If v′1 is not a vertex of P8 + y1, remembering the subcase assumption, then we
have y1 6= y5. In fact, in this case all y1, y3, y4 and y5 are pairwise distinct.
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Thus, we have

ϕ(v) ≥ 4

and

τ(P8) = ϕ(v) +$(v) ≥ 6.(78)

Subcase 4.1.2. — v′1 is an interior point of an edge of P8 +y5. It follows from
the convexity of P8 that v′1 is an interior point of both P8 + y4 and P8 + y3.
Therefore, we have y5 /∈ {y3,y4}. If y5 6= y1, then all y1, y3, y4 and y5 are
pairwise distinct. Thus, we have

ϕ(v) ≥ 4

and

τ(P8) = ϕ(v) +$(v) ≥ 6.(79)

If y5 = y1, then all y1, y3 and y4 are pairwise distinct and, therefore,

τ(P8) = ϕ(v) +$(v) ≥ 5.(80)

Now, we try to figure out the equality cases in (80).
Notice that v′1 is an interior point of P8 + x5, and P8 + y1 has only two

edges G4 + y1 and G5 + y1, which contain interior points of P8 + x5. Since
$(v′1) = 2 (see (75)), by studying the structure of the adjacent wheel at v′1,
one can deduce that v′1 must be an interior point of G5 + y1. Then we have

y5 − y4 = y4 − y3(81)

and

y3 − y2 = 2(y4 − y3).(82)

Let v∗5 and v∗6 be the two ends of G5 + y1. Suppose that v∗5 is on the left-
hand side of v′1. By Lemma 2.1, there is a point y6 ∈ Xv∗5 , such that v′1 ∈
int(P8) + y6.

It is obvious that v∗5 is an interior point of both P8 + x5 and P8 + y2. Thus,
we have y6 /∈ {y2,x5}. If v∗5 is not lying on the boundary of P8 + y4, then we
have y4 6= y6. Consequently, all y2, y4, y6 and x5 are pairwise distinct. Then
we have

ϕ(v′1) ≥ 4

and

τ(P8) = ϕ(v′1) +$(v′1) ≥ 6.(83)

Thus, to save τ(P8) = 5, the point v∗5 must belong to the boundary of P8 + y4.
Furthermore, since the y-coordinate of v∗5 is equal to the y-coordinates of both
v′1 and v3 + y4, the point v∗5 must be the vertex v3 + y4 of P8 + y4.
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Let v denote the x-coordinate of v and let w1, w2 and w3 denote the x-
coordinates of v3 + y4, v∗1 and v∗5, respectively. First, by computing the x-
coordinate of v∗4 in two ways we get

w1 + (x7 − x6) + (x6 − x5) + (x5 − x4) = v + (x6 − x5)

and, thus,

w1 = v − (x7 − x6)− (x5 − x4).(84)

On the other hand, since y2 = y3, by computing the distance between v∗3 and
v∗4 in two ways we get

(x7 − x6) + (x6 − x5) + (x5 − x4) + v − w2 = 2(x6 − x5)

and, thus,

w2 = v + (x7 − x6)− (x6 − x5) + (x5 − x4).

Since v∗5 is the left vertex of G5 + y1, we get

w3 = w2 + (x5 − x4) = v + (x7 − x6)− (x6 − x5) + 2(x5 − x4).(85)

Then, v∗5 = v3 + y4 implies w1 = w3 and

2(x7 − x6) + 3(x5 − x4) = x6 − x5.(86)

In conclusion, recalling (81) and (82), a centrally symmetric octagon P8 with
G1 horizontal, G3 vertical and y2 = y3 is a fivefold translative tile only if





y5 − y4 = y4 − y3,

y3 − y2 = 2(y4 − y3),
x6 − x5 = 2(x7 − x6) + 3(x5 − x4).

(87)

Guaranteed by linear transformations, by choosing y4 − y3 = 1, x6 − x5 = 2
and x5 − x4 = α and keeping the symmetry in mind, one can deduce that
the candidates are the octagons D8(α) with vertices v1 =

( 3
2 − 5α

4 ,−2
)
, v2 =(

− 1
2 − 5α

4 ,−2
)
, v3 =

(
α
4 − 3

2 , 0
)
, v4 =

(
α
4 − 3

2 , 1
)
, v5 = −v1, v6 = −v2,

v7 = −v3 and v8 = −v4, where 0 < α < 2
3 .

Let Λ(α) denote the lattice generated by u1 = (2, 0) and u2 = (1 + α
2 , 1).

By Lemma 2.4 it can be shown that D8(α) + Λ(α) is, indeed, a fivefold tiling
of E2.
Subcase 4.2. — y3 = y4. First of all, we have ϕ(v) ≥ 3 and, therefore,

τ(P8) = ϕ(v) +$(v) ≥ 5.(88)

Next, we try to figure out the equality cases in (88).
As shown by Figure 14, by (69) and (70) we get

y3 = y8(89)
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Figure 14

and

x8 − x3 = 2(x1 − x2).(90)

By Lemma 2.1, there is y5 ∈ Xv′1 , such that v ∈ int(P8) + y5. Since y3 = y8,
by convexity we have v′1 ∈ int(P8) + y3, and then y5 6= y3. If both y5 6= y1
and y5 6= y2 hold simultaneously, then we have

ϕ(v) ≥ 4,

and, therefore,

τ(P8) = ϕ(v) +$(v) ≥ 6.(91)

Thus, the equality in (88) holds only if y5 = y1 or y5 = y2.
Suppose that y5 = y1. If v′1 is a vertex of P8 + y1, then we have

y5 − y4 = y4 − y3.(92)

If v′1 is an interior point of an edge of P8 + y1, eliminated by Case 1, Case 2
and Subcase 3.1 at v′1, it may be assumed that $(v′1) = 2. Then, by studying
the structure of the adjacent wheel at v′1, one can deduce that v′1 must be an
interior point of G5 + y1. Since G5 + y1 is horizontal, we also obtain (92).
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In conclusion, recalling (89) and (90), a centrally symmetric octagon P8 with
G1 horizontal, G3 vertical and y3 = y4 is a fivefold translative tile only if





y3 = y8,

y5 − y4 = y4 − y3,

x8 − x3 = 2(x1 − x2).
(93)

Guaranteed by linear transformation, by choosing y4− y3 = 2, x1−x2 = 2 and
x6 = β and keeping symmetry in mind, one can deduce that the candidates
are the octagons D8(β) with vertices v1 = (2 − β,−3), v2 = (−β,−3), v3 =
(−2,−1), v4 = (−2, 1), v5 = −v1, v6 = −v2, v7 = −v3 and v8 = −v4, where
0 < β ≤ 1.

Let Λ(β) denote the lattice generated by u1 = (2, 0) and u2 = (1 + β
2 , 2).

By Lemma 2.4, it can be proved that D8(β) + Λ(β) is, indeed, a fivefold tiling
of E2.

Lemma 3.8 is proved. �

Proof of Theorem 1.1. — It has been shown by Gravin, Robins and Shiryaev
[10] that a convex body can form a multiple translative tiling in En only if
it is a centrally symmetric polytope with centrally symmetric facets. Then,
Theorem 1.1 follows from Lemma 3.1, Lemma 3.5 and Lemma 3.8. �

Proof of Theorem 1.2. — Assume that P2m is a centrally symmetric 2m-gon
satisfying τ(P2m) = 5. First, by Fedorov’s theorem and Lemma 3.1 we have
4 ≤ m ≤ 7. Second, by Lemma 3.3 and Lemma 3.2 we get m 6= 6 and 7,
respectively. When m = 5, the theorem follows by Lemma 3.5 and Lemma 3.6.
Finally, when m = 4, the theorem follows from Lemma 3.8. �
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Abstract. — The 3k − 4 conjecture in groups Z/pZ for p prime states that if
A is a nonempty subset of Z/pZ satisfying 2A 6= Z/pZ and |2A| = 2|A| + r ≤
min{3|A| − 4, p − r − 4}, then A is covered by an arithmetic progression of size
at most |A| + r + 1. Previously, the best result toward this conjecture, without any
additional constraint on |A|, was a theorem of Serra and Zémor proving the conjecture
provided r ≤ 0.0001|A|. Subject to the mild additional constraint |2A| ≤ 3p/4, which
is optimal in the sense explained in the paper, our first main result improves the bound
on r, allowing r ≤ 0.1368|A|. We also prove a variant that further improves this bound
on r provided that A is sufficiently dense. We then give several applications. First,
we apply the above variant to give a new upper bound for the maximal density of
m-sum-free sets in Z/pZ, i.e., sets A having no solution (x, y, z) ∈ A3 to the equation
x + y = mz, where m ≥ 3 is a fixed integer. The previous best upper bound for this
maximal density was 1/3.0001 (using the Serra-Zémor theorem). We improve this to
1/3.1955. We also present a construction following an idea of Schoen, which yields a
lower bound for this maximal density of the form 1/8+o(1)p→∞. Another application
of our main results concerns sets of the form A+A

A
in Fp, and we also improve the

structural description of large sum-free sets in Z/pZ.
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Résumé (Sur les ensembles de petite somme et les ensembles sans m-somme dans
Z/pZ). — La conjecture 3k − 4 dans les groupes Z/pZ, pour p premier, affirme que
si A est un sous-ensemble non vide de Z/pZ vérifiant 2A 6= Z/pZ et |2A| = 2|A| +
r ≤ min{3|A| − 4, p − r − 4}, alors A est inclus dans une suite arithmétique de
cardinalité au plus |A|+r+1. Le meilleur résultat précédent vers cette conjecture, sans
contraintes supplémentaires sur |A|, est un théorème de Serra et Zémor qui confirme la
conjecture pour r ≤ 0.0001|A|. Sous la faible contrainte additionnelle |2A| ≤ 3p/4, qui
est optimale en un sens détaillé dans l’article, notre premier résultat principal améliore
la borne supérieure sur r, permettant de prendre r ≤ 0.1368|A|. Nous démontrons aussi
une variante qui améliore davantage la borne sur r pour tout ensemble A suffisamment
dense. Nous présentons ensuite plusieurs applications. Premièrement, la variante en
question est employée pour obtenir une nouvelle borne supérieure pour la densité
maximale des ensembles sans m-somme dans Z/pZ, i.e., les ensembles A tels qu’il
n’existe aucune solution (x, y, z) ∈ A3 de l’équation x + y = mz, où m ≥ 3 est un
entier fixé. Précédemment, la meilleure borne supérieure pour cette densité maximale
était 1/3.0001 (comme conséquence du théorème de Serra–Zémor). Nous obtenons ici
la borne améliorée 1/3.1955. Nous présentons aussi une construction suivant une idée
de Schoen, qui fournit une borne inférieure 1/8 + o(1)p→∞ pour la densité maximale
en question. Une autre application de nos résultats concerne les ensembles de la forme
A+A

A
dans Fp. Nous donnons aussi une description améliorée de la structure des grands

ensembles sans somme dans Z/pZ.

1. Introduction

Given a subset A of an abelian group G, we often denote the sumset A+A =
{x+ y : x, y ∈ A} by 2A and we denote the complement G \A by A.

One of the central topics in additive number theory is the study of the
structure of a finite subset A of an abelian group under the assumption that
the sumset 2A is small. In this paper, we focus on groups Z/pZ of integers
modulo a prime p and on the regime in which the doubling constant |2A|/|A|
is within a small additive constant of the minimum possible value.

To put this into context, let us recall the basic fact that a finite set A of
integers always satisfies |2A| ≥ 2|A|−1 and that this minimum is attained only
if A is an arithmetic progression (see [12, Theorem 3.1]). This description of
extremal sets is extended by a result of Freiman, known as the 3k− 4 theorem,
which tells us that A is still efficiently covered by an arithmetic progression
even when |2A| is as large as 3|A| − 4.

Theorem 1.1 (Freiman’s 3k − 4 theorem). — Let A ⊆ Z be a finite set sat-
isfying |2A| ≤ 3|A| − 4. Then there is an arithmetic progression P ⊆ Z, such
that A ⊆ P and |P | ≤ |2A| − |A|+ 1.

For sets A in Z/pZ with 2A 6= Z/pZ, the Cauchy–Davenport theorem [12,
Theorem 6.2] gives the lower bound analogous to the one for Zmentioned above,
namely |2A| ≥ 2|A| − 1, and the description of extremal sets as arithmetic
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progressions (when |2A| < p − 1) is given by Vosper’s theorem [12, Theorem
8.1].

It is widely believed that an analogue of Freiman’s 3k − 4 theorem holds
for subsets of Z/pZ under some mild additional upper bound on |2A| (or on
|A|). More precisely, the following conjecture is believed to be true (see [12,
Conjecture 19.2]), describing efficiently not just A but also 2A, in terms of
progressions.

Conjecture 1.2. — Let p be a prime and let A ⊂ Z/pZ be a nonempty subset
satisfying 2A 6= Z/pZ and |2A| = 2|A| + r ≤ min{3|A| − 4, p − r − 4}. Then
there exist arithmetic progressions PA, P2A ⊆ Z/pZ with the same difference,
such that A ⊆ PA, |PA| ≤ |A|+ r + 1, P2A ⊆ 2A, and |P2A| ≥ 2|A| − 1.

Progress toward this conjecture was initiated by Freiman himself, who proved
in [10] that the conclusion concerning PA holds provided that |2A| ≤ 2.4|A|−3
and |A| < p/35. Since then, there has been much work improving Freiman’s
result in various ways. For instance, Rødseth showed in [17] that the constraint
|A| < p/35 can be weakened to |A| < p/10.7 while maintaining the doubling
constant 2.4. In [11], Green and Ruzsa pushed the doubling constant up to 3,
at the cost of a stronger constraint |A| < p/10215. In [20], Serra and Zémor
obtained a result with no constraint on |A| other than the bounds on |2A| in
the conjecture, with the same conclusion concerning PA but at the cost of re-
ducing the doubling constant, namely, assuming that |2A| ≤ (2 + α)|A| with
α < 0.0001. See also [5, 14] for recent improvements on the doubling constant
2.4 in Freiman’s result. The book [12] presents various other results towards
Conjecture 1.2, in a treatment covering many of the methods from the works
mentioned above.

In this paper, we establish the following new result regarding Conjecture
1.2, which noticeably improves the doubling constant obtained by Serra and
Zémor in [20] at the cost of only adding the constraint |2A| ≤ 3

4p.

Theorem 1.3. — Let p be prime, let A ⊆ Z/pZ be a nonempty subset with
|2A| = 2|A| + r, and let α ≈ 0.136861 be the unique real root of the cubic
4x3 + 9x2 + 6x− 1. Suppose

|2A| ≤ (2 + α)|A| − 3 and |2A| ≤ 3
4p.

Then there exist arithmetic progressions PA, P2A ⊆ Z/pZ with the same differ-
ence, such that A ⊆ PA, |PA| ≤ |A|+ r + 1, P2A ⊆ 2A, and |P2A| ≥ 2|A| − 1.

Unlike in [20], here we do have a constraint on |A| in the form of the upper
bound |2A| ≤ 3

4p. However, this upper bound is still optimal in the following
weak sense. The conjectured upper bound on |2A| (given by Conjecture 1.2) is
p− r− 4. However, in the extremal case where r = |A|− 4 (the largest value of
r allowed in Conjecture 1.2), the conjectured bound implies 3|A| − 4 = |2A| ≤
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p − |A|, whence |A| ≤ p+4
4 and |2A| = 3|A| − 4 ≤ 3p

4 − 1. Thus, the bound
p− r− 4 becomes as small as 3p

4 − 1, as we range over all allowed values for α
and |A|, making 3

4p the optimal bound independent of α and r.
Let us emphasize that our improvement upon the Serra–Zémor result (i.e.,

our weakening of the constraint on α) is valid for |A| ≤ 0.75p+3
2+α , whereas the

natural upper bound on |A| given by Conjecture 1.2 is larger, namely |A| ≤
p+2

2+2α . Therefore, in the regime 0.75p+3
2+α < |A| ≤ p+2

2+2α , our result does not
improve on that of Serra and Zémor.

We also prove the following variant of Theorem 1.3, which is optimized for
sets A whose density is large but at most 1/3. This optimization is designed
for an application concerning m-sum-free sets, which we discuss below.

Theorem 1.4. — Let p be prime, let η ∈ (0, 1), let A ⊆ Z/pZ be a set with
|A| ≥ η p > 0 and |2A| = 2|A|+ r < p, and let

α = −5
4 + 1

4
√

9 + 8 η p sin(π/p)/ sin(πη/3).

Suppose

|2A| ≤ (2 + α)|A| − 3 and |A| ≤ p− r
3 .

Then there exist arithmetic progressions PA, P2A ⊆ Z/pZ with the same differ-
ence such that A ⊆ PA, |PA| ≤ |A|+ r + 1, P2A ⊆ 2A, and |P2A| ≥ 2|A| − 1.

We apply this result to obtain new upper bounds for the size of m-sum-free
sets in Z/pZ. For a positive integer m, a subset A of an abelian group is said
to be m-sum-free if there is no triple (x, y, z) ∈ A3 satisfying x + y = mz.
These sets have been studied in numerous works on arithmetic combinatorics,
including various types of abelian group settings [1, 8, 7, 16, 15] (see also [4,
Section 3] for an overview of this topic). In Z/pZ, a central goal concerning
these sets is to estimate the quantity

dm(Z/pZ) = max
{ |A|
p : A ⊆ Z/pZ m-sum-free

}
.(1)

This goal splits naturally into two problems of different nature. On the one
hand, we have the case m = 2, which is the only one in which the solutions of
the linear equation in question (i.e., three-term arithmetic progressions) form
a translation invariant set. Roth’s theorem [18] tells us that d2(Z/pZ)→ 0 as
p→∞, and the problem in this case is then the well-known one of determining
the optimal bounds for Roth’s theorem, i.e., how fast d2(Z/pZ) vanishes as
p increases (recent developments in this direction include [3, 19]). On the
other hand, we have the cases m ≥ 3. For each of these, the above-mentioned
translation invariance fails, and it is known that dm(Z/pZ) converges, as p →
∞ through primes, to a positive constant dm that can be modeled on the
circle group (see [6]), the problem then being to determine this constant. Our
application of Theorem 1.4 makes progress on the latter problem.
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Note that, if A is m-sum-free, then the dilate m ·A = {mx : x ∈ A} ⊆ Z/pZ
satisfies 2A∩m·A = ∅, whence, ifm and p are coprime, we have |2A|+|m·A| =
|2A| + |A| ≤ p. Combining this with the bound |2A| ≥ 2|A| − 1 given by the
Cauchy–Davenport Theorem, we deduce the simple bound |A| ≤ p+1

3 , which
implies in particular that dm ≤ 1/3. It was noted in [4] that partial versions
of Conjecture 1.2 can be used to improve on this bound, provided that these
versions are applicable to sets of density up to 1/3. The best version available
for that purpose in [4] was given by the theorem of Serra and Zémor mentioned
above, and this resulted in the first upper bound for dm below 1/3, namely
1/3.0001 (see [4, Theorem 3.1]). In this paper, using Theorem 1.4 we obtain
the following improvement.

Theorem 1.5. — Let p ≥ 80 be a prime, let m be an integer in [2, p−2], and let
c = c(p) be the solution to the equation

(
7+
√

8 c p sin(π/p)/ sin(πc/3) + 9
)
c =

4 + 12
p . Then dm(Z/pZ) < c. In particular, dm ≤ 1

3.1955 .

The following observation, relating this theorem to the study of sum-products
in the field Fp, was made by the anonymous referee: if (A+A)∩m ·A contains
a nonzero element and 0 /∈ A, then m is in the set A+A

A := {(a1 + a2)a−1
3 :

a1, a2, a3 ∈ A} ⊂ Fp, and, therefore, Theorem 1.5 has the following conse-
quence.

Corollary 1.6. — If A ⊂ Fp \ {0} satisfies |A| ≥ 0.313 p, then for p suffi-
ciently large we have Fp \ {−1, 0, 1} ⊆ A+A

A .

This result is an analogue, for sets A+A
A , of Theorem 1.1 in [2], which says

that if A ⊂ Fp has |A| ≥ 0.3051 p, then for p sufficiently large, we have Fp\{0} ⊆
(A+A)A := {(a1 + a2)a3 : ai ∈ A}.

Regarding lower bounds for dm(Z/pZ), note that, identifying Z/pZ with
the integers [0, p− 1], the interval ( 2

m2−4p,
m

m2−4p) is an m-sum-free set. This
set has asymptotic density 1

m+2 and is still the greatest known example for
m ≤ 6. However, for larger values of m, a construction of Tomasz Schoen (per-
sonal communication), presented in this paper in Lemma 3.1 in an optimized
form thanks to indications of the anonymous referee, yields the improved lower
bound dm ≥ 1

8 . The following theorem summarizes these results.

Theorem 1.7. — For m ≤ 6, we have dm ≥ 1
m+2 . For m ≥ 7, we have

dm ≥ 1
8 .

Our final application concerns the study of large sum-free sets in Z/pZ (i.e.
the case m = 1 of m-sum-free sets as defined above). It is well-known, by
the argument using the Cauchy–Davenport theorem mentioned above, that
a sum-free set in Z/pZ has size at most b(p + 1)/3c and that this bound is
attained by the interval I = (p/3, 2p/3) ⊂ Z/pZ and by any nonzero dilate
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of I. Several works have studied the question of the robustness of this structural
description, namely, whether every sum-free set in Z/pZ of density close to 1/3
must resemble a dilate of I. In this direction, the following theorem was proved
by Deshouillers and Lev in [9].

Theorem 1.8. — Let p be a sufficiently large prime and suppose that A ⊂
Z/pZ is sum-free. If |A| > 0.318 p, then there exists d ∈ Z, such that A ⊂
d · [ |A|, p− |A| ].

Applying Theorem 1.4, we improve the constant 0.318 to 0.313.
The paper is laid out as follows. In Section 2, we prove Theorems 1.3 and

1.4. Our results on m-sum-free sets are proved in Section 3. In Section 3.1,
we present the above construction and deduce Theorem 1.7. In Section 3.2, we
apply Theorem 1.4 to obtain Theorem 1.5. Finally, in Section 3.3, we obtain
the above-mentioned improvement of Theorem 1.8.

2. New bounds toward the 3k − 4 conjecture in Z/pZ

Our first task in this section is to prove Theorem 1.3. We shall obtain this
result as the special case ε = 3/4 of the following theorem.

Theorem 2.1. — Let p be prime, let 0 < ε ≤ 3
4 be a real number, let α be the

unique positive root of the cubic 4x3 + (12− 4ε)x2 + (9− 4ε)x+ (8ε− 7), and
let A ⊆ Z/pZ be a nonempty subset with |2A| = 2|A|+ r. Suppose

|2A| ≤ (2 + α)|A| − 3 and |2A| ≤ ε p.
Then there exist arithmetic progressions PA, P2A ⊆ Z/pZ with the same differ-
ence, such that A ⊆ PA, |PA| ≤ |A|+ r + 1, P2A ⊆ 2A, and |P2A| ≥ 2|A| − 1.

The proof is a modification of the argument used to prove [12, Theorem 19.3],
itself based on the original work of Freiman [10] and incorporating improve-
ments to the calculations noted by Rødseth [17]. The main new contribution
is an argument to allow the restriction |2A| ≤ 1

2 (p+3) from [12, Theorem 19.3]
to be replaced by the above condition |2A| ≤ εp. For ε = 3/4, this is optimal
in the sense explained in the Introduction.

In the proof of Theorem 2.1, we use the following version of the 3k−4 theorem
for Z. Here, for X ⊆ Z, we denote the greatest common divisor gcd(X−X) by
gcd∗(X). Note, for |X| ≥ 2, that d = gcd∗(X) is the minimal d ≥ 1, such that
X is contained in an arithmetic progression with difference d. We remark that,
when B = −A, we have PA−A ⊆ A−A and −PA−A ⊆ −(A−A) = A−A. Since
2|PA−A| ≥ 4|A| − 2 > |A − A|, the progressions PA−A and −PA−A intersect,
ensuring that P = PA−A∪−PA−A ⊆ A−A is a progression contained in A−A
with |P | ≥ 2|A| − 1 and −P = P . Thus, the progression PA−A in Theorem 2.2
can be assumed to be symmetric (i.e., centered at the origin) when B = −A.
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Theorem 2.2. — Let A, B ⊆ Z be finite, nonempty subsets with gcd∗(A+B) =
1 and

|A+B| = |A|+ |B|+ r ≤ |A|+ |B|+ min{|A|, |B|} − 3− δ,
where δ = 1 if x + A = B for some x ∈ Z, and otherwise δ = 0. Then there
are arithmetic progressions PA, PB , PA+B ⊆ Z with common difference 1, such
that A ⊆ PA, B ⊆ PB, PA+B ⊆ A+B, |PA| ≤ |A|+ r + 1, |PB | ≤ |B|+ r + 1
and |PA+B | ≥ |A|+ |B| − 1.

Let G and G′ be abelian groups and let A, B ⊆ G. A Freiman isomorphism
is a well-defined map ψ : A + B → G′ defined by two coordinate maps ψA :
A → G′ and ψB : B → G′, such that ψ(x + y) = ψA(x) + ψB(y) for all
x ∈ A and y ∈ B. That ψ is well-defined is equivalent to the statement
that ψA(x1) + ψB(y1) = ψA(x2) + ψB(y2) whenever x1 + y1 = x2 + y2, for
x1, x2 ∈ A and y1, y2 ∈ B, and ψA(A)+ψB(B) is then the homomorphic image
of A+ B. It is an isomorphism if ψ is injective on A+ B, which is equivalent
to ψA(x1)+ψB(y1) = ψA(x2)+ψB(y2) holding if and only if x1 +y1 = x2 +y2,
for x1, x2 ∈ A and y1, y2 ∈ B. We denote this by A + B ∼= ψA(A) + ψB(B).
A Freiman homomorphism ψ : A + B → G′ on the sumset defines a Freiman
homomorphism ψ′ : A − B → G′ on the difference set given by ψ′(x − y) =
ψA(x) − ψB(y), for x ∈ A and y ∈ B, which is an isomorphism when ψ is. In
the special case when A = B, we find that ψA(x) + ψB(y) = ψA(y) + ψB(x)
for all x, y ∈ A = B, implying ψB(x) = ψA(x) + (ψB(y) − ψA(y)) for any
x, y ∈ A = B. Fixing y ∈ A and letting x range over all possible x ∈ A
shows that the map ψB is simply a translate of the map ψA. This means it can
(and generally will) be assumed that ψA = ψB for a Freiman homomorphism
ψ when A = B. See [12, Chapter 20] for a fuller discussion regarding Freiman
homomorphisms.

For a prime p, nonzero g ∈ Z/pZ (which is then a generator of Z/pZ), and
integers m ≤ n, let

[m,n]g = {mg, (m+ 1)g, . . . , ng}
denote the corresponding interval in Z/pZ. If m > n, then [m,n]g = ∅. We
define (for each g ∈ Z/pZ\{0}) a function `g from the set of subsets X ⊂ Z/pZ
to Z≥0, by

`g(X) := min{|P | : P is an arithmetic progression of difference g with X ⊂P}.

We let X = (Z/pZ) \ X denote the complement of X in Z/pZ. We say that
a sumset A + B ⊆ Z/pZ is rectifiable, if `g(A) + `g(B) ≤ p + 1 for some
nonzero g ∈ Z/pZ. In such a case, A ⊆ a0 + [0,m]g and B ⊆ b0 + [0, n]g with
m + n = `g(A) + `g(B) − 2 ≤ p − 1, for some a0, b0 ∈ Z/pZ, in which case
the maps a0 + sg 7→ s and b0 + tg 7→ t, for s, t ∈ Z, when restricted to A
and B, respectively, show that the sumset A + B is Freiman isomorphic (see
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[12, Section 2.8]) to an integer sumset. This allows us to canonically apply
results from Z to the sumset A+B.

If G is an abelian group and A, B ⊆ G are subsets, then we say that A
is saturated with respect to B, if (A ∪ {x}) + B 6= A + B for all x ∈ A. In
the proof of Theorem 2.1, we shall also use the following basic result regarding
saturation [12, Lemma 7.2], whose earlier form dates back to Vosper [21]. We
include the short proof for completeness.

Lemma 2.3. — Let G be an abelian group and let A, B ⊆ G be subsets. Then

−B +A+B ⊆ A
with equality holding if and only if A is saturated with respect to B.

Proof. — First observe that −B + A+B ⊆ A, for if b ∈ B, z ∈ A+B,
and by contradiction −b + z = a for some a ∈ A, then z = a + b ∈ A + B,
contrary to its definition. If A is saturated with respect to B, then given
any x ∈ A, there exists some b ∈ B and z ∈ A+B with x + b = z, whence
x = −b+z ∈ −B+A+B. This shows that A ⊆ −B+A+B, and as the reverse
inclusion always holds (as was just shown), it follows that A = −B + A+B.
Conversely, if A = −B+A+B, then given any x ∈ A, there exists some b ∈ B
and z ∈ A+B with x = −b + z, implying x + b = z /∈ A + B. Since x ∈ A is
arbitrary, this shows that A is saturated with respect to B. �

Proof of Theorem 2.1. — Let f(x) = 4x3 + (12− 4ε)x2 + (9− 4ε)x+ (8ε− 7),
so that f ′(x) = 12x2 + (24 − 8ε)x + (9 − 4ε). Then f ′(x) > 0 for x ≥ 0 (in
view of ε ≤ 3/4), meaning that f(x) is an increasing function for x ≥ 0 with
f(0) = 8ε − 7 < 0 and f(1/2) = 1 + 5ε > 0. Consequently, f(x) has a unique
positive root 0 < α < 1

2 .
Since |2A| ≤ εp < p, the Cauchy–Davenport theorem implies r ≥ −1. Let

β = r + 3
|A| > 0,(2)

so that

r = β|A| − 3, |2A| = 2|A|+ r = (2 + β)|A| − 3 and β ≤ α < 1
2 .(3)

Since 2|A| + r = |2A| ≤ εp ≤ 3
4p, it follows that |A| ≤ 3

8p − 1
2r, and since

r ≥ −1, we deduce that

|A| ≤ 3p+ 4
8 .(4)

The proof naturally breaks into two parts: a first case where there is a large
rectifiable subsumset and a second case where there is not. The latter case will
lead to a contradiction.
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Case 1. — Suppose there exist subsets A′ ⊆ A and B′ ⊆ A with |B′| ≤ |A′|
and

|A′|+ 2|B′| − 4 ≥ |2A|(5)

such that A′ + B′ is rectifiable. Furthermore, choose a pair of subsets A′ ⊆ A
and B′ ⊆ A with these properties, such that |A′|+|B′| is maximal, and for these
subsets A′ and B′, let g ∈ Z/pZ be a nonzero difference with `g(A′) + `g(B′) ≤
p + 1 minimal. Note that |A′| ≥ |B′| ≥ 2; indeed, if |B′| ≤ 1, then combining
this with the hypotheses |B′| ≤ |A′| ≤ |A| and (5) yields the contradiction
|A| − 2 ≥ |2A| ≥ |A|. Since A′ + B′ is rectifiable, the Cauchy–Davenport
theorem for Z [12, Theorem 3.1] ensures

|A′ +B′| = |A′|+ |B′|+ r′ with r′ ≥ −1.

Moreover, we have
A′ ⊆ PA := a0 + [0,m]g, B′ ⊆ PB := b0 + [0, n]g, and
A′ +B′ ⊆ a0 + b0 + [0,m+ n]g,

(6)

with a0, a0 + mg ∈ A′, b0, b0 + ng ∈ B′ and m + n ≤ p − 1, for some
a0, b0 ∈ Z/pZ. Then, since A′ + B′ is rectifiable, it follows that the map
ψ : Z/pZ→ [0, p−1] ⊆ Z defined by ψ(sg) = s for s ∈ [0, p−1] gives a Freiman
isomorphism of A′+B′ with the integer sumset ψ(−a0 +A′)+ψ(−b0 +B′) ⊆ Z.
Observe that

gcd∗(ψ(−a0 +A′) + ψ(−b0 +B′)) = 1,

since if ψ(−a0 +A′) +ψ(−b0 +B′) were contained in an arithmetic progression
with difference d ≥ 2, then this would also be the case for ψ(−a0 + A′) and
ψ(−b0 +B′), and then `dg(A′)+ `dg(B′) < `g(A′)+ `g(B′) would follow in view
of |A′| ≥ |B′| ≥ 2, contradicting the minimality of `g(A′) + `g(B′) for g.

In view of (5) and |B′| ≤ |A′|, we have |A′ + B′| ≤ |2A| ≤ |A′| + |B′| +
min{|A′|, |B′|} − 4. Thus, since gcd∗(ψ(−a0 +A′) +ψ(−b0 +B′)) = 1, we can
apply the 3k − 4 theorem (Theorem 2.2) to the isomorphic sumset ψ(−a0 +
A′) + ψ(−b0 + B′). Then, letting PA = a0 + [0,m]g, PB = b0 + [0, n]g and
letting PA+B ⊆ A′ +B′ be the resulting arithmetic progressions with common
difference g, we conclude that

|PA \A′| ≤ r′ + 1 und |PB \B′| ≤ r′ + 1.(7)

If A′ = A and B′ = A, then the original sumset 2A is rectifiable, we have
r′ = r, and the theorem follows with PA = PB and P2A = PA+B as just
defined. Therefore, we can assume otherwise, which in view of |B′| ≤ |A′|
means

A \B′ 6= ∅.(8)
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Let ∆ = |2A| − |A′ +B′| ≥ 0. Then

r′ = |A \A′|+ |A \B′|+ r −∆.(9)

Since |A′|+ |B′|+ r′ = |A′+B′| = |2A| −∆, it follows from (5) and |B′| ≤ |A′|
that

r′ ≤ |B′| − 4−∆ and r′ ≤ |A′| − 4−∆.(10)

Averaging both bounds in (10), using (9), and recalling that |2A| = 2|A| + r,
we obtain

r′ ≤ 1
3 |2A| −

8
3 −∆.(11)

Step A. — | −A′ +A′ +A| ≤ |A′ +A|+ 2|A′| − 4.

Proof. — If Step A fails, then combining its failure with p − |2A| = |2A| ≤
|A′ +A| and Lemma 2.3 yields

p− |2A|+ 2|A′| − 3 ≤ |A′ +A|+ 2|A′| − 3 ≤ | −A′ +A′ +A| ≤ |A| = p− |A|,
which implies that |A| + 2|A′| − 3 ≤ |2A|. This together with (5) and |B′| ≤
|A′| ≤ |A| implies |A|+ 2|A′| − 3 ≤ |A′|+ 2|B′| − 4 ≤ |A|+ 2|A′| − 4, which is
not possible. �

Step B. — | −A′ +A′ +A| ≤ |A′|+ 2|A′ +A| − 3.

Proof. — If Step B fails, then combining its failure with 2p − 4|A| − 2r =
2|2A| ≤ 2|A′ +A| and Lemma 2.3 yields

|A′|+ 2p− 4|A| − 2r − 2 ≤ |A′|+ 2|A′ +A| − 2
≤ | −A′ +A′ +A| ≤ |A| = p− |A|.

Collecting terms in the above inequality, multiplying by 2, and applying the
estimates |B′| ≤ |A′| and (11) yields

2p ≤ 6|A|+ 4r − 2|A′|+ 4 ≤ 3|2A|+ r − |A′| − |B′|+ 4
= 3|2A| − |A′ +B′|+ r + r′ + 4 = 2|2A|+ ∆ + r + r′ + 4

≤ 7
3 |2A|+ r + 4

3 .

Hence, |2A| ≥ 6
7p− 3

7r − 4
7 . Combined with (3) and (4), we conclude that

6
7p−

3
7α
(3p+ 5

8

)
+ 5

7 <
6
7p−

3
7β|A|+

5
7 = 6

7p−
3
7r −

4
7 ≤ |2A| ≤ εp ≤

3
4p,

which yields the contradiction 0 < ( 6
7 − 3

4 − 9
56α)p < 15

56α − 5
7 < 0 (in view of

α < 1
2 ), completing Step B. �
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By our application of the 3k − 4 theorem (Theorem 2.2) to ψ(−a0 + A′) +
ψ(−b0 + B′), we know that A′ + B′ contains an arithmetic progression PA+B
with difference g and length |PA+B | ≥ |A′|+ |B′| − 1, which implies

`g(A′ +B′) ≤ p− |A′| − |B′|+ 1.

By (7) and (10), we obtain

`g(−A′) = `g(A′) ≤ |A′|+ r′ + 1 ≤ |A′|+ |B′| − 3,(12)

whence `g(−A′)+`g(A′ +B′) ≤ p−2, ensuring that −A′+A′ +B′ is rectifiable
via the difference g. Since A′ +A ⊆ A′ +B′, it follows that −A′ + A′ +A is
also rectifiable via the difference g.

By our application of the 3k − 4 theorem (Theorem 2.2) to ψ(−a0 + A′) +
ψ(−b0+B′) we know that ψ(−a0+A′) is contained in the arithmetic progression
ψ(−a0 + PA) = [0,m] with difference 1 and length |PA| ≤ |A′| + r′ + 1, with
the latter inequality by (7). Moreover, r′ + 1 ≤ |B′| − 3 ≤ |A′| − 3 (by (10)),
so that |A′| > d 1

2 |PA|e, meaning that ψ(−a0 + A′) must contain at least two
consecutive elements. Hence,

gcd∗(ψ(−a0 +A′)) = 1.(13)

Since −A′+A′ +A is rectifiable via the difference g, it is then isomorphic to the
integer sumset ψ(a0 +mg−A′) +ψ(x+A′ +A) for an appropriate x ∈ Z/pZ.
Hence, in view of (13), Step A, and Step B, we can apply the 3k − 4 theorem
(Theorem 2.2) to the isomorphic sumset ψ(a0 +mg−A′) +ψ(x+A′ +A) and
thereby conclude that there is an arithmetic progression P ⊆ −A′+A′ +A with
difference g and length |P | ≥ |A′|+ |A′ +A| − 1 ≥ |A′|+ |2A| − 1 = p− |2A|+
|A′| − 1. Consequently, since Lemma 2.3 ensures that P ⊆ −A′ +A′ +A ⊆ A,
it follows that `g(A) ≤ |2A| − |A′|+ 1. Combined with (12), we find that

`g(A′) + `g(A) ≤ |2A|+ r′ + 2.(14)

If A′ + A is not rectifiable, then `g(A′) + `g(A) ≥ p + 2, and, hence, by (11)
and (14) we have p ≤ |2A| + r′ ≤ 4

3 |2A| − 8
3 , whence |2A| ≥ 3

4p + 2 > εp,
contrary to the hypothesis. Therefore, A′ + A is rectifiable. This contradicts
the maximality of |A′|+ |B′|, since by (8) we have |A| > |B′|, which completes
Case 1.
Case 2. — Every pair of subsets A′ ⊆ A and B′ ⊆ A with |B′| ≤ |A′|, whose
sumset A′ +B′ is rectifiable, has

|A′|+ 2|B′| ≤ |2A|+ 3.(15)

Let ` := |2A| = 2|A| + r. For the rest of this proof, let us identify Z/pZ with
the set of integers [0, p − 1] with addition mod p. Then, for every X ⊆ Z/pZ
and d ∈ Z/pZ, we define the exponential sum SX(d) =

∑
x∈X e

2πi
p dx ∈ C.
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The idea is to use Freiman’s estimate [13, Theorem 1] for such sums to show
that the assumption (15) implies

|SA(d)| ≤ 1
3 |A|+ 2

3r + 2 for all nonzero d ∈ Z/pZ.(16)

For any u ∈ [0, 2π), consider the open arc Cu = {eix : x ∈ (u, u+π)} of length
π in the unit circle in C. Let A′ = {x ∈ A : e

2πi
p dx ∈ Cu}. Since the set of

p-th roots of unity contained in Cu correspond to an arithmetic progression
of difference 1 in Z/pZ, it is clear that for d∗, the multiplicative inverse of d
modulo p, we have `d∗(A′) ≤ p+1

2 . Hence, the sumset A′ + A′ is rectifiable.
Then the assumption (15) implies that 3|A′| ≤ |2A|+ 3. This shows that every
open half-arc of the unit circle contains at most n = 1

3 |2A|+ 1 of the |A| terms
involved in the sum SA(d). By [13, Theorem 1] applied with this n, N = |A|,
and ϕ = π, we obtain |SA(d)| ≤ 2n−N = 2

3 |2A|+ 2− |A|, and (16) follows.
To complete the proof, we now exploit (16) to obtain a contradiction, using

in particular the following manipulations, which are standard in the additive
combinatorial use of Fourier analysis (e.g. [12, pp. 290–291])

By Fourier inversion and the fact that SA(0) = |A| and S2A(0) = `, we have

|A|2p =
∑

x∈Z/pZ
SA(x)SA(x)S2A(x)

= SA(0)SA(0)S2A(0) +
∑

x∈(Z/pZ)\{0}
SA(x)SA(x)S2A(x)

= |A|2`+
∑

x∈(Z/pZ)\{0}
SA(x)SA(x)S2A(x)

≤ |A|2`+
∑

x∈(Z/pZ)\{0}
|SA(x)||SA(x)||S2A(x)|

≤ |A|2`+ ( 1
3 |A|+ 2

3r + 2)
∑

x∈(Z/pZ)\{0}
|SA(x)||S2A(x)|.

This last sum is at most
(∑

x∈Z/pZ\{0} |SA(x)|2
)1/2(∑

x∈Z/pZ\{0} |S2A(x)|2
)1/2

by the Cauchy–Schwarz inequality. We thus conclude that

|A|2p ≤ |A|2`+ |A|+ 2r + 6
3 (|A|p− |A|2)1/2(`p− `2)1/2.

Rearranging this inequality, we obtain

|A|+ 2r + 6
3|A| ≥ |A|(p− `)

|A|1/2(p− |A|)1/2`1/2(p− `)1/2 =
(

p
` − 1
p
|A| − 1

)1/2

.(17)
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By hypothesis r = β|A|−3 and ` = |2A| = (2 +β)|A|−3, so |A| = `+3
2+β >

`
2+β .

Using these estimates in (17) yields
1 + 2β

3 = |A|+ 2(β|A| − 3) + 6
3|A| = |A|+ 2r + 6

3|A|

≥
(

p
` − 1
p
|A| − 1

)1/2

>

( p
` − 1

(2 + β)p` − 1

)1/2
.

Rearranging the above inequality yields (in view of 0 < β ≤ α < 1)

εp ≥ ` > 1− ( 1+2β
3 )2(2 + β)

1− ( 1+2β
3 )2

p.(18)

Since β ≤ α < 1, rearranging the above inequality yields
4β3 + (12− 4ε)β2 + (9− 4ε)β + 8ε− 7 > 0.(19)

Thus, f(β) > 0, with f(x) = 4x3 +(12−4ε)x2 +(9−4ε)x+8ε−7. As noted at
the start of the proof, f(x) is increasing for x ≥ 0 with a unique positive root
α. As a result, (19) ensures that β > α, which is contrary to the hypothesis,
completing the proof. �

Remark 2.4. — Our restriction |2A| ≤ 3
4p in Theorem 2.1 could be relaxed

somewhat further, but at increasingly greater cost to the resulting constant
α. One simply needs to strengthen the hypothesis of (5) and appropriately
adjust the Fourier analytic calculation in Case 2 in the above proof, using the
correspondingly weakened inequality for (15).

Proof of Theorem 1.3. — As mentioned earlier, Theorem 1.3 is just the special
case of Theorem 2.1 with ε = 3

4 . �

We now proceed to prove the variant that we shall apply in the next section.

Proof of Theorem 1.4. — The proof is very close to that of Theorem 2.1, with
the most significant difference occurring in Case 2. We only highlight the few
differences in the argument.

First observe that, if p = 2, then |2A| < p forces |A| = 1, in which case, the
theorem holds trivially. Therefore, we can assume p ≥ 3. Next, observe (via
Taylor series expansion) that p sin(π/p) is an increasing function for p > 1 with
limit π. The function η/ sin(πη/3) is also an increasing function for η ∈ (0, 1).
Thus, α ≤ − 5

4 + 1
4
√

9 + 8π/ sin(π/3) < 0.3. By hypothesis, |A| ≤ p−r
3 =

1
3p− 1

3β|A|+ 1, implying

|A| ≤ p+ 3
β + 3 <

p+ 3
3 ,(20)

which replaces (4) for the proof. Also, |2A| = 2|A|+ r ≤ 2(p−r3 ) + r = 2p+r
3 .
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At the end of Step B in Case 1, we instead obtain 6
7p− 3

7r− 4
7 ≤ |2A| ≤

2p+r
3 ,

which implies
2
3p ≥

6
7p−

16
21r −

4
7 ≥

6
7p−

16
21α|A|+

16
7 −

4
7 >

6
7p−

16
21α

(p+ 3
3

)
+ 16

7 −
4
7 ,

with the final inequality above in view of (20). Thus, 0 < ( 6
7 − 2

3 − 16
63α)p <

16
21α− 12

7 < 0 (in view of 0 < α < 0.3), which is the contradiction that instead
completes Step B.

At the end of Case 1, we instead likewise obtain
3
4p+ 2 ≤ |2A| ≤ 2p+ r

3 ≤ 2
3p+ 1

3α|A| − 1 < 2
3p+ 1

3α
(p+ 3

3

)
− 1.

This yields the contradiction 0 < ( 3
4 − 2

3 − α
9 )p < α

3 − 3 < 0 (in view of
0 < α < 0.3) in order to complete Case 1.

For Case 2, we begin by following the argument that proves (16), except
that we use Lev’s sharper estimate [13, Theorem 2] instead of [13, Theorem 1].
Thus, using that any two distinct terms in SA have the shortest arc between
them of length at least δ = 2π/p, we obtain by [13, Theorem 2] applied with
n = 1

3 |2A|+ 1 ≤ p/2 (so δn ≤ π) that for every such nonzero d, we have

|SA(d)| ≤
sin
(( 1

3 |2A|+ 1− 1
2 |A|

) 2π
p

)

sin(πp ) =
sin
(
( 1

3 |A|+ 2
3r + 2)πp

)

sin(πp ) .(21)

Let M = 1
3 |A| + 2

3r + 2 and let y = M/p. Note M ≤ ( 1
3 + 2

3α)|A| < ( 1
3 +

2
3 (0.3))p+3

3 < p
2 in view of r ≤ α|A| − 3 and (20), ensuring y ∈ (η3 ,

1
2 ). Then

the inequality in (21) becomes |SA(d)| ≤ sin(yπ)
yp sin(πp ) M . The function f(p, y) =

sin(yπ)
yp sin(πp ) is decreasing in y ∈ (0, 1/2) for any fixed p ≥ 3, as can be seen
by considering the Taylor series expansion of its partial derivative. It is also
decreasing in p for every fixed y ∈ (0, 1/2) by a similar analysis. Letting
γ = f(p, η3 ) > 0, we can, therefore, replace (16) by the bound

|SA(d)| ≤ γ( 1
3 |A|+ 2

3r + 2).(22)
Since M π

p <
π
2 , M > 1 and p ≥ 3, it follows that sin(M π

p )−M sin(πp ) ≤ 0 (as
can be seen by considering derivatives with respect to M and using the Taylor
series expansion of tan(πp ) to note tan(πp ) > π

p ). Consequently, we see that
the bound in (21) is at most M , ensuring γ ≤ 1. We now obtain the following
inequality instead of (17):

γ
1 + 2β

3 =
γ( 1

3 |A|+ 2
3r + 2)

|A|

≥ |A|(p− `)
|A|1/2(p− |A|)1/2`1/2(p− `)1/2 =

(
p
` − 1
p
|A| − 1

)1/2

.

(23)
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A similar rearrangement to the one that yielded (18) now leads to

2p+ β
3+β (p+ 3)− 3

3 ≥ 2p+ β|A| − 3
3 = 2p+ r

3 ≥ |2A|

>
1− γ2( 1+2β

3 )2(2 + β)
1− γ2( 1+2β

3 )2
p,

(24)

with the first inequality following from (20). Since 0 ≤ β < 1 and 0 < γ ≤ 1,
we have β

3+β < 1 and also 1 − γ2( 1+2β
3 )2 > 0, so (24) implies

(
β+2
β+3

)(
1 −

γ2( 1+2β
3
)2)

> 1 − γ2( 1+2β
3
)2(2 + β). Multiplying both sides by β + 3 > 0

and grouping on the left-hand side the terms involving γ, we obtain (β +
2)2γ2( 1+2β

3
)2
> 1. Taking square roots and expanding, we deduce 2β2+5β+2−

3γ−1 > 0. The quadratic formula thus implies that either β < −5−
√

9+24γ−1

4 <

0 or β >
−5+
√

9+24γ−1

4 = α. Since β > 0, this contradicts the hypothesis
β ≤ α, completing the proof. �

3. Bounds for m-sum-free sets in Z/pZ

In this section, we give new bounds for the quantity dm(Z/pZ) defined in
formula (1) and for the associated limit

dm = lim
p→∞
p prime

dm(Z/pZ).

In Section 3.1, we present some examples of largem-sum-free sets and in Section
3.2, we apply Theorem 1.4 to give a new upper bound for dm(Z/pZ). In Section
3.3 we obtain an improvement of Theorem 1.8.

3.1. Lower bounds for dm(Z/pZ). — As mentioned in the Introduction, a
simple example of a largem-sum-free set is the interval ( 2

m2−4p,
m

m2−4p), having
the asymptotic density 1

m+2 as p → ∞. This gives the largest known size of
m-sum-free sets for m ≤ 6 but not for greater values of m. Indeed, there
is the following construction, following an idea due to Tomasz Schoen. The
version given below incorporates a suggestion of the anonymous referee that,
with some additional modification, yielded the result as stated below. As noted
in the proof, for fixed m, the constant 1

8 can be improved by a small factor
tending to 0 as m→∞.

Lemma 3.1. — For each integer m ≥ 7, we have dm(Z/pZ) ≥ 1
8 (1 − 1

p ) for
every prime p of the form p = 4m2n+ 1. In particular, dm ≥ 1

8 .

Proof. — We identify Z/pZ with the interval of integers [0, p−1] with addition
mod p. Let λ ∈ [3,m] and µ ∈ [0,m−1] be integer parameters to be fixed later
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and consider the interval

J = {4mn+ 1, 4mn+ 2, . . . , 2λmn} ⊂ [0, p− 1].

We define an m-sum-free set A by picking elements from J in appropriate
congruence classes mod m:

A := {x ∈ J : xmodm ∈ [0, µ]}.

Note that the sumset A+A taken in Z is a subset of [0, p− 1] because λ ≤ m
guarantees 2 maxA = 4mnλ ≤ 4m2n = p − 1. We therefore have y ∈ 2A ⇒
ymodm ∈ [0, 2µ].

Now,

J =
dλ2 e−2⋃

i=1
[(4i)mn+ 1, 4(i+ 1)mn] ∪ [(4(dλ2 e − 1)mn+ 1, 2λmn]

⊆
dλ2 e−1⋃

i=1
[(4i)mn+ 1, 4(i+ 1)mn].

Since p = 4m2n + 1, we have m · [(4i)mn + 1, 4(i + 1)mn] = {m − i, 2m −
i, . . . , 4m2n − i} for i ∈ [1, dλ2 e − 1], meaning that m · J is covered by the
progressions

Ui = {m− i, 2m− i, . . . , 4m2n− i}, i ∈ [1, dλ2 e − 1].

For A to be m-sum-free it suffices to ensure that 2A∩ (m ·J) = ∅, and for this,
it suffices for λ and µ to satisfy 2µ ≤ m− (dλ2 e − 1)− 1, that is,

2µ+ dλ2 e ≤ m.

We also have |A| = (µ+ 1) |J|m = 2n(µ+ 1)(λ− 2), so

|A|
p− 1 = (µ+ 1)(λ− 2)

2m2 .

Suppose m ≡ 0 mod 4, so m ≥ 8. Considering λ = m and µ = m
4 yields

|A|
p−1 = (µ+1)(λ−2)

2m2 = m2+2m−8
8m2 , which is at least 1

8 for m ≥ 4.
Suppose m ≡ 1 mod 4, so m ≥ 9. Considering λ = m and µ = m−1

4 yields
|A|
p−1 = (µ+1)(λ−2)

2m2 = m2+m−6
8m2 , which is at least 1

8 for m ≥ 6. We remark that
taking λ = m− 3 and µ = m+3

4 instead yields |A|p−1 = (µ+1)(λ−2)
2m2 = m2+2m−35

8m2 ,
which is slightly better for larger values of m.

Suppose m ≡ 2 mod 4, so m ≥ 10. In this case, we will modify the above
construction with λ = m − 1 and µ = m−2

4 . For these parameters, we have
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dλ2 e − 1 = m−2
2 , 2(µ+ 1) = m+2

2 = m− m−2
2 , and

m · [(4(dλ2 e − 1)mn+ 1, 2λmn] = m · [2(m− 2)mn+ 1, 2(m− 1)mn]
= {m− m−2

2 , 2m− m−2
2 , . . . , 2m2n− m−2

2 },(25)

which is the subset of m · J ⊆ [0, p − 1] congruent to m − m−2
2 modulo m.

Let B = {tm + m+2
4 : mn ≤ t ≤ 2(m − 1)n − 1} and set A′ = A ∪ B. Since

mn ≤ t ≤ 2(m−1)n−1, we have B ⊆ J , while 2B = {2m2n+m−m−2
2 , 2m2n+

2m− m−2
2 , . . . , 4(m− 1)mn−m− m−2

2 }, which is disjoint from the set in (25).
Since A+B is also disjoint from m ·J , it follows that 2A′∩ (m ·J) = ∅, so A′ is
m-sum-free. We have |A

′|
p−1 = |A|+|B|

p−1 = 2n(µ+1)(λ−2)+(m−2)n
p−1 = m2+m−10

8m2 , which
is at least 1

8 for m ≥ 10. We remark that taking λ = m − 2 and µ = m+2
4 in

the original construction instead yields |A|p−1 = (µ+1)(λ−2)
2m2 = m2+2m−24

8m2 , which
is slightly better for larger values of m.

Suppose m ≡ 3 mod 4, so m ≥ 7. We modify the original construction
with λ = m and µ = m−3

4 . For these parameters, we have dλ2 e − 1 = m−1
2 ,

2(µ+ 1) = m+1
2 = m− m−1

2 , and

m · [(4(dλ2 e − 1)mn+ 1, 2λmn] = m · [2(m− 1)mn+ 1, 2m2n]
= {m− m−1

2 , 2m− m−1
2 , . . . , 2m2n− m−1

2 },

which is the subset ofm·J ⊆ [0, p−1] congruent tom−m−1
2 modulom. Let B =

{tm+ m+1
4 : mn ≤ t ≤ 2mn−1} and set A′ = A∪B. Since mn ≤ t ≤ 2mn−1,

we have B ⊆ J , while 2B = {2m2n+m− m−1
2 , 2m2n+ 2m− m−1

2 , . . . , 4m2n−
m − m−1

2 }. Thus, similarly to the previous case, 2A′ ∩ (m · J) = ∅, so A′ is
m-sum-free. We have |A

′|
p−1 = |A|+|B|

p−1 = 2n(µ+1)(λ−2)+mn
p−1 = m2+m−2

8m2 , which is
at least 1

8 for m ≥ 2. We remark that taking λ = m − 1 and µ = m+1
4 in the

original construction instead yields |A|p−1 = (µ+1)(λ−2)
2m2 = m2+2m−15

8m2 , which is
slightly better for larger m.

In all four cases above, we obtain a set A, such that dm(Z/pZ) ≥ |A|
p ≥

|A|
p−1 (1− 1

p ) ≥ 1
8 (1− 1

p ), and now the claim about the limit follows from the fact
that by Dirichlet’s theorem there exist infinitely many primes in the arithmetic
progression {4m2n+ 1 : n ≥ 1}. �

3.2. Upper bound for dm(Z/pZ). — In this section we prove Theorem 1.5,
which we restate here for convenience.

Theorem 3.2. — Let p ≥ 80 be a prime, m be an integer in [2, p − 2], and
c = c(p) be the solution to the equation c = 1+3/p

3+α(c,p) , where α = α(c, p) is the
parameter in Theorem 1.4 with η = c. Then, dm(Z/pZ) < c. In particular,
dm ≤ 1

3.1955 .
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The idea of the proof is roughly the following: either an m-sum-free set A
has a doubling constant at least 2 + α, in which case, since (m · A) ∩ 2A = ∅,
we have (3 + α)|A| ≤ |(m · A)| + |2A| ≤ p and we are done; or we can apply
Theorem 1.4, and thus, working with the two arithmetic progressions provided
by the theorem, we reduce the problem essentially to bounding the size that
two progressions I and J of equal difference can have if the dilatem·J has small
intersection with I. Let us begin by establishing this result about progressions.

Lemma 3.3. — Let p ≥ 80 be prime, 0 < α ≤ 1/5, d ∈ [2, p− 2], and N ∈ N.
Let I and J be progressions in Z/pZ having the same difference and satisfying
|I| = 2N − 1, |J | > (1 +α)N − 3, and |I ∩ (d · J)| ≤ αN − 2. Then, N < p+3

3+α .

Proof. — First note that without loss of generality, we can assume d ≤ p−1
2 ,

since if the lemma is proved with this assumption, then, given d > p−1
2 , we

can multiply by −1 and apply the lemma with the intervals −I and J . Let
us proceed by contradiction supposing that there exists some N (along with
p, d, α, I, and J), such that the hypotheses of the lemma are satisfied, but
N ≥ p+3

3+α . Note that the supposed properties of I and J are conserved, if we
dilate by the inverse of their difference mod p and if we translate, replacing I
by I + dz and J by J + z. It follows that identifying Z/pZ with the integers
[0, p − 1] with addition mod p, we can assume that I = [p − |I|, p − 1] and
J = x+ [0, |J | − 1] mod p, for some x ∈ [0, p− 1].

We claim that we can assume without loss of generality that

d · x ∈ [0, d− 1] mod p.(26)

Indeed, if this does not hold, then either d · x ∈ [d, p − |I| + d − 1] mod p or
d·x ∈ [p−|I|, p−1]. If the former holds, then d·(x−1) /∈ I mod p, so the interval
J ′ = (x−1)+[0, |J |−1] satisfies the hypotheses with |I ∩ (d ·J ′)| ≤ |I ∩ (d ·J)|.
On the other hand, if d ·x ∈ [p−|I|, p−1], then letting J ′ = (x+1)+[0, |J |−1]
we have d · x ∈ I ∩ (d · J) and d · x /∈ I ∩ (d · J ′), so this interval J ′ satisfies
the hypotheses with |I ∩ (d · J ′)| ≤ |I ∩ (d · J)|. In either case, by repeatedly
shifting the interval J , we eventually obtain (26).

Given (26), we may partition d · J into successive progressions Ui (with
difference d) for i ∈ [1, s + 1], such that Ui = (minUi + dZ) ∩ [0, p − 1] with
minUi ∈ [0, d − 1] for i ∈ [1, s], and Us+1 is either empty or consists of an
initial portion of (minUs+1 + dZ) ∩ [0, p− 1] with minUs+1 ∈ [0, d− 1]. Then,
|Ui ∩ I| ≥

⌊
|I|
d

⌋
for i ∈ [1, s]. It follows that |(d · J) ∩ I| ≥ s

⌊
|I|
d

⌋
, whence

αN − 2 ≥ s
⌊ |I|
d

⌋
.(27)

Now, as d · x ∈ [0, d− 1] mod p, each Ui with i ≤ s starts in [0, d− 1] and ends
in [p− d, p− 1], so s is at least the number of consecutive intervals of length p
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that fit inside [0, |J |d− 1]:

s ≥
⌊ |J |d

p

⌋
>

((1 + α)N − 3)d
p

− 1.(28)

Substituting this lower bound for s in (27), as well as the bound
⌊ |I|
d

⌋
≥

|I|
d − d−1

d = 2N
d − 1, and expanding the resulting product, we obtain αN − 2 >

2(1+α)
p N2 −

( (1+α)d
p + 6

p + 2
d

)
N + 1 + 3d

p . We group all terms involving N on
the right-hand side, note that the other terms grouped on the left-hand side
amount to a negative number, and multiply through by p

2(1+α)N to deduce that

N <
1

2(1 + α)

(
d(1 + α) + 6 + 2p

d
+ αp

)
.(29)

We want to obtain a contradiction from this, using that N ≥ p+3
3+α . To this end,

using the bounds 2 ≤ d ≤ p−1
2 on the right-hand side of (29) is not enough.

However, we shall now show that we can assume 11 ≤ d < p/6, which will be
enough.

First, we claim that s ≥ 1. Indeed, otherwise |J | ≤ |(d · J) ∩ I| + |(d ·
J) ∩ [0, p − |I| − 1]| ≤ αN − 2 +

⌈p−|I|
d

⌉
. Using the assumptions on |I|, |J |,

and d ≥ 2, we deduce that N < p+2d
d+2 ≤

p
4 + 2. This, combined with our

assumptions N ≥ (p+ 3)/(3 + α) and α < 1/5, contradicts p ≥ 80.
Since s ≥ 1, (27) yields αN − 2 ≥ b|I|/dc ≥ 2N

d − 1. It follows that
(αN − 1)d ≥ 2N > 0. Hence, αN − 1 > 0 and d ≥ 2N

αN−1 >
2
α , whence d ≥ 11

follows in view of α ≤ 1
5 .

Note that b|I|/dc ≥ 1, for otherwise 2N = |I|+ 1 < d+ 1 ≤ p+1
2 , contradict-

ing our assumptions N ≥ p+3
3+α and α ≤ 1/5. Combining this with (27) and (28),

we obtain αN − 2 > ((1+α)N−3)d
p − 1, which means d ≤

(
αN−1

(1+α)N−3
)
p < α

1+αp.
As α ≤ 1/5, we conclude that d < p/6.

Now using the bounds 11 ≤ d < p/6 in (29) and the assumption that
N ≥ p+3

3+α , we deduce that p+3
3+α < p

12 + p
11(1+α) + αp

2(1+α) + 3
1+α , implying

1
3.2 <

1
12 + 1

11 + 1
10 + 3

p , contradicting p ≥ 80. �

Remark 3.4. — It is possible to extend the validity of Lemma 3.3 to all
primes p ≥ 5, at the cost of lengthening the proof with several technicalities.
The lemma has potential generalizations that seem of independent interest,
although we do not need to pursue them for our purposes in this paper. For
instance, the anonymous referee raised the question of which values of coeffi-
cients α, β and which functions f(α, β), g(α, β) > 0 ensure that the following
statement holds: if I, J are arithmetic progressions in Z/pZ with common
difference and respective sizes αN + a, βN + b, then N > f(α, β)p implies
|I ∩ (d · J)| > g(α, β)N .
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We can now prove the main result.

Proof of Theorem 3.2. — Let A ⊆ Z/pZ be an m-sum-free subset of maximum
size, with |A| = ηp, and let α = α(η, p) = − 5

4 + 1
4
√

9 + 8 η p sin(π/p)/ sin(πη/3).
Assume by contradiction that η ≥ c. Then, since x 7→ 1+3/p

3+α(x,p) is decreasing in
x ∈ (0, 1), and c = 1+3/p

3+α(c,p) , we deduce that η ≥ c ≥ 1+3/p
3+α , whence

|A| ≥ p+ 3
3 + α

> 1.(30)

As noted at the start of the proof of Theorem 1.4, α(η, p) is increasing for
η ∈ (0, 1) with p sin(π/p)→ π monotonically. Since 2A and m ·A are disjoint,
we have |2A| ≤ p − |A|, while |2A| ≥ 2|A| − 1 by the Cauchy–Davenport
theorem. Thus, 2|A| − 1 ≤ |2A| ≤ p − |A|, implying |A| ≤ p+1

3 and η ≤ p+1
3p .

Since p ≥ 80, we have η ≤ 3
8 and α ≤ − 5

4 + 1
4
√

9 + 3π/ sin(π/8) < 0.2.
Let |2A| = 2|A|+r. Since A ism-sum-free, the sets 2A andm·A are disjoint,

which implies that |2A| < p (as A is nonempty) and that p ≥ |2A|+ |m ·A| =
3|A|+ r. Thus,

|A| ≤ p− r
3 and |2A| = 2|A|+ r ≤ 2p+ r

3 .

Since |2A| < p, the Cauchy–Davenport theorem implies r ≥ −1.
If |2A| = 2|A| + r > (2 + α)|A| − 3, then r > α|A| − 3, in which case

|A| ≤ p−r
3 < p−α|A|+3

3 , which contradicts (30). Therefore, |2A| ≤ (2+α)|A|−3
and r ≤ bα|A| − 3c. We can now apply Theorem 1.4. As a result, there
are arithmetic progressions PA and P2A with common difference g such that
A ⊆ PA, P2A ⊆ 2A, |PA| = b(1 + α)|A| − 2c ≤ p, and |P2A| = 2|A| − 1. It
follows that P := m ·PA is an arithmetic progression with difference mg 6= ±g,
such that

|P ∩ P2A| ≤ |P ∩ 2A| ≤ |PA \A| ≤ α|A| − 2.
We can, therefore, apply Lemma 3.3 with N = |A| (as α < 0.2), deducing
that |A| < p+3

3+α , which is a contradiction. Therefore, we must have η < c, so
dm(Z/pZ) < c, which proves the first claim in the theorem. Taking the limit
of c as p → ∞, we deduce that dm ≤ t, where t is defined by the equation
t = F (t) for the function F (t) = ( 7

4 + 1
4
√

9 + 8 t π/ sin(πt/3))−1. Since F is
monotonically decreasing and satisfies F (3.1955−1) < 3.1955−1, we must have
t < 3.1955−1, which proves the second claim in the theorem. �

3.3. The structure of large sum-free sets in Z/pZ. — In this final part of the
paper, we apply Theorem 1.4 to obtain the following improvement of Theo-
rem 1.8.

Theorem 3.5. — Let p ≥ 14 000 be prime and let A ⊆ Z/pZ be sum-free with
|A| ≥ (0.313)p. Then, m ·A ⊆ [ |A|, p− |A| ] ⊆ Z/pZ, for some m ∈ [1, p− 1].
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Proof. — By hypothesis, |A| = ηp > 0 with η ≥ 0.313. Set |2A| = 2|A| + r.
Since A is sum-free, we have (2A)∩A = ∅, implying 2|A|+r = |2A| ≤ p−|A| <
p, whence |A| ≤ p−r

3 . As in the proof of Theorem 3.2, let α = α(η, p) =
− 5

4 + 1
4
√

9 + 8 η p sin(π/p)/ sin(πη/3). Observe that α(η, p) is increasing as a
function of p ≥ 2 and η ∈ (0, 1), so α = α(η, p) ≥ α(0.313, 14000) ≥ β :=
0.195579. If |2A| > (2+β)|A|−3, then we have (2+β)|A|−3 < |2A| ≤ p−|A|,
implying (0.313)p ≤ |A| < p+3

3+β , and, thus, p ≤ 13 875, which is contrary to
the hypothesis. Therefore, we instead conclude that |2A| ≤ (2 + β)|A| − 3 ≤
(2 + α)|A| − 3, allowing us to apply Theorem 1.4 to conclude that there is an
arithmetic progression P ⊆ Z/pZ with A ⊆ P and |P | ≤ |A|+r+1. By dilating
A by the inverse of the difference of the progression P , we can assume without
loss of generality that P has difference 1. Since 2|A|+r = |2A| ≤ (2+β)|A|−3,
we have r ≤ β|A| − 3, and, thus, |P | ≤ |A| + r + 1 ≤ (1 + β)|A| − 2. The
bound |A| ≤ (p + 1)/3 given by the Cauchy–Davenport theorem then implies
|P | ≤ (1 + β)(p+ 1)/3 < p+1

2 . It follows that the sumset A+A is rectifiable.
Let ψ : A+A→ Z be the associated Freiman isomorphism, with coordinate

map ψA : A→ Z. Note that the map of the form a0 + sg 7→ s involved in the
definition of ψA (see the remarks before Lemma 2.3) can be assumed to be just
a translation (since the element g here, being the difference of P , is assumed
to be 1). By slight abuse of notation, we drop the subscript from ψA, denoting
this map also by ψ. Let ψ′ : A− A → Z be the Freiman isomorphism defined
by ψ′(x− y) = ψ(x)− ψ(y), for x, y ∈ A (see the remarks after Theorem 2.2).
Since |P | ≤ |A| + r + 1 ≤ 2|A| − 2 implies |A| > |P |+1

2 , we are assured that
A contains two consecutive elements in P , whence gcd∗(ψ(A)) = 1. Since A
is sum-free, we have (A − A) ∩ A = ∅, and, thus, |A − A| ≤ p − |A|. Since
A−A ∼= ψ(A)−ψ(A), we have |ψ(A)−ψ(A)| = |A−A| and |ψ(A)| = |A|. As a
result, if |ψ(A)−ψ(A)| ≥ 3|ψ(A)|−3, then p−|A| ≥ |A−A| = |ψ(A)−ψ(A)| ≥
3|ψ(A)| − 3 = 3|A| − 3, implying (0.313)p ≤ |A| ≤ p+3

4 , contradicting that
p ≥ 14 000. Therefore, |ψ(A) − ψ(A)| ≤ 3|ψ(A)| − 4, allowing us to apply the
3k− 4 theorem (Theorem 2.2) with the sets ψ(A), −ψ(A). This, together with
the remarks in the paragraph above Theorem 2.2, implies that [−(|A|−1), (|A|−
1)] ⊆ ψ(A)−ψ(A). Hence, [−(|A|−1), (|A|−1)] ⊆ ψ′(A−A) and given the form
of ψ′, it follows that in Z/pZ, we have [−(|A| − 1), (|A| − 1)] ⊆ A−A. Since A
being sum-free implies (A−A)∩A = ∅, this forces A∩[−(|A|−1), (|A|−1)] = ∅,
i.e., A ⊆ [ |A|, p− |A| ], which completes the proof. �
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Résumé (Équivalences de Morita pour les algèbres de Hecke cyclotomiques de type B
et D). — Nous énonçons un théorème d’équivalence de Morita pour les quotients
cyclotomiques des algèbres de Hecke affines de type B et D, suivant un résultat classique
de Dipper–Mathas en type A pour les algèbres d’Ariki–Koike. Ainsi, la théorie des
représentations des algèbres de Hecke affines de type B et D se réduit à l’étude de
leurs quotients cyclotomiques où les valeurs propres sont dans une unique orbite pour
la multiplication par q2 et l’inversion. La preuve consiste notamment en un théorème
de décomposition pour des généralisations d’algèbres de Hecke carquois introduites
récemment dans l’étude des algèbres de Hecke affines de type B et D, ramenant la
situation générale d’un carquois non connexe avec involution à un cadre plus simple.
Pour traiter simultanément les deux types, nous unifions les différentes définitions
d’algèbres de Hecke carquois pour le type B déjà existantes.

1. Introduction

Cyclotomic quotients of the affine Hecke algebra of type A, also known as
Ariki–Koike algebras, have been extensively studied since their introduction by
Broué–Malle [5] and Ariki–Koike [2]. Given a field K, a subset I ⊆ K×, an ele-
ment q ∈ K× and a finitely-supported family Λ = (Λi)i∈I of non-negative inte-
gers, the Ariki–Koike algebra HΛ(Sn) is defined by the generators g0, . . . , gn−1
and the relations

gigj = gjgi, for all i, j ∈ {0, . . . , n− 1}, |i− j| > 1,
gigi+1gi = gi+1gigi+1, for all i ∈ {1, . . . , n− 2},
g0g1g0g1 = g1g0g1g0,

(gi − q)(gi + q−1) = 0, for all i ∈ {1, . . . , n− 1},
∏

i∈I
(g0 − i)Λi = 0.

We note that Ariki–Koike algebras are quotients, by the last relation, of affine
Hecke algebras of type A and that the study of their representations (for all
choices of I and Λ) is equivalent to the study of finite-dimensional representa-
tions of affine Hecke algebras of type A.

By an important theorem of Dipper–Mathas [8], we know that it suffices to
study Ariki–Koike algebras when the set I is q2-connected, that is, in a single
q2-orbit (and even up to a scalar renormalisation of the generator g0, when
I ⊆ 〈q2〉). More precisely, if I =

∐d
j=1 I

(j) is the decomposition of I into
q2-connected sets, then we have a Morita equivalence

HΛ(Sn) Morita'
⊕

n1,...,nd≥0
n1+···+nd=n

d⊗

j=1
HΛ(j)

(Snj ),(♣)
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where Λ(j) is the restriction of Λ to I(j). (Note that the assumption in [8]
is slightly stronger than the one above, but in practice, it is this condition of
q2-connected sets that is used.) Hence, this Morita equivalence allows us to use
results that are only known when the set I is q2-connected, in particular, the
celebrated Ariki’s categorification theorem [1] that computes the decomposition
numbers of Ariki–Koike algebras in terms of the canonical basis of a certain
highest weight module over an affine quantum group.

Another way to obtain this Morita equivalence was given by the second
author [21, §3.4], using the theory of quiver Hecke algebras. This is a family of
graded algebras that was introduced independently by Khovanov–Lauda [15,
16] and Rouquier [22] a few years ago, in the context of categorification of
quantum groups. If Γ is a quiver, we denote by Rn(Γ) the associated quiver
Hecke algebra (see §3.1). For a certain quiver Γ depending only on the order
of q2, Brundan–Kleshchev [6] and independently Rouquier [22] proved that a
certain “cyclotomic” quotient of Rn(Γ) is isomorphic to an Ariki–Koike algebra.
This result is now a basic tool in the study of Ariki–Koike algebras and their
degenerations, including the symmetric group and the classical Hecke algebra
of type A. For instance, as consequences, first, the Ariki–Koike algebra inherits
the grading of the cyclotomic quiver Hecke algebra and, second, it depends
on q only through its order in K×. Now, if Γ is of the form Γ =

∐d
j=1 Γ(j),

where each Γ(j) is a full subquiver, it was shown in [20, §6] that we have a
decomposition

Rn(Γ) '
⊕

n1,...,nd≥0
n1+···+nd=n

Mat( n
n1,...,nd)




d⊗

j=1
Rnj (Γ(j))


 .(♠)

This isomorphism of algebras is compatible with cyclotomic quotients and com-
bining with the previous isomorphism of Brundan–Kleshchev and Rouquier al-
lows to recover the Morita equivalence (♣). This Morita equivalence has been
further generalised for the cyclotomic Hecke algebras of type G(r, p, n) [11].
We also indicate the paper [12], where the Dipper–Mathas result is studied
and derived again from the point of view of affine Hecke algebras, and where
the question of a similar result for other affine Hecke algebras is evoked.

The main point of this paper is to prove a similar decomposition theorem
for some generalisations of quiver Hecke algebras and, hence, obtain an ana-
logue of the Dipper–Mathas Morita equivalence for cyclotomic quotients of
affine Hecke algebras of types B and D. Such generalisations of quiver Hecke
algebras were introduced by Varagnolo and Vasserot [24] (for type B) and to-
gether with Shan [23] (for type D), in the course of their proofs of conjectures
by Kashiwara–Enomoto [9] and Kashiwara–Miemietz [14]. For certain sub-
categories of representations of affine Hecke algebras of types B and D, these
algebras play a similar role to quiver Hecke algebras for affine Hecke algebras of
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type A. Inspired by their results, the first author together with Walker [18, 19]
obtained an isomorphism theorem à la Brundan–Kleshchev between cyclotomic
quotients of affine Hecke algebras of types B and D and certain generalisations
of cyclotomic quiver Hecke algebras.

The first step of this paper is to provide a definition of these generalisations
of quiver Hecke algebras for type B, which encompasses all the slightly different
versions previously defined. They are Z-graded algebras and depend upon a
quiver with an involution and certain weight functions on the vertices. As for
the type A case, that is, for usual quiver Hecke alegbras, the algebra that we
define admits a PBW basis, and this is a key ingredient to prove the decompo-
sition theorem when the underlying quiver has several connected components.
The point of having defined a new algebra in Section 4 is that we can now use
the main results of [18, 19] at the same time. We deduce our main theorem for
type B, Theorem 7.4, that we state now. Write I ⊆ K× as I =

∐d
j=1 I

(j), such
that each I(j) is q2-connected and stable by scalar inversion. As in the type A
case, for Λ = (Λi)i∈I ∈ N(I), we denote by HΛ(Bn) the quotient of the affine
Hecke algebra of type B by the relation

∏

i∈I
(X1 − i)Λi = 0

(see §7.1 for a precise definition).

Theorem. — We have an (explicit) isomorphism

HΛ(Bn) '
⊕

n1,...,nd≥0
n1+···+nd=n

Mat( n
n1,...,nd)




d⊗

j=1
HΛ(j)

(Bnj )


 ;

in particular, we have a Morita equivalence

HΛ(Bn) Morita'
⊕

n1,...,nd≥0
n1+···+nd=n

d⊗

j=1
HΛ(j)

(Bnj ).

We also deduce that a similar result holds for the cyclotomic quotientHΛ(Dn)
of the affine Hecke algebra of type D. Some technicalities typical to the type D
situation result in a formulation of the final result that is a bit more complicated
than for type B in the theorem above, since in addition it involves a semi-direct
product by powers of a cyclic group of order 2 (see Theorem 7.10).

One motivation for considering cyclotomic quotients of affine Hecke algebras
is that the study of (finite-dimensional) representations of the affine Hecke
algebra is equivalent to the study of representations of all their cyclotomic
quotients. As a consequence of our main results, we obtain that, for affine
Hecke algebras of types B and D, this study reduces to considering the alge-
bras HΛ(Bn) and HΛ(Dn) when the set I is q2-connected and stable by scalar

tome 149 – 2021 – no 1



MORITA EQUIVALENCES FOR HECKE ALGEBRAS 183

inversion (see Corollaries 7.5 and 7.11 for more details and a complete descrip-
tion of the finite number — up to four — of sets I to be considered). This
generalises the classical reduction for the affine Hecke algebras of type A (for
which it is enough to consider I = q2Z) induced by the Dipper–Mathas result.
Organisation of the paper. In Section 2, given an algebra A and a set of idem-
potents satisfying certain properties we prove a general decomposition theorem
expressing A in terms of a direct sum involving matrix algebras on idempotent
truncations (Corollary 2.7).

Let Γ be a (possible infinite) quiver with no 1-loops, let I be its vertex set and
let α ⊆ Sn be a finite union of Sn-orbits. In Section 3, we recall the definition
of the quiver Hecke algebra Rα(Γ). We then review the proof, based on the
general theorem from Section 2, of the decomposition isomorphism of [20] when
Γ has several connected components, generalising it to the case where Γ is not
necessarily finite (as it is assumed in [20]). In §3.2.4, given a finitely-supported
family Λ of non-negative integers we define the cyclotomic quotient RΛ

α(Γ) of
Rα(Γ) and give the corresponding isomorphism when Γ has several connected
components.

Then we assume that Γ is endowed with an involution θ and let β ⊆ In

be an orbit for the action of the Weyl group Bn of type B and rank n. We
begin Section 4 by defining the algebra Vβ(Γ, λ, γ) depending in addition on
λ ∈ NI and γ ∈ KI satisfying certain conditions. This algebra generalises
the constructions of [24, 18, 19], see Remarks 4.5, 4.6 and 4.7, respectively.
The algebra Vβ(Γ, λ, γ) is Z-graded, and we prove in §4.2 that it admits a
PBW basis, using a polynomial realisation (the calculations are postponed to
Appendix A).

Section 5 is the heart of the paper. We prove a decomposition theorem,
similar to (♠), for the algebra Vβ(Γ, λ, γ), when the quiver Γ is a disjoint union
of θ-stable full subquivers Γ =

∐d
j=1 Γ(j) (Theorem 5.1). As in Section 3, we

first use the results of Section 2 and then prove that some idempotent trun-
cation of Vβ(Γ, λ, γ) can be expressed as a tensor product on smaller algebras
involving the quivers Γ(j). Note here a technical difficulty compared with the
type A case: for n1 + · · ·+nd = n, the group Sn1 × · · · ×Snd can be seen as a
parabolic subgroup of Sn for its standard Coxeter structure, but it is no longer
the case for Bn1 × · · · ×Bnd ⊆ Bn, although this is still a subgroup. We prove
in §5.3 the cyclotomic analogue of the decomposition theorem (Corollary 5.5).

The shorter Section 6 is devoted to quiver Hecke algebras Wβ(Γ) for type
D and their cyclotomic quotients WΛ

β (Γ). Using a result of [19] that expresses
Wβ(Γ) as the subalgebra of fixed points of a certain involutive automorphism of
Vβ(Γ, 0, 0) (Proposition 6.4), we manage to give a decomposition isomorphism
for Wβ(Γ) and its cyclotomic quotient when the quiver Γ has several θ-stable
full subquivers (Theorem 6.8).
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Finally, in Section 7, we introduce the affine Hecke algebras H(Bn) of type
B and H(Dn) of type D, together with their cyclotomic quotients HΛ(Bn) and
HΛ(Dn). We then use the analogues of the Brundan–Kleshchev isomorphism
theorem in types B and D from [18, 19] to deduce from our disjoint quiver
isomorphisms the announced Morita equivalences: Theorem 7.4 for type B and
Theorem 7.10 for type D.

2. Decomposition in matrix algebras on idempotent truncations

The results in this section, or some versions thereof, are probably known to
specialists, but we could not find them in this precise form in the literature.
So we state them in the form that we need and provide complete proofs. The
framework presented here encompasses several cases of proved isomorphism
theorems, such as in [13, 20].

Let A be a unitary algebra over a ring K. Let I be a complete (finite) set
of orthogonal idempotents, that is,
• for all e ∈ I we have e2 = e;
• for all e, e′ ∈ I, if e 6= e′ then ee′ = e′e = 0;
• we have 1 =

∑
e∈I e.

For any e ∈ I, let φe, ψe ∈ A, such that
φeψee = e,(1a)
eφeψe = e.(1b)

Remark 2.1. — Such elements necessarily exist, for instance φe = ψe = e, for
any e ∈ I. However, obviously this will not lead to interesting results.

Lemma 2.2. — For any e ∈ I, the element ψeeφe is an idempotent.

Proof. — Using (1a), we have
(ψeeφe)2 = ψee(φeψee)φe

= ψee
2φe

= ψeeφe,

as desired. �

Denote by J the image of the map I → A, e 7→ ψeeφe and write Iε for the
fibre of any element ε ∈ J . We have

Iε = {e ∈ I : ψeeφe = ε},
and ⊔

ε∈J
Iε = I.
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By Lemma 2.2, the set J consists of idempotents, however it is a priori not
related to I.

Proposition 2.3. — For any ε ∈ J and any e ∈ Iε, we have

eφe = φeε,(2a)
εψe = ψee.(2b)

Proof. — We have

ψeeφe = ε,(3)

and, thus, (φeψee)φe = φeε. Using (1a) we obtain the first equality. We also
obtain ψe(eφeψe) = εψe from (3), and, thus, by (1b) we obtain the second
equality. �

Proposition 2.4. — For any ε ∈ J and any e ∈ Iε, we have

ψeφeε = ε,(4a)
εψeφe = ε.(4b)

Proof. — By (2a) we have φeε = eφe, and, thus,

ψeφeε = ψeeφe,

and we conclude that (4a) holds, since ψeeφe = ε by definition of Iε. Similarly,
by (2b) we have

εψeφe = ψeeφe = ε,

and, thus, (4b) holds. �

If J is any finite set and B any K-algebra, we denote by MatJ(B) the
K-algebra of matrices with rows and columns indexed by J with entries in B.

Definition 2.5. — For any ε ∈ J , we define the idempotent

ε̂ :=
∑

e∈Iε
e.

Theorem 2.6. — Let ε ∈ J . We have the following isomorphism of K-
algebras:

ε̂Aε̂ ' MatIε(εAε).

Proof. — We first prove that for any e′, e ∈ Iε, the maps
θe′e : e′Ae→ εAεMe′e

a 7→ ψe′aφeMe′e
,
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and
ηe′e : εAεMe′e → e′Ae

aMe′e 7→ φe′aψe,

are well defined and inverse isomorphisms of K-modules. Here, we denoted
by Me′e ∈ MatIε(εAε) the matrix whose unique non-zero coefficient, which
is 1, is at row e′ and column e. The maps θe′e and ηe′e are well defined by
Proposition 2.3. Indeed, for any a ∈ e′Ae, then a = e′ae, and

ψe′aφe = (ψe′e′)a(eφe) = (εψe′)a(φeε) ∈ εAε,
so θe′e is well defined, and for any a ∈ εAε, then a = εaε, and

φe′aψe = (φe′ε)a(εψe) = (e′φe′)a(ψee) ∈ e′Ae,
so ηe′e is well defined. Now for any a ∈ e′Ae, we have, using a = e′ae and (1),

ηe′e
(
θe′e(a)

)
= ηe′e(ψe′aφeMe′e)
= φe′(ψe′aφe)ψe
= (φe′ψe′e′)a(eφeψe)
= e′ae

= a.

Moreover, for any a ∈ εAε, we have, using a = εaε and Proposition 2.3,
θe′e
(
ηe′e(aMe′e)

)
= θe′e(φe′aψe)
= ψe′φe′aψeφeMe′e

= (ψe′φe′ε)a(εψeφe)Me′e

= εaε

= a.

We now want to extend θe′e and ηe′e to algebra isomorphisms. We have a
direct sum decomposition

ε̂Aε̂ =
⊕

e′,e∈Iε
e′Ae.(5)

We define two maps
θε : ε̂Aε̂→ MatIε(εAε),
ηε : MatIε(εAε)→ ε̂Aε̂,

by

θε :=
⊕

e′,e∈Iε
θe′e,

ηε :=
⊕

e′,e∈Iε
ηe′e.
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These two maps are inverse isomorphisms ofK-modules. To prove that they are
inverse isomorphisms of K-algebras, it suffices to prove that θε is a morphism
of K-algebras. Recalling the decomposition (5), it suffices to prove that

θε(a1a2) = θε(a1)θε(a2),(6)

for any ai ∈ e′iAei for any ei ∈ Iε. If e1 6= e′2, then the left-hand side is zero,
and so is the right-hand one, since Me′1e1Me′2e2 = 0MatIε (εAε). Thus, we now
assume that e1 = e′2. We have a1 = a1e1 and a1a2 = a1e1a2 ∈ e′1Ae2; thus,
using (1b) we obtain

θε(a1a2) = θe′1e2(a1a2)
= ψe′1a1(e1)a2φe2Me′1e2

= ψe′1a1(e1φe1ψe1)a2φe2Me′1e2

= (ψe′1a1e1φe1)(ψe1a2φe2)Me′1e2

=
(
ψe′1a1φe1Me′1e1

)
(ψe1a2φe2Me1e2)

= θe′1e1(a1)θe1e2(a2)
= θε(a1)θε(a2).

This concludes the proof. �

Corollary 2.7. — Assume that for all ε, ε′ ∈ J we have

ε 6= ε′ =⇒ ε̂Aε̂′ = {0}.(7)

Then have the following isomorphism of K-algebras:

A '
⊕

ε∈J
MatIε(εAε).

Proof. — The assumption (7) implies that

A '
⊕

ε∈J
ε̂Aε̂.

We now use the result of Theorem 2.6. �

3. Application to quiver Hecke algebras

We here review and generalise the decomposition theorem from [20, §6] to
the case of a possibly infinite quiver. A careful analysis of the proofs in this
section will be the starting point of several proofs later in the paper.
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3.1. Definition. — Let Γ be a loop-free quiver, possibly infinite. We write I
(or, respectively, A) for the vertex (or, respectively, arrow) set. We have a map
A→ I × I given by A 3 a 7→

(
o(a), t(a)

)
∈ I × I. The loop-free condition says

that for all a ∈ A, we have o(a) 6= t(a). For any i, j ∈ I, we write |i → j| for
the (finite) number of a ∈ A, such that o(a) = i and t(a) = j. We also define
i · j := |i→ j|+ |i← j|. (We warn the reader that the usual quantity is −i · j.)
For any i, j ∈ I, we define

d(i, j) :=
{
i · j, if i 6= j,

−2, otherwise.

Let u, v be two indeterminates over K. For any i, j ∈ I, we define the polyno-
mial Qij(u, v) ∈ K[u, v] by

Qij(u, v) :=
{

(−1)|i→j|(u− v)i·j , if i 6= j,

0, otherwise,
(8)

Note that

Qij(u, v) = Qji(v, u) = Qij(−v,−u).(9)

Let n ∈ N and Sn be the symmetric group on n letters. We denote by ra the
transposition (a, a+ 1) ∈ Sn, for any a ∈ {1, . . . , n− 1}. We will consider the
following two actions of Sn:
• The natural action on {1, . . . , n}, given by ra · i := ra(i), for all a ∈
{1, . . . , n− 1} and i ∈ {1, . . . , n} .
• The action on In by place permutation, given by

ra · (. . . , ia, ia+1, . . . ) := (. . . , ia+1, ia, . . . ),(10)

for any i = (i1, . . . , in) ∈ In and a ∈ {1, . . . , n− 1}.
Let α ⊆ In be a finite Sn-stable subset, that is, a finite union of Sn-orbits.

Definition 3.1 (Khovanov–Lauda [15, 16], Rouquier [22]). — The quiver
Hecke algebra associated with the quiver Γ and the finite stable Sn-subset
α ⊆ In, denoted by Rα(Γ), is the associative unitary K-algebra generated by
elements

{ya}1≤a≤n ∪ {ψb}1≤b≤n−1 ∪ {e(i)}i∈α,

and relations, for any i, j ∈ α and a, b ∈ {1, . . . , n},
∑

i∈α
e(i) = 1, e(i)e(j) = δije(i), yayb = ybya, yae(i) = e(i)ya,(11)
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and
ψae(i) = e(ra · i)ψa,(12)

(ψayb − yra(b)ψa)e(i) =





−e(i), if b = a and ia = ia+1,

e(i), if b = a+ 1 and ia = ia+1,

0, otherwise,
(13)

if a ≤ n− 1, and, finally,
ψaψb = ψbψa, if |a− b| > 1,(14)
ψ2
ae(i) = Qiaia+1(ya, ya+1)e(i),(15)

(ψb+1ψbψb+1 − ψbψb+1ψb)e(i)(16)

=





Qibib+1(yb, yb+1)−Qibib+1(yb+2, yb+1)
yb − yb+2

e(i), if ib = ib+2,

0, otherwise,
if a ≤ n− 1 and b ≤ n− 2.

We may form the direct sum Rn(Γ) :=
⊕

αRα(Γ), where α runs over all
the orbits of In under the action of Sn. If Γ is finite, the direct sum is finite,
and Rn(Γ) is a unitary algebra, with unit

∑
i∈In e(i). Note that if n = 0, then

Rα(Γ) = R0(Γ) = K.

Proposition 3.2 ([15, 16, 22]). — The algebra Rα(Γ) is endowed with the
Z-grading given by

deg e(i) = 0,
deg ya = 2,

degψbe(i) = d(ib, ib+1),

for all i ∈ α and a, b ∈ {1, . . . , n} with b ≤ n− 1.

For any w ∈ Sn, choose a reduced expression w = ra1 · · · rak and define
ψw := ψa1 · · ·ψak . Note that the element ψw may depend on the reduced
expression chosen.

Proposition 3.3 ([15, 16, 22]). — The algebra Rα(Γ) is a free K-module, and
{ya1

1 · · · yann ψwe(i) : ai ∈ N, w ∈ Sn, i ∈ α} ,
is a K-basis.

Remark 3.4. — We recall that there is a one-to-one correspondence between
Sn-orbits α ⊂ In and maps α̂ : I → N of weight n, namely, such that∑
i∈I α̂(i) = n (the number α̂(i) counts the number of occurrence of i in any

element in the orbit α).
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3.2. Disjoint union of quivers. — Let d ∈ N∗. Like in [20, §6.1.3], we assume
that the quiver Γ decomposes as a disjoint union of full subquivers

Γ =
d⊔

j=1
Γ(j) ,

where there are no arrows between Γ(j) and Γ(j′) if j 6= j′. We denote by
I =

∐d
j=1 I

(j) the subsequent partition of the vertex set. Note that Qii′ = 1,
whenever i ∈ I(j) and i′ ∈ I(j′) with j 6= j′.

Now we consider a special class of finite unions of Sn-orbits in In. We let
G be a finite group acting on I and, for each j ∈ {1, . . . , d}, we assume that
I(j) is stable under the action of G. We denote

Gn = Gn oSn ,

the semi-direct product, where Sn acts on place permutation on Gn.
The semi-direct product Gn acts naturally on In. For any g = (g1, . . . , gn) ∈

Gn and w ∈ Sn, we have, for all (i1, . . . , in) ∈ In,
(g, w) · (i1, . . . , in) =

(
g1 · iw−1(1), . . . , gn · iw−1(n)

)
.

We fix α ⊆ In to be a Gn-orbit. Note that α is, indeed, a finite Sn-stable
subset of In as in §3.1.
3.2.1. Decomposition of orbits. — For any i ∈ α and j ∈ {1, . . . , d}, let i(j)
be the tuple obtained from i by removing the entries that are not in I(j).
We denote by nj(i) the number of remaining entries, that is, the number of
components of i(j). It follows easily from the fact that each I(j) is stable under
the action of G that:

the tuple (n1(i), . . . , nd(i)) is the same for each i ∈ α.(17)

Thus, we denote, for each j ∈ {1, . . . , d}, by nj(α) the unique value of nj(i)
for i ∈ α. We may simply write nj instead of nj(α), when α is clear from the
context. Note that n1 + · · ·+ nd = n.

We define
α(j) :=

{
i(j) : i ∈ α

}
⊆ (I(j))nj .

The set α(j) is a finite Snj -stable subset of (I(j))nj . We will see in (19) that it
is, in fact, a Gnj -orbit.

In addition to (17), we will need the following property of α.

Proposition 3.5. — Recall that α ⊆ In is a Gn-orbit. We have:
α(1) × · · · × α(d) ⊂ α ,(18)

where we use implicitly the natural identification (by concatenation) of In1 ×
· · · × Ind with a subset of In.
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Proof. — Let us provide a proof that shows all the various elements explicitly.
Since α is a Gn-orbit, it can be written in the form:

α =
{(
g1 · iw−1(1), . . . , gn · iw−1(n)

) ∣∣ g1, . . . , gn ∈ G , w ∈ Sn

}
,

for some element (i1, . . . , in) ∈ In. By invariance under Sn, we can choose
(i1, . . . , in) in an ordered form as follows:

(
i11, . . . , i

1
n1 , . . . . . . , i

d
1, . . . , i

d
nd

)
,

where ijk ∈ I(j) for all j ∈ {1, . . . , d} and k ∈ {1, . . . , nj}. Then it is clear that
for each j ∈ {1, . . . , d}, we have simply

α(j) =
{(
g1 · ijw−1(1), . . . , gnj · i

j
w−1(nj)

) ∣∣ g1, . . . , gnj ∈ G , w ∈ Snj

}
.

Property (18) can now immediately be checked. �

From the proof of the preceding proposition, it is easy to see that the map

{
Gn-orbits of In

}
−→

⊔

n1,...,nd≥0
n1+···+nd=n

d∏

j=1

{
Gnj -orbits of

(
I(j))nj},(19)

given by α 7→
(
α(1), . . . , α(d)) is a bijection. The inverse map associates to(

α(1), . . . , α(d)) the smallest Gn-stable subset in In containing α(1)×· · ·×α(d).

Remark 3.6. — What we actually need for the results of this section is a
subset α satisfying properties (17) and (18). However, since in the entire paper,
we will use only Gn-orbits, we find it more convenient to start directly with
Gn-orbits. In fact, we will only use the groups G = {1} and G = Z/2Z but
considering an arbitrary finite group G does not lead to any complication.

Remark 3.7. — • Let Ω be the set of G-orbits of I. Generalising Re-
mark 3.4 it is easy to see that there is a one-to-one correspondence be-
tweenGn-orbits α ⊆ In and maps α̂ : Ω→ N, such that

∑
ω∈Ω α̂(ω) = n.

If α ⊆ In is a Gn-orbit and ω ∈ Ω, then α̂(ω) counts the number of oc-
currence of the elements of ω in any element of α.
• For each j = 1, . . . , d, let Ω(j) be the set of G-orbits of I(j). We have Ω =∐d

j=1 Ω(j). Then the bijection (19) in terms of maps simply associates
to α̂ : Ω→ N the restrictions α̂|Ω(j) : Ω(j) → N to each Ω(j).

Example 3.8. — Let us give an example of a subset α not satisfying property
(18). Let n = 2 and α = {(a,A), (A, a), (b, B), (B, b)}, where a, b ∈ I(1) and
A,B ∈ I(2). Then α is a union of two S2-orbits, and it satisfies (17). It does
not satisfy (18). Indeed, we have α(1) = {a, b} and α(2) = {A,B} but, for
example, (a,B) /∈ α.
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3.2.2. Decomposition along the connected components of the quiver. — We
keep α ⊆ In a Gn-orbit for some finite group G acting on each set I(j). We
may (and we will) simply write nj , instead of nj(α).

For each i ∈ I, we set p(i) = j ∈ {1, . . . , d} if i ∈ I(j). Then for each i =
(i1, . . . , in) ∈ In, we define its profile by p(i) =

(
p(i1), . . . , p(in)

)
∈ {1, . . . , d}n.

Let

Profα := {p(i) , i ∈ α} ⊆ {1, . . . , d}n

be the set of all profiles of elements of α. Note that (17) ensures that Profα is
also a single orbit, now for the action ofSn on {1, . . . , d}n by place permutation.

A natural element to consider in this orbit Profα is

tα := (1, . . . , 1, 2, . . . , 2, . . . . . . , d, . . . , d),

where each j ∈ {1, . . . , d} appears exactly nj times. Then every element t ∈
Profα can be reordered to obtain the distinguished element tα. More precisely,
for any t ∈ Profα, the set of elements w ∈ Sn, such that w · t = tα forms a
right coset in Sn for the subgroup Sn1 ×· · ·×Snd (the stabiliser of tα). There
is a unique minimal length element in this coset (see e.g. [10]), and we denote
it by πt. In particular, the element πt is the unique minimal length element of
Sn, such that πt · t = tα.

For any t ∈ Profα, we define the idempotent

e(t) =
∑

i∈α
p(i)=t

e(i) ∈ Rα(Γ),

and we set

I :=
{
e(t) : t ∈ Profα

}
.

It is a complete set of orthogonal idempotents, and its cardinality is
(

n
n1,...,nd

)
.

Then, for any t ∈ Profα, we fix a reduced expression πt = ra1 · · · rak and define

ψt := ψa1 · · ·ψak ∈ Rα(Γ),(20a)
φt := ψak · · ·ψa1 ∈ Rα(Γ).(20b)

In the following proposition, the grading on MatI
(
e(tα)Rα(Γ)e(tα)

)
is triv-

ially induced from the grading on e(tα)Rα(Γ)e(tα) (a homogeneous element
of degree N is a matrix where all coefficients are homogeneous elements of
degree N).

Proposition 3.9. — We have an isomorphism of graded algebras:

Rα(Γ) ' Mat( n
n1,...,nd)

(
e(tα)Rα(Γ)e(tα)

)
.
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Proof. — The proof follows the same steps as in [20], and we only give a sketch
and the precise references to [20]. First, we have that the data {e(t), ψt, φt}t∈Profα

in Rα(Γ) enters the general setting (1) of Section 2; namely, we have, for any
t ∈ Profα (see [20, Proposition 6.18]),

φtψte(t) = e(t)φtψt = e(t).(21)

The main point to prove (21) is the following fact:

ψ2
ae(t) = e(t),(22)

for any a ∈ {1, . . . , n− 1} and t ∈ Profα, such that ta 6= ta+1 (see [20, Lemma
6.15]). Similarly, we obtain, for any t ∈ Profα,

ψte(t)φt = ψtφte(tα) = e(tα).(23)

This last equality ensures that the set J in the notation of §2 is J = {e(tα)}.
Since J is reduced to one element, we deduce that the assumption (7) is
automatically satisfied, and we can use Corollary 2.7 to obtain the propo-
sition. Finally, the fact that the isomorphism is homogeneous follows from
degψte(t) = deg φte(t) = 0, for any t ∈ Profα (see [20, Remark 6.29]). �

Remark 3.10. — Similarly to (22), we have (see [20, Lemma 6.20])

yaφte(t) = φtyπt(a)e(t),(24)

for any a ∈ {1, . . . , n−1} and t ∈ Profα, such that ta 6= ta+1, and also (see [20,
Lemma 6.15])

ψa+1ψaψa+1e(t) = ψaψa+1ψae(t),(25)

for any a ∈ {1, . . . , n − 2} and t ∈ Profα, such that ta 6= ta+2. In particular,
(25) implies that the quantities ψte(t) and e(t)φt do not depend on the chosen
reduced expression for πt.

3.2.3. Expression as a tensor product. — We now want to write the algebra
e(tα)Rα(Γ)e(tα) as a tensor product. Recall that α is a Gn-orbit and thus
satisfies properties (17) and (18). We have already used the first property. The
second will be explicitly used during the proof of the next result.

Note that, for any j ∈ {1, . . . , d}, the algebra Rα(j)(Γ(j)) is well-defined since
α(j) consists of nj-tuples of vertices I(j) of Γ(j) and is stable under permutations
(see §3.2.1).

Theorem 3.11. — We have an (explicit) isomorphism of graded algebras:

e(tα)Rα(Γ)e(tα) ' Rα(1)(Γ(1))⊗ · · · ⊗Rα(d)(Γ(d)).
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Proof. — We construct an algebra homomorphism f from the tensor product
of e(tα)Rα(Γ)e(tα) as follows. For any i(j) ∈ α(j) ⊆ (I(j))nj with j ∈ {1, . . . , d},
we define

f
(
e(i(1))⊗ · · · ⊗ e(i(d))

)
:= e(i(1), . . . , i(d)).

Note that
(
i(1), . . . , i(d)) ∈ α due to Proposition 3.5. Moreover, for any j ∈

{1, . . . , d}, we denote by y(j)
a and ψ(j)

b the generators of Rα(j)(Γ(j)) in the tensor
product and we define

f(y(j)
a ) := e(tα)yn1+···+nj−1+ae(tα),

f(ψ(j)
b ) := e(tα)ψn1+···+nj−1+be(tα),

for all a, b ∈ {1, . . . , nj} with b ≤ nj − 1. By [20, Lemma 6.24] the map f is,
indeed, a homomorphism. Using the basis of Proposition 3.3, we can prove that
f sends a basis onto a basis and is, thus, an isomorphism (see [20, Proposition
6.25]). Finally, the isomorphism f is clearly homogeneous. �

Combining Theorem 3.11 with Proposition 3.9, we obtain the main result of
this section.

Corollary 3.12. — We have an (explicit) isomorphism of graded algebras:

Rα(Γ) ' Mat( n
n1,...,nd)




d⊗

j=1
Rα(j)(Γ(j))


 .

Remark 3.13. — If α =
∐k
i=1 αi the decomposition of α into Sn-orbits, then

we have Rα(Γ) =
⊕k

i=1Rαi(Γ). So, of course, as far as the algebras Rα(Γ) are
concerned, taking α a single Sn-orbit would be enough. However, we really
needed a more general setting, since we will later apply the above results for
orbits α ⊂ In of the Weyl group of type B.

We now show how to recover [20, Theorem 6.26], with the difference that
the result that we obtain here is also valid if the quiver Γ is infinite.

Corollary 3.14. — We have an (explicit) isomorphism of graded algebras:

Rn(Γ) '
⊕

n1,...,nd≥0
n1+···+nd=n

Mat( n
n1,...,nd)




d⊗

j=1
Rnj (Γ(j))


 .

Proof. — We write In/Sn to denote the Sn-orbits in In. We apply the iso-
morphism of Corollary 3.12 in each term in the right-hand side of the equality
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Rn(Γ) =
⊕

αRα(Γ), where α runs over In/Sn (so here we use the situation
G = {1}). Recalling the 1:1-correspondence in (19), we obtain

Rn(Γ) '
⊕

α∈In/Sn
Rα(Γ)

'
⊕

α∈In/Sn
Mat( n

n1(α),...,nd(α))




d⊗

j=1
Rα(j)(Γ(j))




'
⊕

n1,...,nd≥0
n1+···+nd=n

⊕

α∈In/Sn
nj(α)=nj

Mat( n
n1(α),...,nd(α))




d⊗

j=1
Rα(j)(Γ(j))




'
⊕

n1,...,nd≥0
n1+···+nd=n

Mat( n
n1,...,nd)




⊕

α∈In/Sn
nj(α)=nj

d⊗

j=1
Rα(j)(Γ(j))




'
⊕

n1,...,nd≥0
n1+···+nd=n

Mat( n
n1,...,nd)


 ⊕

α(1)∈In1/Sn1

. . .
⊕

α(d)∈Ind/Snd

d⊗

j=1
Rα(j)(Γ(j))




'
⊕

n1,...,nd≥0
n1+···+nd=n

Mat( n
n1,...,nd)




d⊗

j=1
Rnj (Γ(j))


 ,

as desired. �
3.2.4. Cyclotomic case. — We keep the above setting with the quiver Γ, its
full sub-quivers Γ(j) and a Gn-orbit α. In addition, let Λ = (Λi)i∈I be a
finitely-supported family of non-negative integers.

Definition 3.15 ([22, 6]). — The cyclotomic quiver Hecke algebra RΛ
α(Γ) is

the quotient of the quiver Hecke algebra Rα(Γ) by the two-sided ideal IΛ
α gen-

erated by the relations

y
Λi1
1 e(i) = 0,(26)

for all i = (i1, . . . , in) ∈ α.
Since the above relations are homogeneous, the cyclotomic quiver Hecke

algebras is graded, as in Proposition 3.2. Note that if Λi = 0 for all i, then

RΛ
α(Γ) =

{
{0}, if n ≥ 1,
K, if n = 0.

As in [20, §6.4.1], we want to state Corollaries 3.12 and 3.14 in the cyclotomic
setting. First, for any j ∈ {1, . . . , d}, let Λ(j) be the restriction of Λ to I(j).
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Theorem 3.16. — We have an (explicit) isomorphism of graded algebras:

RΛ
α(Γ) ' Mat( n

n1,...,nd)




d⊗

j=1
RΛ(j)

α(j) (Γ(j))


 .

Proof. — The proof is similar to that of [20, Theorem 6.30]. We provide the
details, since it will be used later in the paper.

Note that
⊗d

j=1R
Λ(j)

α(j) (Γ(j)) is the quotient of
⊗d

j=1Rα(j)(Γ(j)) by the two-
sided ideal

IΛ
α,⊗ := 〈1⊗ · · · ⊗ 1⊗ IΛ(j)

α(j) ⊗ 1⊗ · · · ⊗ 1 , j = 1, . . . , d〉

generated by the ideals IΛ(j)

α(j) in position j in the tensor product. We will
identify the algebra

⊗d
j=1Rα(j)(Γ(j)) with the algebra e(tα)Rα(Γ)e(tα) due

to the explicit isomorphism given in the proof of Theorem 3.11. With this
identification, the ideal IΛ

α,⊗ is generated by the elements

y
Λib
b e(i) ,

where i ∈ α is of profile tα, and b is of the form b = n1 + · · · + nj−1 + 1 for
j ∈ {1, . . . , d}.

Now let θ be the isomorphism of Proposition 3.9 and η its inverse. For
convenience, we denote during the proof N :=

(
n

n1,...,nd

)
. We will prove the

following two inclusions:

θ
(
IΛ
α

)
⊆ MatN

(
IΛ
α,⊗
)
,(27a)

IΛ
α ⊇ η

(
MatN

(
IΛ
α,⊗
))
.(27b)

Let t′, t ∈ Profα. First recall that for h ∈ e(t′)Rα(Γ)e(t), we have
θ(h) = ψt′hφtMt′t ∈ MatN (e(tα)Rα(Γ)e(tα)) .

while for h ∈ e(tα)Rα(Γ)e(tα), we have
η (hMt′t) = φt′hψt ,

where the elements φt, ψt were introduced in (20).
• Let i ∈ α of profile t. By (21), (12) and (24) we have:

y
Λi1
1 e(i) = y

Λi1
1 e(i)e(t) = y

Λi1
1 e(i)φtψte(t) = φty

Λi1
πt(1)e(πt · i)ψte(t).

Thus, to prove (27a) it suffices to show that

θ
(
y

Λi1
πt(1)e(πt · i)

)
∈ MatN

(
IΛ
α,⊗
)
.

By definition of πt, we have that i′ := πt ·i has profile tα, and, therefore,
y

Λi1
πt(1)e(i

′) ∈ e(tα)Rα(Γ)e(tα). Let b := πt(1), so that we have i1 = i′b,
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and, moreover, by [20, Proposition 6.7], the element b is of the form
n1 + · · ·+ nj−1 + 1. We conclude that

θ
(
y

Λi1
πt(1)e(πt · i)

)
= y

Λi′
b

b e(i′)Mtαtα ∈ MatN
(
IΛ
α,⊗
)
.

• Let i ∈ α with profile tα and let b = n1+· · ·+nj−1+1 with j ∈ {1, . . . , d},
such that nj 6= 0. Let us prove that

η
(
y

Λib
b e(i)Mt′t

)
∈ IΛ

α.

Since Mt′t = Mt′t′′Mt′′t for any t′′, it is enough to prove it for a single
value of t′. So without loss of generality, since nj 6= 0, we can assume
that t′ starts with j, so that πt′(1) = b. We conclude that

η
(
y

Λib
b e(i)Mt′t

)
= φt′y

Λib
b e(i)ψt = y

Λib
1 e(π−1

t′ · i)φt′ψt ∈ IΛ
α,

since, if we denote i′ = π−1
t′ · i, then we have i′1 = ib.

This concludes the proof of (27) showing that we have

θ
(
IΛ
α

)
= MatN

(
IΛ
α,⊗
)
.

Thus, we can deduce the isomorphism of Theorem 3.16 from Corollary 3.12. �

Remark 3.17. — • We saw that if Λ(j) ≡ 0 on Γ(j) for some j, then, if
moreover α(j) 6= ∅ (that is, if nj(α) 6= 0), we have RΛ(j)

α(j) (Γ(j)) = {0}
from the defining relations. So, in turn, Theorem 3.16 implies that
RΛ
α(Γ) = {0}.

• The conclusion of the preceding item can, in fact, be seen more directly.
Indeed, the cyclotomic relations in RΛ

α(Γ) imply that e(i) = 0 for all
i ∈ α with i1 ∈ Γ(j). So we have that the idempotent e(t) is 0 for any
profile t starting with j (and at least one profile like this exists in Profα
when nj(α) 6= 0). Since:

ψte(t)φt = e(tα) and φte(tα)ψt = e(t) ,

it follows immediately that if nj(α) 6= 0, then all idempotents e(t) are
0, and, in turn, all idempotents e(i), i ∈ α are 0, which shows that
RΛ
α(Γ) = {0}.

As in Corollary 3.14, we deduce the following corollary.

Corollary 3.18. — We have an (explicit) isomorphism of graded algebras:

RΛ
n(Γ) '

⊕

n1,...,nd≥0
n1+···+nd=n

Mat( n
n1,...,nd)




d⊗

j=1
RΛ(j)

nj (Γ(j))


 .
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Remark 3.19. — It follows from Remark 3.17 that we can assume that Λ is
supported on all components of Γ, that is, Λ(j) 6≡ 0 for all j ∈ {1, . . . , d}. In
other words, we can replace from the beginning Γ by Γ̃, where we removed the
components Γ(j), such that Λ(j) ≡ 0. In particular, we have RΛ

n(Γ) = R
Λ|Ĩ
n (Γ̃),

where Ĩ denotes the vertex set of Γ̃. We could have done that, but it turned
out to not be really necessary to state Theorem 3.16 or Corollary 3.18. For
example, in Corollary 3.18, if Λ(j) ≡ 0 for some j, then all the summands with
nj 6= 0 are {0} and can, thus, be removed from the direct sum.

4. Interpolating quiver Hecke algebras for type B

The aim of this section is to unite the definitions of quiver Hecke algebras
for type B that are introduced in [24] by Varagnolo and Vasserot and in [18, 19]
by the first author and Walker.

4.1. Definition. — Let Γ be a quiver as in §3.1. We also adopt the notation
of this section. Let θ be an involution of Γ, that is, the map θ is an involution
on both sets I and A and satisfies

θ(o(a)) = t(θ(a)),(28)

for all a ∈ A. Note the following consequence: for any i, j ∈ I, we have
|i→ j| = |θ(j)→ θ(i)| and, thus,

i · j = θ(i) · θ(j).(29)

It follows from the definition (8) of the polynomials Qij and from (28), again,
that

Qij(u, v) = Qθ(j)θ(i)(u, v),(30)

for any i, j ∈ I.
Let Bn be the group of signed permutations of {±1, . . . ,±n}, that is, the

group of permutations π of {±1, . . . ,±n} satisfying π(−i) = −π(i) for all
i ∈ {1, . . . , n}. We have a natural isomorphism Bn ' (Z/2Z)n o Sn. In
particular, we are in the setting of §3.2 with G = Z/2Z, which acts on I via
the canonical surjection G� 〈θ〉. We have a natural inclusion Sn ⊆ Bn, where
ra is identified with (a, a+ 1)(−a,−a− 1) for all a ∈ {1, . . . , n− 1}. We see Bn
as a Weyl group of type B by adding the generator r0 := (−1, 1). The action
of Bn on In is given by (10) and

r0 · (i1, . . . , in) := (θ(i1), i2, . . . , in),

for any i = (i1, . . . , in) ∈ In. Let β ⊆ In be a Bn-orbit. In particular, the set
β is a finite Sn-stable subset of In.
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Remark 4.1. — The result of Remark 3.7 can here be written as follows.
There is a one-to-one correspondence between Bn-orbits β ⊂ In and maps
β̂ : I → N, such that β̂ = β̂ ◦ θ and 1

2
∑

i∈I
θ(i)6=i

β̂(i) +
∑

i∈I
θ(i)=i

β̂(i) = n (the

number β̂(i) counts the number of occurrence of both i and θ(i) in any element
in the orbit β). See also [18, Remark 2.5].

Let λ ∈ NI and γ ∈ KI . Define

d(i) :=
{
λi + λθ(i), if γi = 0,
−2, otherwise.

For any i ∈ I, we make the following assumptions:

θ(i) 6= i =⇒ γi = 0,(31a)
γi = 0 =⇒ [θ(i) 6= i or d(i) = 0].(31b)

Note that γ is θ-invariant, that is, we have

γθ(i) = γi, for all i ∈ I.(32)

Remark 4.2. — • Condition (31b) may seem strong; without it in §A.1
we encounter useless complications for our means (see also Remark A.1).

• Similarly, one could consider a more general definition than the one be-
low. As, for example, in [22, §3.2], we could remove any reference to
a quiver and start only with a family of polynomials associated to the
set I with involution θ (namely, Qij [u, v] and a polynomial replacing
(−1)λθ(i1)y

d(i1)
1 in the definition below). Then one should look for con-

ditions ensuring the existence of a polynomial representation. We do
not pursue this direction to avoid adding another layer of technicalities.

Definition 4.3. — The algebra Vβ(Γ, λ, γ) is the unitary associativeK-algebra
generated by elements

{ya}1≤a≤n ∪ {ψb}0≤b≤n−1 ∪ {e(i)}i∈β ,
with the relations (11)–(16) of Section 3 involving all the generators but ψ0,
together with

ψ0e(i) = e(r0 · i)ψ0,(33)
ψ0ψb = ψbψ0, for all b ∈ {2, . . . , n− 1},(34)

(ψ0y1 + y1ψ0)e(i) = 2γi1e(i),(35)
ψ0ya = yaψ0, for all a ∈ {2, . . . , n},(36)

ψ2
0e(i) =

{
(−1)λθ(i1)y

d(i1)
1 e(i), if γi1 = 0,

0, otherwise,
(37)
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(
(ψ0ψ1)2 − (ψ1ψ0)2) e(i)(38)

=





(−1)λθ(i1)
(−y1)d(i1) − yd(i1)

2
y1 + y2

ψ1e(i), if γi1 = 0 and θ(i1) = i2,

γi2
Qi2i1(y1,−y2)−Qi2i1(y1, y2)

y1y2
(y1ψ0 − γi1) e(i) otherwise,

for all i ∈ β.

It is clear that the fraction in the first line of the right hand side in (38) is a
polynomial in y1, y2. Then we note that the second line in the right-hand side
of (38) is 0, when γi2 = 0 or when i1 = i2 (recalling (8)), and is a polynomial
in y1, y2 when γi1 = 0. So for the second line, if γi1 6= 0 6= γi2 and i1 6= i2, then
by (31a) we have θ(i1) = i1 and θ(i2) = i2, and, thus, we can use (9) and (30),
so that

Qi1i2(u,−v)−Qi1i2(u, v)
uv

=
Qi1i2(v,−u)−Qθ(i2)θ(i1)(u, v)

uv

= Qi1i2(v,−u)−Qi2i1(u, v)
uv

= Qi1i2(v,−u)−Qi1i2(v, u)
uv

,

is a polynomial.
Finally, note that when n = 0 then Vβ(Γ, λ, γ) = K.

Remark 4.4. — Since β is a finite Sn-stable subset of In, we can also consider
the algebra Rβ(Γ) as defined in §3.1. The subalgebra of Vβ(Γ, λ, γ) generated
by all the generators but ψ0 is an obvious quotient of Rβ(Γ) (see also Corol-
lary 4.11).

Remark 4.5. — If θ has no fixed point in I, then Vβ(Γ, λ, γ) is exactly the
algebra defined in [24]. In this case, by (31a) we necessarily have γi = 0 for
any i, and (31b) is automatically satisfied. In particular, in (38), the second
line is always zero in this situation.

Remark 4.6. — Assume that K is a field of characteristic different from 2
and let p, q ∈ K× with q2 6= 1 6= p2. Let θ : K× → K× be the scalar inversion.
For any x ∈ K×, we define the set Ix := {xεq2l : ε ∈ {±1}, l ∈ Z}. Let
x1, . . . , xk ∈ K×, such that the sets Ixa are pairwise disjoint. Let Γ be the
quiver with vertices I :=

∐k
a=1 Ixa and arrows between v and q2v for all v ∈ I.

Finally, let λ be the indicator function of P := {±p} ∩ I and define γi := 1
if θ(i) = i and γi := 0 otherwise (thus, (31) is satisfied). Then Vβ(Γ, λ, γ)
is exactly the algebra V I

β

x defined in [18]. This is, together with the next
remark, the situation relevant for the applications to affine Hecke algebras, see
Section 7.
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Remark 4.7. — The algebra of [19, §3.1] is obtained with the same choice of
Γ, θ as in the preceding remark, together with γi := 0 and λi := 0 for all i. In
particular, Condition (31b) is satisfied, since d(i) = 0 for all i ∈ I. We will
come back to this particular situation in Section 6.

The algebra Vβ(Γ, λ, γ) is endowed with the Z-grading given by
deg e(i) = 0,(39a)

deg ya = 2,(39b)
degψ0e(i) = d(i1),(39c)
degψbe(i) = d(ib, ii+1).(39d)

The homogeneity of the defining relations that do not involve ψ0 is as in Sec-
tion 3, the other ones being a simple calculation. For (35), note that if γi1 = 0,
there is nothing to check, and if γi1 6= 0, then by definition we have d(i1) = −2
and, thus, degψ0y1e(i) = deg y1ψ0e(i) = 0. To check the last relation, let us
write i1i2 instead of i, and even a instead of ia and ā instead of θ(ia). We have

(
(ψ0ψ1)2 − (ψ1ψ0)2) e(12) = ψ0ψ1ψ0ψ1e(12)− ψ1ψ0ψ1ψ0e(12)(40)

= ψ0e(12̄)ψ1e(2̄1)ψ0e(21)ψ1e(12)
− ψ1e(2̄1̄)ψ0e(21̄)ψ1e(1̄2)ψ0e(12).

We have:
degψ0e(12̄) = degψ0e(12) = d(1),
degψ0e(21) = degψ0e(21̄) = d(2).

Moreover, by (29) we have
degψ1e(2̄1) = d(2̄, 1) = d(1, 2̄) = d(1̄, 2) = degψ1e(1̄2),
degψ1e(12) = d(1, 2) = d(2, 1) = d(2̄, 1̄) = degψ1e(2̄1̄).

Thus, the quantity
(
(ψ0ψ1)2 − (ψ1ψ0)2) e(i) is homogeneous of degree

d(i1) + d(i2) + d
(
i1, i2

)
+ d
(
i1, θ(i2)

)
.

A quick calculation now shows that the last relation is homogeneous (note that
in the first case, we have γi2 = 0 by (32)).

4.2. Basis theorem. — We now want to give an analogue of the basis theorem
Proposition 3.3 for quiver Hecke algebras. As in [15, 16, 22], we will construct
a polynomial realisation of Vβ(Γ, λ, γ). Let (Pij(u, v))i,j∈I be a family of poly-
nomials satisfying

Pij(u, v) = Pij(−v,−u),(41a)
Pij(u, v) = Pθ(j)θ(i)(u, v),(41b)

BULLETIN DE LA SOCIÉTÉ MATHÉMATIQUE DE FRANCE



202 L. POULAIN D’ANDECY & S. ROSTAM

and such that

Pij(u, v)Pji(v, u) = Qij(u, v).(42)

Note that Pij(u, v) := (u − v)|j→i| if i 6= j and Pij(u, v) := 0 if i = j is an
example of such a family, by (28). Now let (αi(y))i∈I be a family of polynomials,
such that

αθ(i)(y)αi(−y) = (−1)λθ(i)yd(i), if γi = 0,(43)
αi(y) = 0, otherwise.(44)

Note that if γi = 0, we can just set αi(y) := yλθ(i) . We now consider the sum
of polynomial algebras K[x, β] :=

⊕
i∈βK[x1, . . . , xn]1i, where 1i denotes the

unit of the summand corresponding to i, so that
f1i = 1if, for all f ∈ K[x1, . . . , xn] and i ∈ β,

1i1j = δij1i, for all i, j ∈ β.
The Weyl group Bn acts on K[x1, . . . , xn] by

wf(x1, . . . , xn) := f
(
w−1 · (x1, . . . , xn)

)

for any w ∈ Bn and f ∈ K[x1, . . . , xn], where the action of the generator r0
on (x1, . . . , xn) is by multiplying x1 by −1, and the action of the generator ra,
a = 1, . . . , n− 1, on (x1, . . . , xn) is by exchanging xa and xa+1. The action of
Bn onK[x1, . . . , xn] extends by linearity toK[x, β] by setting w?f1i := wf1w·i
for any i ∈ β.

We now consider the linear action of Vβ(Γ, λ, γ) on K[x, β] given on the
generators by

e(j) · f1i := δijf1i = δij1if,
ya · f1i := xaf1i = xa1if,

ψb · f1i := δib,ib+1

rbf − f
xb − xb+1

1i + Pib,ib+1(xb+1, xb) rbf1rb·i

=
(
δib,ib+1(xb − xb+1)−1(rb − 1) + Pib,ib+1(xb+1, xb)rb

)
? f1i,

ψ0 · f1i :=
(
γi1

f − r0f

x1
+ αi1(x1) r0f

)
1r0·i

=
(
γi1x

−1
1 (1− r0) + αi1(x1)r0

)
? f1i,

for any i, j ∈ β and f ∈ K[x1, . . . , xn].

Lemma 4.8. — The previous action is well defined.

The proof of Lemma 4.8 is given in Appendix A. For each w ∈ Bn, we now fix
a reduced expression w = ra1 · · · rak and define ψw := ψa1 · · ·ψak ∈ Vβ(Γ, λ, γ).
Note that the element ψw may depend on the reduced expression chosen.
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Theorem 4.9. — The algebra Vβ(Γ, λ, γ) is a free K-module, and
{ya1

1 · · · yann ψwe(i) : ai ∈ N, w ∈ Bn, i ∈ β} ,
is a K-basis.

Proof. — As in [15, 16, 22], successively applying the defining relations of
Vβ(Γ, λ, γ) we can see that the above family is a spanning set, and, hence, it
remains to prove that it is linearly independent. For any b ∈ {0, . . . , n − 1},
i ∈ β and f ∈ K[x1, . . . , xn], we can write

ψb · f1i =
(
Arbi rb +A1,rb

i

)
? f1i,

where Arbi , A
1,rb
i ∈ K(x1, . . . , xn) with Arbi non-zero (recall that Pij 6= 0 if

i 6= j). If < is the Bruhat order on Bn, we deduce that for each w ∈ Bn, we
can write

ψw · f1i =
(
Awi w +

∑

w′<w

Aw
′,w
i w′

)
? f1i,

where Awi , A
w′,w
i ∈ K(x1, . . . , xn) with Awi non-zero. Thus,

ya1
1 · · · yann ψw · f1i =

(
Awi x

a1
1 · · ·xann w +

∑

w′<w

Aw
′,w
i xa1

1 · · ·xann w′
)
? f1i,

for any a1, . . . , an ∈ N. We now use the following basic Lemma 4.10 from field
theory and note that the elements of Bn induce distinct field homomorphisms
of K(x1, . . . , xn).

Lemma 4.10 (Dedekind). — If u1, . . . , un : F → G are distinct field homomor-
phisms, then they form a linearly independent family over G.

So we can use reverse induction in the Bruhat order to show that the images
of the basis elements are linearly independent in EndK(K[x, β]) and, thus,
conclude the proof. �

As a corollary, we obtain the sequel to Remark 4.4.

Corollary 4.11. — The subalgebra of Vβ(Γ, λ, γ) generated by all generators
but ψ0 is isomorphic to Rβ(Γ).

5. Disjoint quiver isomorphism

Let Γ be a quiver with an involution θ and λ ∈ NI , γ ∈ KI as in §4.1. Let
d be a positive integer and write Γ =

∐d
j=1 Γ(j), such that

• Each Γ(j) is a full subquiver of Γ.
• Each Γ(j) is stable under θ.

BULLETIN DE LA SOCIÉTÉ MATHÉMATIQUE DE FRANCE



204 L. POULAIN D’ANDECY & S. ROSTAM

We write I =
∐d
j=1 I

(j) as the corresponding partition of the vertex set of Γ.
Recall that Bn ' Gn o Sn with G = Z/2Z acting on I via G � 〈θ〉. In
particular, each I(j) for j ∈ {1, . . . , d} is stable under the action of G, so that
we are in the setting of §3.2.

Let β be a Bn-orbit in In. As explained in §3.2, both properties (17) and
(18) are satisfied. In particular, for any j ∈ {1, . . . , d}, we have an integer
nj(β) = nj , and we have a Bnj -orbit β(j) ⊆ (I(j))nj .

For any j ∈ {1, . . . , d}, we define λ(j) ∈ NI(j) (or, respectively, γ(j) ∈ KI(j))
to be the restriction of λ (or, respectively, γ) to I(j).

Theorem 5.1. — We have an (explicit) isomorphism of graded algebras

Vβ(Γ, λ, γ) ' Mat( n
n1,...,nd)




d⊗

j=1
Vβ(j)

(
Γ(j), λ(j), γ(j)

)

 .

As in §3, we will first apply the result of §2 and then prove an isomor-
phism with a tensor product. Parts 5.1 and 5.2 are devoted to the proof of
Theorem 5.1, which is a direct consequence of (45) and Proposition 5.2.

5.1. Fixing the profile. — As defined in §3.2.2, to each i ∈ β we associate its
profile p(i) ∈ {1, . . . , d}n, and we write Profβ ⊆ {1, . . . , d}n to denote the set
of all profiles of elements of β. Any element of Profβ can be reordered so that
we obtain

tβ = (1, . . . , 1, . . . , d, . . . , d),

where each j ∈ {1, . . . , d} appears exactly nj times. To any t ∈ Profβ , we
define the idempotent

e(t) :=
∑

i∈β
p(i)=t

e(i) ∈ Vβ(Γ, λ, γ),

and we define

I := {e(t) : t ∈ Profβ}.
It is a complete set of orthogonal idempotents, and its cardinality is exactly(

n
n1,...,nd

)
. Since any reduced expression in Sn in the generators r1, . . . , rn−1 is

also reduced in Bn for these same generators, the definitions (20) make sense in
Vβ(Γ, λ, γ) for any t ∈ Profβ . Moreover, since the defining relations of Rβ(Γ)
are also satisfied in Vβ(Γ, λ, γ), we deduce that equations (21) and (23) are still
satisfied in Vβ(Γ, λ, γ), and, thus, as in §3.2.2, we conclude that

Vβ(Γ, λ, γ) ' Mat( n
n1,...,nd)

(
e(tβ)Vβ(Γ, λ, γ)e(tβ)

)
.(45)
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5.2. Embedding the tensor product. — The aim of this section is to prove the
following proposition.

Proposition 5.2. — We have an (explicit) isomorphism of graded algebras

e(tβ)Vβ(Γ, λ, γ)e(tβ) '
d⊗

j=1
Vβ(j)

(
Γ(j), λ(j), γ(j)

)
.

5.2.1. Images of the generators. — Set n = n1 + · · ·+nd. We start by defining
a map from the set of generators of the algebra

⊗d
j=1 Vβ(j)

(
Γ(j), λ(j), γ(j)) to

e(tβ)Vβ(Γ, λ, γ)e(tβ).
Let j ∈ {1, . . . , d}. We denote ψ(j)

0 , . . . , ψ
(j)
nj−1, y

(j)
1 , . . . , y

(j)
nj , e(ij) with

ij ∈ β(j), the generators of Vβ(j)
(
Γ(j), λ(j), γ(j)). Then we consider the map

e(i1)⊗ · · · ⊗ e(id) 7→ e(i1, . . . , id) ,(46)

ψ
(j)
0 7→ e(tβ)ψn1+···+nj−1 . . . ψ1ψ0ψ1 . . . ψn1+···+nj−1e(tβ) ,(47)

ψ(j)
a 7→ e(tβ)ψn1+···+nj−1+ae(tβ) , a = 1, . . . , nj − 1 ,(48)

y
(j)
b 7→ e(tβ)yn1+···+nj−1+be(tβ) , b = 1, . . . , nj ,(49)

where each ij ∈ β(j) and (i1, . . . , id) is simply the concatenation. Note that
(i1, . . . , id) ∈ β, since β is a Bn-orbit, using Proposition 3.5. Moreover, the
profile of (i1, . . . , id) is tβ and thus e(i1, . . . , id)e(tβ) = e(tβ)e(i1, . . . , id) =
e(i1, . . . , id). By convention, n1 + · · · + nj−1 = 0 if j = 1 (and ψ

(1)
0 7→ ψ0).

Note also that the Formula (46) extended by linearity gives the image of an
idempotent e(ij) ∈ Vβ(j)

(
Γ(j), λ(j), γ(j)):

e(ij) 7→
d∑

j′=1
j′ 6=j

∑

ij
′∈β(j′)

e(i1, . . . , id) .(50)

Equivalently, the image of e(ij) is the sum of the idempotents e(i), where
the sum is taken over i ∈ β, such that the profile of i is tβ , and, moreover,
(in1+···+nj−1+1, . . . , in1+···+nj ) = ij .

We will prove that the map given in (46)–(49) extends to an homomorphism
of graded algebras denoted ρ and that ρ is bijective.
5.2.2. Grading. — We check that the map given in (46)–(49) preserves the
grading given in (39). For the images of the idempotents and of the generators
y

(j)
b , there is nothing to check.
Let ij ∈ β(j) and i ∈ β, such that (in1+···+nj−1+1, . . . , in1+···+nj ) = ij . Let

a ∈ {1, . . . , nj − 1}. On the one hand, we have degψ(j)
a e(ij) = d(ija, i

j
a+1). On
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the other hand, we have
degψn1+···+nj−1+ae(i) = d(in1+···+nj−1+a, in1+···+nj−1+a+1) = d(ija, i

j
a+1) .

Finally, on the one hand, we have degψ(j)
0 e(ij) = d(ij1). On the other hand,

we claim that we have
degψk . . . ψ0 . . . ψke(j) = d(jk+1) ,

for any k ≥ 0 and any j ∈ β, such that jk+1 is not in the same component
as j1, . . . , jk for the decomposition of the quiver Γ =

∐d
j=1 Γ(j). Taking k =

n1 + · · ·+ nj−1 and j = i this concludes the verification.
To prove the claim we use induction on k. For k = 0, this is the definition

of the degree of ψ0e(j). For k > 0, we have degψke(j) = jk · jk+1 = |jk →
jk+1|+ |jk ← jk+1| = 0 by assumption on j. Similarly, degψke(j′) = 0, where
j′ = rk−1 . . . r0 . . . rk−1rk(j), since (j′k, j′k+1) = (θ(jk+1), jk). It remains to
use the induction hypothesis, namely that degψk−1 . . . ψ0 . . . ψk−1e(rk(j)) =
d(jk+1), which is valid because rk(j) has jk+1 in position k.
5.2.3. Bijectivity. — We assume for a moment that the map given in (46)–(49)
extends to an algebra homomorphism. We denote this map by ρ and prove here
that ρ is bijective.

For any j ∈ {1, . . . , d}, we write B(j) := Bnj and rename its generators to
r

(j)
0 , . . . , r

(j)
nj−1. We recall the following fact.

Lemma 5.3. — We have an injective group homomorphism
B(1) × · · · ×B(d) → Bn

(w1, . . . , wd) 7→ w1 . . . wd

given on the generators by, for j ∈ {1, . . . , d},
r

(j)
0 7→ rn1+···+nj−1 . . . r1r0r1 . . . rn1+···+nj−1 ,

r(j)
a 7→ rn1+···+nj−1+a , a = 1, . . . , nj − 1 .

By convention, n1 + · · · + nj−1 = 0 if j = 1 (and r(1)
0 7→ r0). Moreover, any

d-tuple of reduced expressions is sent onto a reduced expression in Bn.

Proof. — Recall that Bn = 〈r0, . . . , rn−1〉 is the group of signed permutations
of {±1, . . . ,±n}, with r0 = (1,−1) and ra = (a, a + 1)(−a,−a − 1) for a =
1, . . . , n− 1. Let t1 := r0 and ta+1 := ratara, for a = 1, . . . , n− 1. The element
ta corresponds to the transposition (−a, a).

For any i ∈ {1, . . . , n} and a ∈ {1, . . . , i}, we set ra . . . ri−1 = 1 if a = i by
convention. It is easy to see (for example, [17, Figure 9]) that:

Bn =
n⊔

a=1
ra . . . rn−1Bn−1 t

n⊔

a=1
tara . . . rn−1Bn−1 .
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So, if we define, for i ∈ {1, . . . , n},
R(i) := {tεara . . . ri−1 | a ∈ {1, . . . , i} , ε ∈ {0, 1}} ;

then we have that
{un . . . u1 | ui ∈ R(i) }(51)

forms a complete set of pairwise distinct elements of Bn. Moreover, this set
consists of reduced expressions in terms of the generators r0, r1, . . . , rn−1, since
the polynomial

∑
k akt

k, where ak records the number of elements in (51)
written as a product of k generators, is easily found to be

∏n
i=1

1−t2i
1−t , which

is the Poincaré polynomial
∑
w∈Bn t

`(w) of the Coxeter group of type Bn (see,
for instance, [4, Theorem 7.1.5]).

Now, to prove the lemma we note that the subgroup permuting only the
numbers ±1, . . . ,±n1 is isomorphic to B(1), the subgroup permuting only the
numbers ±(n1 + 1), . . . ,±(n1 + n2) is isomorphic to B(2) and so on. These
subgroups commute, and, therefore, we have an embedding of B(1)×· · ·×B(d)

inside Bn (although not as a parabolic subgroup). It is straightforward to see
that this corresponds to the embedding described at the level of the generators
in the lemma.

For the statement about the reduced expressions, let us first recall that the
length function of the Coxeter group Bn can be expressed in terms of inversions
as follows (see, for example, [4, §8.1]):
`(π) = ] {1 ≤ i < j ≤ n | π(i) > π(j)}+ ] {1 ≤ i ≤ j ≤ n | π(−i) > π(j)} .

Using the notations of the lemma we obtain that `(w1 . . . wd) = `(w1) + · · ·+
`(wd), since w1 permutes only the numbers ±1, . . . ,±n1, w2 permutes only the
numbers ±(n1 + 1), . . . ,±(n1 + n2) and so on. So it remains to show that a
reduced expression in B(j), j = 1, . . . , d, is sent to a reduced expression in Bn.

Let j ∈ {1, . . . , d}. We claim that it is enough to show our assertion for
a single reduced expression for each element of B(j). Indeed, the number of
occurrences of r0 in different reduced expressions of a same element remains
constant (due to the homogeneity in r0 of the braid relations of Bn), and
therefore, the number of generators in the images of these different reduced
expressions is also constant. So, if one of these images is reduced, they are all
reduced.

Finally, to conclude the proof of the lemma, we observe that the set of
reduced expressions of the form (51) in B(j) is sent to expressions of the same
form in Bn, which are, therefore, also reduced. �

To prove that ρ is bijective, we first use that we know a basis of⊗d
j=1 Vβ(j)

(
Γ(j), λ(j), γ(j)) by Theorem 4.9. A basis element is of the form

d⊗

j=1
(y(j)

1 )a
(j)
1 . . . (y(j)

nj )a
(j)
nj ψ(j)

wj e(i
j),(52)
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where a(j)
1 , . . . a

(j)
nj ∈ N, ij ∈ β(j) and wj ∈ B(j). Note that we have fixed a

reduced expression for each element wj ∈ B(j), for each j = 1, . . . , d, in order
to define ψ(j)

wj .
On the other hand, we also know a basis of e(tβ)Vβ(Γ, λ, γ)e(tβ) again by

Theorem 4.9. Indeed, note that e(i)e(tβ) = e(i), if the profile of i is tβ and
e(i)e(tβ) = 0 otherwise. Moreover, ψwe(i) = e(w·i)ψw. So it is straightforward
to conclude that a basis element of e(tβ)Vβ(Γ, λ, γ)e(tβ) is of the form

ya1
1 . . . yann ψwe(i) ,(53)

where a1, . . . , an ∈ N, i ∈ β with profile tβ , and w is in the subgroup of Bn
isomorphic to B(1)×· · ·×B(d) from Lemma 5.3 (the stabiliser of tβ). We must
fix reduced expressions for such w in order to define ψw. We fix them as the
images of the reduced expressions of elements B(1) × · · · × B(d) chosen in the
preceding paragraph. That we can do so is the last statement in Lemma 5.3.

Finally, the image of a basis element (52) under the homomorphism ρ is

yb1
1 . . . ybnn ψw1 · · ·ψwde(i1, . . . , id),(54)

where bn1+···+nj−1+k = a
(j)
k , and the notation wj comes from Lemma 5.3. The

concatenation (i1, . . . , id) has the profile tβ , since each ij ∈ β(j), and due to our
choice of reduced expressions, we have ψw1 · · ·ψwd = ψw1···wd . So we conclude
that the element (54) is of the form (53). Further, it follows immediately
that this way we can obtain all the basis elements of e(tβ)Vβ(Γ, λ, γ)e(tβ). We
conclude that the homomorphism ρ sends a basis onto a basis and is, thus,
bijective.
5.2.4. Homomorphism property. — To finish the proof of Proposition 5.2, it
remains to check that the map defined in (46)–(49) extends to an algebra homo-
morphism. It is possible but quite lengthy to check explicitly that all defining
relations are preserved. Instead, we will use the polynomial representation
introduced in §4.2. We keep the use of the notations introduced in §4.2.

From the proof of Theorem 4.9, we see that the action of the algebra
Vβ(Γ, λ, γ) on K[x, β] is faithful, or in other words, we have an embedding
of Vβ(Γ, λ, γ) in EndK(K[x, β]). Therefore, if we denote φ

(
e(tβ)

)
the image

of e(tβ) by this embedding, we obtain an embedding of the algebra
e(tβ)Vβ(Γ, λ, γ)e(tβ) in EndK

(
φ
(
e(tβ)

)
K[x, β]

)
. We immediately have:

φ
(
e(tβ)

)
K[x, β] =

⊕

i∈β
p(i)=tβ

K[x1, . . . , xn]1i .(55)
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On the other hand, we also have an embedding of
⊗d

j=1 Vβ(j)
(
Γ(j), λ(j), γ(j))

in EndK(
⊗d

j=1K[x, β(j)]) and the natural identification:

d⊗

j=1
K[x, β(j)] =

d⊗

j=1

⊕

ij∈β(j)

K[x(j)
1 , . . . , x(j)

nj ]1ij ∼=
⊕

i∈β
p(i)=tβ

K[x1, . . . , xn]1i .(56)

The identification simply maps f11i1 ⊗ · · · ⊗ fd1id to f1 . . . fd1(i1,...,id).
Through the identifications that we just made, both algebras related by the

map in (46)–(49) are seen as algebras of endomorphisms of the same space, in
(55) and (56). So in order to check the homomorphism property it is enough
to check that both sides of Formulas (46)–(49) are, in fact, the same elements
in the endomorphism algebra.

This verification follows immediately for (46)–(47) and (49). For the image
of ψ(j)

0 , we proceed as follows. First, it is convenient to choose a polynomial
representation as in §4.2 for which Pij(u, v) := (u − v)|j→i|, if i 6= j and
Pij(u, v) := 0 if i = j.

Let i ∈ β, such that p(i) = tβ . This means that i = (i1, . . . , id), where
ij ∈ β(j). Fix j ∈ {1, . . . , d} and set for brevity k = n1 + · · ·+ nj−1. Through
the identifications explained above, the action of ψ(j)

0 is given by:

f1i 7→
(
γik+1

f − r
(j)
0 f

xk+1
+ αik+1(xk+1) r

(j)
0 f

)
1
r

(j)
0 ·i

,

where we recall that r(j)
0 = rk . . . r1r0r1 . . . rk acts on i simply by replacing ik+1

by θ(ik+1).
On the other hand, we need to calculate the action of ψk . . . ψ1ψ0ψ1 . . . ψk.

We note that, with our choice of Pij(u, v), we have that Pij(u, v) = 1, if one
index is among {i1, . . . , ik}, and the other is ik+1 or θ(ik+1). Indeed, ik+1 is not
in the same connected component of the quiver as i1, . . . , ik, since p(i) = tβ .
This is also true for θ(ik+1), since θ keeps the set I(j) stable.

Then the calculation is made in three steps, corresponding, respectively, to
the action of ψ1 . . . ψk, the action of ψ0 and the action of ψk . . . ψ1:

f1i 7→ r1...rkf1r1...rk·i

7→
(
γik+1

r1...rkf − r0r1...rkf

x1
+ αik+1(x1) r0r1...rkf

)
1r0r1...rk·i

7→
(
γik+1

f − r
(j)
0 f

xk+1
+ αik+1(xk+1) r

(j)
0 f

)
1
r

(j)
0 ·i

.

This concludes the verification of the homomorphism property and the proof
of Proposition 5.2.
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5.3. Cyclotomic quotients. — As in §3.2.4, let Λ = (Λi)i∈I be a finitely-sup-
ported family of non-negative integers. In the same way as [24, 18, 19], we
define the cyclotomic quotient of the algebra Vβ(Γ, λ, γ).

Definition 5.4. — We define the algebra V Λ
β (Γ, λ, γ) as the quotient of

Vβ(Γ, λ, γ) by the two-sided ideal JΛ
β generated by the relations

y
Λi1
1 e(i) = 0 , for all i = (i1, . . . , in) ∈ β.

The above relations are homogeneous, so that V Λ
β (Γ, λ, γ) is graded. Note

that if Λi = 0 for all i, then

V Λ
β (Γ, λ, γ) =

{
{0}, if n ≥ 1,
K, if n = 0.

As in §3.2.4, for any j ∈ {1, . . . , d} let Λ(j) be the restriction of Λ to the vertex
set I(j) of Γ(j).

Corollary 5.5. — We have an (explicit) isomorphism of graded algebras:

V Λ
β (Γ, λ, γ) ' Mat( n

n1,...,nd)




d⊗

j=1
V Λ(j)

β(j)

(
Γ(j), λ(j), γ(j)

)

 .

Proof. — Recall that the algebra Rβ(Γ) is isomorphic to a subalgebra of
Vβ(Γ, λ, γ) (see Corollary 4.11). Moreover, if ϑ denotes the isomorphism of
Theorem 5.1, its restriction to Rβ(Γ) is by construction the isomorphism of
Corollary 3.12. Therefore, it follows immediately that the calculations made in
the proof of Theorem 3.16 can be repeated verbatim here. They show that if we
denote by JΛ

β,⊗ the ideal of
⊗d

j=1 Vβ(j)(Γ(j), λ(j), γ(j)), such that the quotient
is
⊗d

j=1 V
Λ(j)

β(j) (Γ(j), λ(j), γ(j)) (see the proof of Theorem 3.16), we have

ϑ(JΛ
β ) = Mat( n

n1,...,nd)
(
JΛ
β,⊗
)
.

This concludes the proof. �
We define V Λ

n (Γ, λ, γ) :=
⊕

β V
Λ
β (Γ, λ, γ), where the direct sum is over the

Bn-orbits β in In. As in Corollary 3.14, using the bijection (19) we deduce the
following corollary. Note that we now use (19) with G = Z/2Z.

Corollary 5.6. — We have an (explicit) isomorphism of graded algebras:

V Λ
n (Γ, λ, γ) '

⊕

n1,...,nd≥0
n1+···+nd=n

Mat( n
n1,...,nd)




d⊗

j=1
V Λ(j)

nj (Γ(j), λ(j), γ(j))


 .

Remark 5.7. — As in Remark 3.19, we deduce that we can assume that Λ is
supported on all components of Γ.
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6. Quiver Hecke algebras for type D

Tofitwith the setting of [19], wenowassume thatK is a fieldwith char(K) 6= 2.
Let Γ be a quiver with an involution θ as in §4.1 and let β be a Bn-orbit in

In. As before, let Λ = (Λi)i∈I be a finitely-supported family of non-negative
integers.

In this section, as in Remark 4.7, we consider the situation λi = γi = 0
for all i ∈ I, and simply denote by Vβ(Γ) = Vβ(Γ, 0, 0) the resulting algebra,
defined in Section 4.1 (note that Conditions (31) are satisfied with this choice
of λ and γ). The defining relations (33)–(38) (those involving the generator
ψ0) simply become:

ψ0e(i) = e(r0 · i)ψ0,(57)
ψ0ψb = ψbψ0, for all b ∈ {2, . . . , n− 1},(58)
ψ0y1 = −y1ψ0,(59)
ψ0ya = yaψ0, for all a ∈ {2, . . . , n},(60)
ψ2

0 = 1 ,(61)
(ψ0ψ1)2 = (ψ1ψ0)2 .(62)

So we can immediately see that we have an homogeneous involutive algebra
automorphism ι of Vβ(Γ) given on the generators by:

ι(ψ0) = −ψ0 and ι(X) = X

for X ∈ {ψ1, . . . , ψn−1, y1, . . . , yn} ∪ {e(i)}i∈β .
(63)

Note that ι is the identity map if n = 0. We denote by Vβ(Γ)ι the fixed-point
subalgebra of Vβ(Γ), that is, Vβ(Γ)ι = {x ∈ Vβ(Γ) | ι(x) = x}. The subalgebra
Vβ(Γ)ι is a graded subalgebra of Vβ(Γ), since ι is homogeneous.
Cyclotomic quotients. We recall that V Λ

β (Γ) is the quotient of Vβ(Γ) by the
two-sided ideal JΛ

β generated by

y
Λi1
1 e(i) = 0 , for all i ∈ β.

These relations are homogeneous, so that the algebra V Λ
β (Γ) inherits the grad-

ing of Vβ(Γ). The same formulas as in (63) define an homogeneous involutive
algebra automorphism of V Λ

β (Γ), and we make the slight abuse of notation
of keeping the name ι for this automorphism. The fixed-point subalgebra is
denoted V Λ

β (Γ)ι.

6.1. Definition and main property ofWδ(Γ). — We recall some definitions and
the results we need from [19].

If n ≥ 2, we identify the Weyl group Dn of type D as the subgroup of Bn
generated by s0 := r0r1r0, s1 := r1, . . . , sn−1 := rn−1. The convention we need
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here is that Dn = {1} if n ∈ {0, 1}. The group Dn then acts on In, if n ≥ 2,
by

s0 · (i1, i2, . . . , in) = (θ(i2), θ(i1), i3, . . . , in) ,
sa · (. . . , ia, ia+1, . . . ) = (. . . , ia+1, ia, . . . ) a = 1, . . . , n− 1.

Let δ be a finite subset of In stable by Dn, that is, a finite union of Dn-orbits.

Definition 6.1. — Let n ≥ 2. The algebra Wδ(Γ) is the unitary associative
K-algebra generated by elements

{ya}1≤a≤n ∪ {ψb}1≤b≤n−1 ∪ {Ψ0} ∪ {e(i)}i∈δ,

with the relations (11)–(16) of Section 3 involving all the generators but Ψ0,
together with

Ψ0e(i) = e(s0 · i)Ψ0,(64)
Ψ0ψb = ψbΨ0, for all b ∈ {1, . . . , n− 1} with b 6= 2 ,(65)

(Ψ0ya + yr1(a)Ψ0)e(i) =
{
e(i) if θ(i1) = i2,
0 otherwise,

for a ∈ {1, 2},(66)

Ψ0ya = yaΨ0, for all a ∈ {3, . . . , n},(67)
Ψ2

0e(i) = Qθ(i1),i2(−y1, y2)e(i),(68)

(Ψ0ψ2Ψ0 − ψ2Ψ0ψ2)e(i)(69)

=





Qθ(i1),i2(−y1, y2)−Qθ(i1),i2(y3, y2)
y1 + y3

e(i), if θ(i1) = i3,

0, otherwise,

for all i ∈ δ.

By convention, we set Wδ(Γ) = Rδ(Γ) if n ∈ {0, 1}. Explicitly, Wδ(Γ) = K
if n = 0, and Wδ(Γ) =

∑
i∈δK[y1]e(i) if n = 1. This choice for n ∈ {0, 1} is

important for the statements of the results in the next section.

Remark 6.2. — With the choices of Γ, θ and the notations of Remark 4.6,
the algebra Wδ(Γ) is exactly the algebra W δ

x defined in [19].

The algebra Wδ(Γ) is Z-graded with

deg e(i) = 0,
deg ya = 2,

deg Ψ0e(i) = d(θ(i1), i2),
degψbe(i) = d(ib, ib+1).

tome 149 – 2021 – no 1



MORITA EQUIVALENCES FOR HECKE ALGEBRAS 213

Definition 6.3. — The cyclotomic quotient WΛ
δ (Γ) is the quotient of the

algebra Wδ(Γ) by the relations

y
Λi1
1 e(i) = 0 , for all i ∈ δ.

The algebra WΛ
δ (Γ) inherits the grading from Wδ(Γ), since the additional

relations are homogeneous. If Λi = 0 for all i, then

WΛ
δ (Γ) =

{
{0}, if n ≥ 1,
K, if n = 0.

Fixed-point isomorphism. Let β be a Bn-orbit in In. Note that β is a finite
union of Dn-orbits, so that both algebras Vβ(Γ) and Wβ(Γ) are defined.

We recall the following results from [19]. Note that they were proved for a
particular choice of Γ and θ (the one relevant for the next section). However,
the proof does not depend on this choice and can be repeated verbatim in our
general setting.

Proposition 6.4 ([19]). — (i) The algebra Wβ(Γ) is isomorphic to the
subalgebra Vβ(Γ)ι of Vβ(Γ).

(ii) Assume that Λ satisfies Λθ(i) = Λi for all i ∈ I. The cyclotomic quotient
WΛ
β (Γ) is isomorphic to V Λ

β (Γ)ι.
In both cases, an isomorphism is given by Ψ0 7→ ψ0ψ1ψ0 and X 7→ X for

all the generators X but Ψ0.

Remark 6.5. — Note that it is assumed in [19] that n ≥ 2. With our conven-
tions, the statements are also true for n ∈ {0, 1}, in which cases the verification
is straightforward.

Remark 6.6. — Recall the defining relations (57), (59) and (61) of V Λ
β (Γ).

Conjugating the cyclotomic relations of V Λ
β (Γ) by ψ0, we obtain y

Λi1
1 e(r0 ·i) = 0

for any i ∈ β. From this remark, it is easy to see that we have, in fact, V Λ
β (Γ) =

V Λ̃
β (Γ), where Λ̃ is now given by Λ̃i = min{Λi,Λθ(i)}. This phenomenon does

not necessarily also occur inWΛ
β (Γ) (where ψ0 is not present), and this explains

the assumptions on Λ in Proposition 6.4(ii).

We note that the isomorphisms given in the preceding proposition are iso-
morphisms of graded algebras. Indeed, in Vβ(Γ), we have degψ0 = 0, and so
it is straightforward to check that the given map is homogeneous.

From Proposition 6.4(i) and Corollary 4.11, we immediately obtain the fol-
lowing statement.

Corollary 6.7. — The subalgebra of Wβ(Γ) generated by all generators but
Ψ0 is isomorphic to Rβ(Γ).
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Semi-direct product. In this paragraph, assume that n ≥ 1. Since ι is involutive,
the vector space Vβ(Γ) decomposes as

Vβ(Γ) = Vβ(Γ)ι ⊕ Vβ(Γ)− ,

where Vβ(Γ)− is the eigenspace of ι for the eigenvalue −1. Moreover, the
generator ψ0 is invertible (in fact, ψ2

0 = 1) and satisfies ι(ψ0) = −ψ0. So the
multiplication by ψ0 provides an isomorphism of vector spaces between Vβ(Γ)ι
and Vβ(Γ)−, so that Vβ(Γ)− can be written as Vβ(Γ)ιψ0. Working out the
multiplication in Vβ(Γ)

(x+ yψ0)(x′ + y′ψ0) = xx′ + yψ0y
′ψ0 + (yψ0x

′ψ0 + xy′)ψ0 ,

we obtain as a standard consequence that Vβ(Γ) is isomorphic to the semi-
direct product Vβ(Γ)ι oC2, where the action of the cyclic group C2 of order 2
on Vβ(Γ)ι is by conjugation by ψ0. Recall that as a vector space Vβ(Γ)ι o C2
is the tensor product Vβ(Γ)ι ⊗K[C2], and the multiplication is given by

(x⊗ ψε0)(x′ ⊗ ψε′0 ) = (xψε0x′ψε0)⊗ ψε+ε′0 .

Then we formulate the preceding standard facts taking into account Propo-
sition 6.4. First we explicitly give the automorphism of Wβ(Γ) induced by
conjugation by ψ0 in Vβ(Γ). We denote this automorphism of order 2 by π. It
is given on the generators by:

π : Ψ0 7→ ψ1 , ψ1 7→ Ψ0 , y1 7→ −y1 , e(i) 7→ e(r0 · i) ,(70)

and the identity on all the other generators. As a consequence of Proposition 6.4
together with the preceding discussion, we conclude that

Vβ(Γ) 'Wβ(Γ) o 〈π〉 ,

and similarly, for Λ as in Proposition 6.4(ii),

V Λ
β (Γ) 'WΛ

β (Γ) o 〈π〉 ,(71)

where we still denote by π the automorphism of order 2 of WΛ
β (Γ) given by the

same Formulas (70). This is, indeed, an automorphism, since Λ satisfies the
assumption of Proposition 6.4(ii).

With these descriptions as semi-direct products, the involution ι on Vβ(Γ)
(and on V Λ

β (Γ)) is simply given by:

ι
(
x⊗ πε

)
= (−1)εx⊗ πε ,(72)

where ε ∈ {0, 1} and x ∈Wβ(Γ) (or x ∈WΛ
β (Γ)).
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6.2. Disjoint quiver isomorphism forWδ(Γ). — Now let d be a positive integer
and assume that the quiver Γ admits a decomposition Γ =

∐d
j=1 Γ(j) as in §5.

Let β be a Bn-orbit in In. As in §5, for any j ∈ {1, . . . , d}, we have an integer
nj(β) = nj and a Bnj -orbit β(j) in (I(j))nj .

If nj(β) = 0 for some j ∈ {1, . . . , d}, then consider Γ̃ the quiver where we
removed the component Γ(j). It follows immediately from the definitions that
Wβ(Γ) is the same algebra as Wβ(Γ̃). So we lose no generality by assuming
that nj(β) 6= 0 for all j ∈ {1, . . . , d}.
Fixed points of tensor products. Since nj(β) ≥ 1 for all j ∈ {1, . . . , d}, in the
preceding section, we have Vβ(j)(Γ(j)) 'Wβ(j)(Γ(j)) o C2 for all j. Hence,

d⊗

j=1
Vβ(j)(Γ(j)) '

( d⊗

j=1
Wβ(j)(Γ(j))

)
o Cd2 ,

where Cd2 acts on the tensor product by the automorphism π from (70) on each
factor.

We would like to describe the fixed points of
⊗d

j=1 Vβ(j)(Γ(j)) for the invo-
lutive automorphism ι⊗ given by the tensor product of ι for each factor. From
Formula (72), we can immediately see that

( d⊗

j=1
Vβ(j)(Γ(j))

)ι⊗
'
( d⊗

j=1
Wβ(j)(Γ(j))

)
o Cd−1

2 ,(73)

where Cd−1
2 is seen as the subgroup of “even” elements of Cd2 , namely,

Cd−1
2 = {(πε1 , . . . , πεd) ∈ Cd2 such that ε1 + · · ·+ εd = 0 (mod 2) } .(74)

Disjoint quiver isomorphism. We can now formulate the main result of this
section. Recall that nj(β) 6= 0 for all j ∈ {1, . . . , d}.

Theorem 6.8. — We have (explicit) isomorphisms of graded algebras:

Wβ(Γ) ' Mat( n
n1,...,nd)



( d⊗

j=1
Wβ(j)(Γ(j))

)
o Cd−1

2


 ,(75)

and, assuming d > 1,

WΛ
β (Γ) ' Mat( n

n1,...,nd)



( d⊗

j=1
W Λ̃(j)

β(j) (Γ(j))
)
o Cd−1

2


 ,(76)

where Λ̃ = (Λ̃i)i∈I is defined by Λ̃i := min{Λi,Λθ(i)}.
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Note that in both formulas above, the group Cd−1
2 is as given in (74). More-

over, the semi-direct product in Formula (76) is well defined, since each Λ̃(j)

satisfies the condition Λ̃(j)
i = Λ̃(j)

θ(i) of Proposition 6.4(ii) (see (71)).

Remark 6.9. — The reader may have noticed that the assumptions d > 1 and
nj(β) 6= 0 (which do not reduce the generality, as explained above) were not
present in the preceding section for the type B in Theorem 5.1 and Corollary
5.5. Indeed, those statements are more uniform in the sense that they are also
valid as they are, even if some nj(β) are 0 or if d = 1. In particular, for d = 1,
we do not necessarily have WΛ

β (Γ) = W Λ̃
β (Γ) (cf. Remark 6.6).

Proof. — • Recall from Theorem 5.1 that we have an isomorphism between
Vβ(Γ) and the algebra Mat( n

n1,...,nd)
(⊗d

j=1 Vβ(j)(Γ(j))
)
. This isomorphism was

obtained with the following two steps:

Vβ(Γ) ' Mat( n
n1,...,nd)

(
e(tβ)Vβ(Γ)e(tβ)

)
and

d⊗

j=1
Vβ(j)(Γ(j)) ' e(tβ)Vβ(Γ)e(tβ) .

For the first isomorphism, see §5.1, the construction of the idempotent e(tβ)
does not involve ψ0, and neither does the construction of the matrix units (that
is, the construction of the elements ψt and φt given by Formulas (20)). So we
immediately deduce how the automorphism ι of Vβ(Γ) behaves with respect to
this isomorphism; namely, we have

Vβ(Γ)ι ' Mat( n
n1,...,nd)

(
e(tβ)Vβ(Γ)ιe(tβ)

)
.

According to Formula (73) (thatwe can use sincenj(β) 6= 0), to prove (75) it only
remains to show that

e(tβ)Vβ(Γ)ιe(tβ) '
( d⊗

j=1
Vβ(j)(Γ(j))

)ι⊗
.

So ifwedenotebyρ the isomorphicmap from
⊗d

j=1Vβ(j)(Γ(j)) to e(tβ)Vβ(Γ)e(tβ),
it remains to check that

ρ ◦ ι⊗ = ι ◦ ρ .
This is immediately verified from Formulas (46)–(49) giving the map ρ in the
proof of Proposition 5.2. Moreover, the isomorphism (75) is graded, since it is
the restriction of a graded isomorphism (to a graded subalgebra).
• To prove (76) we start exactly as in the proof of Corollary 5.5; namely,

we repeat the calculations in the proof of Theorem 3.16. We can do so, since
Rβ(Γ) is a subalgebra of Wβ(Γ) by Corollary 6.7.
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Let ϑ denote the isomorphism in (75) and let KΛ
β denote the ideal of Wβ(Γ)

giving the cyclotomic quotient WΛ
β (Γ). The proofs of Corollary 5.5 and Theo-

rem 3.16 show that

ϑ(KΛ
β ) = Mat( n

n1,...,nd)
(KΛ
β,⊗) ,

where KΛ
β,⊗ is the ideal of

(⊗d
j=1Wβ(j)(Γ(j))

)
oCd−1

2 generated by the elements

y
Λib
b e(i) ,(77)

where i is of profile tβ , and b is of the form b = n1 + · · · + nj−1 + 1 for
j ∈ {1, . . . , d}. Note that, as in the proof of Theorem 3.16, we abuse notations
slightly: if i = (i1, . . . , id) with ik ∈ β(k), we identify yΛib

b e(i) ∈ Wβ(Γ) with
the element of

⊗d
j=1Wβ(j)(Γ(j)), which is e(ik) in the k-th factor with k 6= j

and (y(j)
1 )Λ(ij)1 e(ij) in the j-th factor (where y(j)

1 denotes the generator y1 of
Wβ(j)(Γ(j))).

Contrary to the types A and B, we need to show something more here to
prove (76). In particular, we cannot consider the semi-direct product(⊗d

j=1W
Λ(j)

β(j) (Γ(j))
)
o Cd−1

2 , since the elements Λ(j) do not necessarily sat-
isfy the stability condition of Proposition 6.4(ii). Thus, let KΛ̃

β,⊗ be the ideal
of
(⊗d

j=1Wβ(j)(Γ(j))
)
o Cd−1

2 generated by the elements

y
Λ̃ib
b e(i) ,(78)

where i ∈ β is of profile tβ , and b is of the form b = n1 + · · · + nj−1 + 1 for
j ∈ {1, . . . , d}, and where Λ̃ is defined in Theorem 6.8. We will show that

KΛ
β,⊗ = KΛ̃

β,⊗ .

First, since Λ̃i ≤ Λi for all i ∈ I, we have KΛ
β,⊗ ⊂ KΛ̃

β,⊗. For the reverse

inclusion, take an element yΛ̃ib
b e(i) as in (77). If Λ̃ib = Λib , then y

Λ̃ib
b e(i) ∈

KΛ
β,⊗, and, thus, we assume that Λ̃ib = Λθ(ib). Let ξ ∈ Cd−1

2 , such that the
component of ξ in position j is π. Such an element exists, since we assumed
that d > 1. Then, using Formulas (70) for the action of π on Wβ(j)(Γ(j)), we
have, where i′ ∈ β of profile tβ is such that i′b = θ(ib),

ξ ·
(
y

Λ̃ib
b e(i)

)
= (−yb)Λ̃ib e(i′) = (−yb)Λθ(ib)e(i′) = (−yb)

Λi′
b e(i′) .

Since the action of ξ is invertible, we thus deduce that yΛ̃ib
b e(i) ∈ KΛ

β,⊗. Finally,
we show that all elements in (78) are in KΛ

β,⊗, and thus KΛ̃
β,⊗ ⊂ KΛ

β,⊗. This
concludes the proof. �
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We define Wn(Γ) :=
⊕

δWδ(Γ), where δ runs over all the orbits of In under
the action of Dn, and, similarly, WΛ

n (Γ) =
⊕

δW
Λ
δ (Γ). In the type D situation,

the statements below are less clean than those of Corollary 3.14 or Corollary 5.6.
Nevertheless, they still allow to explicitly reduce the study ofWn(Γ) andWΛ

n (Γ)
to the situation of a quiver with a single component.

For (n1, . . . , nd) ∈ (Z≥0)d, we denote by l(n1, . . . , nd) the number of its
non-zero components. Assume that n ≥ 1 to avoid a trivial situation.

Corollary 6.10. — We have (explicit) isomorphisms of graded algebras:

Wn(Γ) '
⊕

n1,...,nd≥0
n1+···+nd=n

Mat( n
n1,...,nd)



( d⊗

j=1
nj 6=0

Wnj (Γ(j))
)
o C

l(n1,...,nd)−1
2


 ,

WΛ
n (Γ) '

⊕

n1,...,nd≥0
n1+···+nd=n

Mat( n
n1,...,nd)

(
W(n1, . . . , nd)

)
,

where:
• If l(n1, . . . , nd) = 1 then W(n1, . . . , nd) := WΛ(j)

nj (Γ(j)), where j is the
component such that nj = n.

• If l(n1, . . . , nd) > 1, then

W(n1, . . . , nd) :=
( d⊗

j=1
nj 6=0

W Λ̃(j)

nj (Γ(j))
)
o C

l(n1,...,nd)−1
2 .

Proof. — We write Wn(Γ) =
⊕

βWβ(Γ) and WΛ
n (Γ) =

⊕
βW

Λ
β (Γ), where β

runs over all the orbits of In under the action of Bn. We note that, if some
nj(β) are equal to 0 then, as explained at the beginning of this section, we can
remove the corresponding components of Γ to obtain another quiver Γ̃ for which
the assumptions of Theorem 6.8 are satisfied. Then the proof is a repetition of
the proof of Corollary 3.14, using Theorem 6.8 for each orbit β. �

Remark 6.11. — As in Remarks 3.19 and 5.7, we deduce that we can assume
that Λ is supported on all the components of Γ.

7. Morita equivalence for cyclotomic quotients of affine Hecke algebras
of types B and D

In this section, we will combine our previous results Corollaries 5.6 and 6.10
with [18, 19] to obtain Morita equivalence theorems for cyclotomic quotients
of affine Hecke algebras of types B and D. We emphasize that these Morita
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equivalences will be deduced from isomorphisms. As they combine the isomor-
phisms of [18, 19] with those of the previous sections, these isomorphisms can
be written down explicitly, even though they are rather complicated.

Recall thatK is a field with characteristic different from 2. Let p, q ∈ K\{0}
such that q2 6= 1. As in Remark 4.6, for any x ∈ K \ {0}, we define the set

Ix := {xεq2l : ε ∈ {±1}, l ∈ Z} .

Then we take d ≥ 1 and x1, . . . , xd ∈ K×, such that the sets I(j) := Ixj are
pairwise disjoint, and we set

I :=
d∐

j=1
Ixj .

The quiver Γ with involution that we will be considering in this section is
the following:
• The vertex set of Γ is I as above.
• There is an arrow starting from v and pointing to q2v for all v ∈ I.
These are all arrows.
• The involution θ on I is the scalar inversion θ(x) = x−1 for all x ∈ I.

The partition I =
∐d
j=1 I

(j) induces a decomposition of Γ into full subquivers
Γ =

∐d
j=1 Γ(j) as in Section 5, in particular each Γ(j) is stable under the scalar

inversion θ. We also choose a finitely supported family Λ = (Λi)i∈I of non-
negative integers. Finally, we let L be a free Z-module of rank n with basis
{εi}i=1,...,n:

L :=
n⊕

i=1
Zεi .

7.1. Morita equivalence for cyclotomic quotients of affine Hecke algebras of
type B. — We set

α0 := 2ε1 and αi := εi+1 − εi , i = 1, . . . , n− 1 .
For n ≥ 1, the Weyl group Bn of type B acts on L by

r0(ε1) = −ε1,
r0(εi) = εi if i > 1,
ra(εi) = εra(i),

for i = 1, . . . , n− 1 and a = 1, . . . , n− 1.
We denote q0 := p and qi := q for i = 1, . . . , n− 1. The affine Hecke algebra

Ĥ(Bn) is the unitary K-algebra generated by elements
g0, g1, . . . , gn−1 and Xx, x ∈ L .
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The defining relations are X0 = 1, XxXx′ = Xx+x′ for any x, x′ ∈ L, and the
characteristic equations for the generators gi:

g2
i = (qi − q−1

i )gi + 1 for i ∈ {0, . . . , n− 1} ,(79)
with the braid relations of type B

g0g1g0g1 = g1g0g1g0(80)
gigi+1gi = gi+1gigi+1 for i ∈ {1, . . . , n− 2},(81)
gigj = gjgi for i, j ∈ {0, . . . , n− 1} such that |i− j| > 1,(82)

together with

giX
x −Xri(x)gi = (qi − q−1

i )X
x −Xri(x)

1−X−αi ,

for any x ∈ L and i = 0, 1, . . . , n − 1. Note that the right-hand side is a well-
defined element, since there exists k ∈ Z, such that ri(x) = x− kαi. Note also
that Ĥ(B0) = K.

Let Xi := Xεi for i = 1, . . . , n. An equivalent presentation of the algebra
Ĥ(Bn) is with generators

g0, g1, . . . , gn−1, X
±1
1 , . . . , X±1

n ,

and defining relations (79)–(82) together with
XiXj = XjXi for i, j ∈ {1, . . . , n},
g0X

−1
1 g0 = X1,

giXigi = Xi+1 for i ∈ {1, . . . , n− 1},
giXj = Xjgi for i ∈ {0, . . . , n− 1} and j ∈ {1, . . . , n} such that j 6= i, i+ 1.

Definition 7.1. — The cyclotomic quotient HΛ(Bn) of type B associated
with Λ = (Λi)i∈I is the quotient of the algebra Ĥ(Bn) over the relation

∏

i∈I
(X1 − i)Λi = 0 .

Note that if Λi = 0 for all i, then

HΛ(Bn) =
{
{0}, if n ≥ 1,
K, if n = 0.

We recall the main result of [18, 19] concerning HΛ(Bn).

Theorem 7.2. — Let λ, γ be as in Remarks 4.6 and 4.7 if p2 6= 1 and p2 = 1,
respectively. The algebras HΛ(Bn) and V Λ

n (Γ, λ, γ) are (explicitly) isomorphic.

Remark 7.3. — Theorem 7.2 is proven for n ≥ 1 but is also trivially true for
n = 0.
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We now state the first main application of the results of the preceding sec-
tions.

Theorem 7.4. — We have an (explicit) isomorphism of algebras:

HΛ(Bn) '
⊕

n1,...,nd≥0
n1+···+nd=n

Mat( n
n1,...,nd)




d⊗

j=1
HΛ(j)

(Bnj )


 .

In particular, HΛ(Bn) is Morita equivalent to

⊕

n1,...,nd≥0
n1+···+nd=n




d⊗

j=1
HΛ(j)

(Bnj )


 .

Proof. — Note that the statement is true if n = 0, and, thus, we now assume
n ≥ 1. Let us first assume that p2 6= 1. Let λ be the indicator function of

{±p} ∩ I and (γi)i∈I be given by γi =
{

1, if θ(i) = i,

0, otherwise,
as in Remark 4.6.

By Theorem 7.2, we have an isomorphism HΛ(Bn) ' V Λ
n (Γ, λ, γ). For any

j ∈ {1, . . . , d}, the restrictions λ(j) and γ(j) of λ and γ, respectively, to I(j)

satisfy, by Corollary 5.6,

V Λ
n (Γ, λ, γ) '

⊕

n1,...,nd≥0
n1+···+nd=n

Mat( n
n1,...,nd)




d⊗

j=1
V Λ(j)

nj (Γ(j), λ(j), γ(j))


 .

Since λ(j) and γ(j) are still of the above form with respect to the quiver Γ(j), by
Theorem 7.2 we have V Λ(j)

nj (Γ(j), λ(j), γ(j)) ' HΛ(j)(Bnj ) for any nj . We, thus,
deduce the isomorphism of the theorem. We deduce the statement of Morita
equivalence, since MatN (A) and A are Morita equivalent for any algebra A and
N ∈ N∗. The case p2 = 1 is similar, still by Theorem 7.2. �

We obtain the following corollary.

Corollary 7.5. — To study an arbitrary cyclotomic quotient of the affine
Hecke algebra Ĥ(Bn) it is enough to consider cyclotomic quotients given by a
relation

∏

ε∈{±1}
l∈Z

(X1 − xεq2l)mε,l = 0 ,

for any finitely supported family of non-negative integers (mε,l)ε∈{±1},l∈Z, where
x ∈ K× satisfies one of the following four cases:

(a) x = 1 (b) x = q (c) x = p (d) x /∈ ±qZ ∪ ±p±1q2Z .
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Proof. — We sketch a proof, in the same spirit as in the introduction of [18].
By Theorem 7.4 it is clear that it suffices to consider cyclotomic quotients given
by a relation

∏

i∈Ix
(X1 − i)Λi = 0,

where Ix = {xεq2l : ε ∈ {±1}, l ∈ Z} with x ∈ K× and Λ = (Λi)i∈Ix is a finitely
supported family of non-negative integers. By Theorem 7.2 and Remark 4.6
this cyclotomic quotient is determined by:
• The quiver Γ with vertex set Ix, arrows v → q2v for all v ∈ Ix and
involution θ : v 7→ v−1 on Ix

• The set {±p} ∩ Ix.
A first distinction arises when looking at the number of connected compo-

nents of Γ. It has exactly one (or two) connected component(s), when x2 ∈ q2Z

(or x2 /∈ q2Z).
The first case, x2 ∈ q2Z, is equivalent to x ∈ ±qZ. We can switch between x

and −x by the variable change Xi ← −Xi for all i ∈ {1, . . . , n}, replacing Ix
by −Ix = I−x and Λ = (Λi)i∈Ix by Λ′ = (Λ′i)i∈I−x given by Λ′i := Λ−i for all
i ∈ I−x. Thus, it suffices to consider x ∈ qZ, but now a simple shift of Λ (that
is, setting Λ′i = Λiq2N for appropriate N) shows that it suffices to consider the
cases x = 1 (this is case (a)) or x = q (this is case (b)), according to the parity
of the power of q.

We now consider the case x2 /∈ q2Z, that is, x /∈ ±qZ. If {±p} ∩ Ix = ∅,
then x /∈ ±qZ∪±p±1q2Z, and all these choices of x lead to isomorphic algebras,
since, moreover, θ has no fixed points (if x±1q2k is fixed by θ, then x2 ∈ q4Z,
and, thus, x ∈ ±q2Z). This is the case (d). Now, if {±p} ∩ Ix 6= ∅, using the
variable change Xi ← −Xi for all i ∈ {1, . . . , n}, we can always assume that
p ∈ Ix, that is, x ∈ p±1q2Z. In fact, it suffices to consider x ∈ pq2Z, since the
variable change g0 ← −g0 exchanges p and p−1. This case reduces to x = p by
shifting Λ as above, and this is case (c). �

Remark 7.6. — We make additional final remarks on the four cases (a)–(d)
to be considered.
• Cases (a) and (b) correspond to a quiver with a single connected com-
ponent (an infinite oriented line or a finite oriented polygon, depending
on whether or not q is a root, of unity). This quiver is stable by the
involution θ, and then Case (a) corresponds to θ having a fixed point,
while Case (b) generically corresponds to the situation where there is no
fixed point. This latter situation cannot occur if the number of vertices
is finite and odd, that is, Case (b) is not present (or more precisely, is
not necessary, since it is equivalent to Case (a)) when q2 is an odd root
of unity.
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• Cases (c) and (d) (generically) correspond to a quiver with two identical
connected components (two infinite oriented lines or two finite oriented
polygons depending on whether or not q is a root of unity), which are
exchanged by the involution θ. Then Case (c) corresponds to the sit-
uation where one of the special values ±p−1 is present, while Case (d)
corresponds to the situation where no such values occur. We see that
Case (c) is not necessary (more precisely, it reduces to one of Cases (a)
or (b)) when p2 is a power of q2.

• To summarise, there are at least two cases to consider in general: (a)
and (d), while the additional two cases (b) and (c) are to be considered
or not, depending on p and q.

7.2. Morita equivalence for cyclotomic quotients of affine Hecke algebras of
type D. — Let n ≥ 2. We set

α′0 = ε1 + ε2 and α′i = εi+1 − εi , i = 1, . . . , n− 1 .

The Weyl group Dn of type D acts on L by

s0(ε1) = −ε2,
s0(ε2) = −ε1,
s0(εi) = εi, if i > 2,
sa(εi) = εra(i),

for i = 1, . . . , n− 1 and a = 1, . . . , n− 1.
The affine Hecke algebra Ĥ(Dn) is the unitary K-algebra generated by ele-

ments

{gi}1≤i≤n−1 ∪ {G0} ∪ {Xx}x∈L.

The defining relations are X0 = 1, XxXx′ = Xx+x′ for any x, x′ ∈ L, and the
characteristic equations for the generators gi and G0:

g2
i = (q − q−1)gi + 1 for i ∈ {1, . . . , n− 1},

G2
0 = (q − q−1)G0 + 1,

(83)

with the braid relations of type D

G0g2G0 = g2G0g2,(84)
G0gi = giG0 for i ∈ {1, . . . , n− 1} \ {2},(85)
gigi+1gi = gi+1gigi+1 for i ∈ {1, . . . , n− 2},(86)
gigj = gjgi for i, j ∈ {1, . . . , n− 1} such that |i− j| > 1,(87)
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together with

giX
x −Xsi(x)gi = (q − q−1)X

x −Xsi(x)

1−X−α′i ,

G0X
x −Xs0(x)G0 = (q − q−1)X

x −Xs0(x)

1−X−α′0 ,

for any x ∈ L and i = 1, . . . , n − 1. Note that the right-hand sides are well-
defined elements, since for any i ∈ {0, . . . , n− 1}, there exists k ∈ Z, such that
si(x) = x− kα′i.

An equivalent presentation of the algebra Ĥ(Dn) is with generators (where
again Xi := Xεi)

{gi}1≤i≤n−1 ∪ {G0} ∪ {X±1
i }1≤i≤n

and defining relations (83)–(87) together with
XiXj = XjXi for i, j ∈ {1, . . . , n},
G0X

−1
1 G0 = X2,

G0Xi = XiG0 for i ∈ {3, . . . , n− 1},
giXigi = Xi+1 for i ∈ {1, . . . , n− 1},
giXj = Xjgi for i ∈ {1, . . . , n− 1} and j ∈ {1, . . . , n} such that j 6= i, i+ 1.

By convention, we set that Ĥ(Dn) coincides with the usual affine Hecke algebra
of type An if n ∈ {0, 1}, that is, we have Ĥ(D0) = K and Ĥ(D1) = K[X±1

1 ].

Definition 7.7. — The cyclotomic quotient HΛ(Dn) of type D associated
with Λ = (Λi)i∈I is the quotient of the algebra Ĥ(Dn) over the relation

∏

i∈I
(X1 − i)Λi = 0 .

Note that if Λi = 0 for all i, then

HΛ(Dn) =
{
{0}, if n ≥ 1,
K, if n = 0.

We recall the main result of [19] concerning HΛ(Dn). Recall that the quiver Γ
was defined at the beginning of Section 7.

Theorem 7.8. — The algebras HΛ(Dn) and WΛ
n (Γ) are (explicitly) isomor-

phic.

Remark 7.9. — Theorem 7.8 is proven for n ≥ 2, but with our conventions it
follows immediately that it remains true for n ∈ {0, 1}.
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Expression as a semi-direct product. We assume here that n ≥ 1. Assuming
p2 = 1, we can now see Ĥ(Dn) as a subalgebra of Ĥ(Bn). Namely, we have an
inclusion (see, for instance, [19, §2.3]) Ĥ(Dn) ⊆ Ĥ(Bn), given on the generators
by

G0 7→ g0g1g0, gi 7→ gi, X±1
j 7→ X±1

j ,

for any i ∈ {1, . . . , n − 1} and j ∈ {1, . . . , n}. Another way to see Ĥ(Dn) as
a subalgebra of Ĥ(Bn) is to write Ĥ(Dn) as the subalgebra of fixed points of
Ĥ(Bn) under the involution η given by

g0 7→ −g0, gi 7→ gi, X±1
j 7→ X±1

j ,

for each i ∈ {1, . . . , n − 1} and j ∈ {1, . . . , n} (note that since p2 = 1, the
defining relation for the generator g0 is g2

0 = 1). In particular, as in §6.1, we
have a vector space decomposition Ĥ(Bn) = Ĥ(Dn)⊕ Ĥ(Dn)g0 and, thus, an
isomorphism of algebras

Ĥ(Bn) ' Ĥ(Dn) o C2.

Note that the action of the generator of C2 on the generating set of Ĥ(Dn) is
given by

G0 7→ g1, g1 7→ G0, gi 7→ gi,

X1 7→ X−1
1 , X−1

1 7→ X1, X±1
j 7→ X±1

j ,

for all i ∈ {2, . . . , n− 1} and j ∈ {2, . . . , n}.
The involution η on Ĥ(Bn) is compatible with the cyclotomic quotient

HΛ(Bn). Now, if Λ satisfies the stability condition of Proposition 6.4(ii) (which
is here Λi−1 = Λi for all i ∈ I), the previous action of C2 on Ĥ(Dn) is compat-
ible with the cyclotomic quotient HΛ(Dn), and, as above, we have

HΛ(Bn) ' HΛ(Dn) o C2.

Morita equivalence theorem. Let n1, . . . , nd ≥ 1. If Λ satisfies Λi−1 = Λi for all
i ∈ I, the previous action of C2 on HΛ(Dn) extends to a (diagonal) action of
Cd2 on

⊗d
j=1H

Λ(j)(Dnj ). As in §6.2, we restrict this action to the subgroup
Cd−1

2 of even elements given in (74). Recall also the definition of Λ̃ = (Λ̃i)i∈I
given in Theorem 6.8.

We now state the second main application of the paper. As in Corollary 6.10,
for any (n1, . . . , nd) ∈ (Z≥0)d, we denote by l(n1, . . . , nd) the number of its non-
zero components.

Theorem 7.10. — We have an (explicit) isomorphism of algebras:

HΛ(Dn) '
⊕

n1,...,nd≥0
n1+···+nd=n

Mat( n
n1,...,nd)

(
H(n1, . . . , nd)

)
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Where:
• If l(n1, . . . , nd) = 1, then H(n1, . . . , nd) := HΛ(j)(Dnj ), where j is the
component, such that nj = n.

• If l(n1, . . . , nd) > 1, then

H(n1, . . . , nd) :=
( d⊗

j=1
nj 6=0

HΛ̃(j)
(Dnj )

)
o C

l(n1,...,nd)−1
2 .

In particular, HΛ(Dn) is Morita equivalent to
⊕

n1,...,nd≥0
n1+···+nd=n

H(n1, . . . , nd) .

Proof. — We argue as in the proof of Theorem 7.4, using Corollary 6.10 and
Theorem 7.8. Note that the isomorphism of [19] is compatible with the semi-
direct product, since the involution ι (or the element ψ0) of V Λ

n (Γ) is sent to
the involution η (or the element g0) of HΛ(Bn) by the isomorphism of [19]. �

We obtain the following corollary. We note that the situation is a little bit
more intricate than for type B because of the presence of semi-direct products
with products of groups C2. So below, it is implicit that it is enough to consider
some special cyclotomic quotients, up to the application of standard Clifford
theory to deal with the semi-direct products.

Corollary 7.11. — To study an arbitrary cyclotomic quotient of the affine
Hecke algebra Ĥ(Dn), it is enough to consider cyclotomic quotients given by a
relation ∏

ε∈{±1}
l∈Z

(X1 − xεq2l)mε,l = 0 ,

for any finitely supported family of non-negative integers (mε,l)ε∈{±1},l∈Z, where
x ∈ K× satisfies one of the following three cases:

(a) x = 1 (b) x = q (c) x /∈ ±qZ .
Proof. — We sketch a proof in the same spirit as in the introduction of [19].
We deduce from Theorem 7.10 that it suffices to study the cyclotomic quotients
of Ĥ(Dn) given by a relation

∏

i∈Ix
(X1 − i)Λi ,

where Ix and Λ are as in the proof of Corollary 7.5. By Theorem 7.8 this
cyclotomic quotient is only determined by the quiver Γ and its involution θ as
defined in the proof of Corollary 7.5. In particular, looking at the number of
connected components of Γ we still have the two cases x ∈ ±qZ (which give
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cases (a) and (b)) and x /∈ ±qZ (which is case (c)). In the latter case, all the
choices of x lead to isomorphic algebras, since θ has no fixed points. �
Remark 7.12. — We make an additional final remark on the three cases (a)–
(c) to be considered, similarly to Remark 7.6. Cases (a) and (b) correspond to
a quiver with a single connected component (an infinite oriented line or a finite
oriented polygon, depending on whether or not q is a root of unity), while (c)
corresponds to a quiver with two identical connected components exchanged
by the involution θ. Case (a) corresponds to θ having a fixed point, while Case
(b) generically corresponds to the situation where there is no fixed point. As
before, when q2 is an odd root of unity, Case (b) is not necessary, since it is
equivalent to Case (a).

Appendix A. Polynomial realisation

Here, we prove Lemma 4.8. In this Appendix, for any f ∈ K[x, β] we also
systematically write f for the element of EndK(K[x, β]) given by left multi-
plication and use concatenation to denote the composition in EndK(K[x, β]).
In particular, for any w ∈ Bn and f ∈ K[x], we have wf = (wf)w inside
EndK(K[x, β]).

We now define some elements of EndK(K[x, β]) by
ϕ(e(i)) = 1i,

ϕ(yae(i)) = xa1i,
ϕ(ψbe(i)) =

(
δib,ib+1(xb − xb+1)−1(rb − 1) + Pib,ib+1(xb+1, xb)rb

)
1i,

ϕ(ψ0e(i)) =
(
γi1x

−1
1 (1− r0) + αi1(x1)r0

)
1i,

(88)

for any a ∈ {1, . . . , n} and b ∈ {1, . . . , n − 1}, and extend these formulas to
ϕ(X) for X ∈ {y1, . . . , yn, ψ0, . . . , ψn−1} by ϕ(X) =

∑
i∈β ϕ(Xe(i)).

We will prove that ϕ extends to an algebra homomorphism ϕ : Vβ(Γ, λ, γ)→
EndK(K[x, β]), which will imply Lemma 4.8. Indeed, the map ϕ is the homo-
morphism associated with the action defined in §4.2. To prove that ϕ extends
to an algebra homomorphism, we check the defining relations of Vβ(Γ, λ, γ).
Recall that Pi,j = 0 when i = j, so that

ϕ(ψbe(i)) =
{

(xb − xb+1)−1(rb − 1)1i, if ib = ib+1,

Pib,ib+1(xb+1, xb)rb1i, otherwise.

Moreover, by (31a) and (44) we have

ϕ(ψ0e(i)) =
{
αi1(x1)r01i, if γi1 = 0,
γi1x

−1
1 (1− r0)1i, otherwise.

The relations that do not involve ψ0 are satisfied, since the action is the same
as in [22, Proposition 3.12]. Relations (33), (34) and (36) follow immediately.
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To simplify the notation, for any v ∈ Vβ(Γ, λ, γ), we also write v′ instead of
ϕ(v). Note that the composition operation in EndK(K[x, β]) is denoted as a
simple multiplication. For example, ψ′0x1 means composition of the multipli-
cation by x1 with the operator φ(ψ0). Concerning (35), we have

(ψ′0y′1 + y′1ψ
′
0)e(i)′ = ψ′0x11i + x1

(
γi1x

−1
1 (1− r0) + αi1(x1)r0

)
1i

=
[(
γi1x

−1
1 (1− r0)x1 + αi1(x1)r0x1

)

+
(
γi1(1− r0) + x1αi1(x1)r0

)]
1i

=
[
γi1(1 + r0)− x1αi1(x1)r0 + γi1(1− r0) + x1αi1(x1)r0

]
1i

= 2γi11i = ϕ
(
2γi1e(i)

)
.

For (37), if γi = 0, then γθ(i) = 0 by (32), and we have, noting that 1jr0 =
r01r0·j inside EndK(K[x, β]),

ψ′0
2
e(i)′ = ψ′0αi1(x1)r01i

= αθ(i1)(x1)r0αi1(x1)r01i
= αθ(i1)(x1)αi1(−x1)1i
= (−1)λθ(i1)x

d(i1)
1 1i

= ϕ
(
(−1)λθ(i1)y

d(i1)
1 e(i)

)
,

by (43), and if γi1 6= 0, then γθ(i1) 6= 0, and we have

ψ′0
2
e(i)′ = ψ′0γi1x

−1
1 (1− r0)1i

= γθ(i1)γi1
(
x−1

1 (1− r0)
)2 1i

= 0.

It remains to check (38). As in (40), we write i1i2 and even 12, instead of i,
and ā instead of θ(ia). We have, using (33),

(ψ′0ψ′1)2e(12)′ = (ψ′0112̄)(ψ′112̄1)(ψ′0121)(ψ′1112),(89a)
(ψ′1ψ′0)2e(12)′ = (ψ′112̄1̄)(ψ′0121̄)(ψ′111̄2)(ψ′0112).(89b)

A.1. Case γi1 = 0 = γi2 . — First, recall that by (32) we know that if γi1 = 0
and θ(i1) = i2, then γi2 = 0. Thus, we want to prove that

(
(ψ′0ψ′1)2 − (ψ′1ψ′0)2)1i =

{
(−1)λθ(i1) (−y′1)d(i1)−y′2d(i1)

y′1+y′2
ψ′11i, if θ(i1) = i2,

0, otherwise.

(90)

Since γi1 = γθ(i1) = γi2 = γθ(i2) = 0, for any a, b ∈ {1, 2, 1̄, 2̄} the element ψ0
acts on 1ab as αa(x1)r0.
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Assume that θ(i1) = i1 and θ(i2) = i2. By (31b) we have d(i1) = d(i2) = 0,
and, thus, (90) becomes

(
(ψ′0ψ′1)2 − (ψ′1ψ′0)2)1i = 0.(91)

Since d(i1) = d(i2) = 0, by (43) we can assume αi1(y) = αi2(y) = 1, and, thus,
ψ0 acts on 1ab, as r0 for any a, b. Hence, the same calculation as in [19, §3.1]
proves that (91) is satisfied. In the opposite case, if θ(i1) 6= i1 and θ(i2) 6= i2,
we know by the proof of [24, Proposition 7.4] that (90) holds.

Thus, we now assume that θ(i1) = i1 and θ(i2) 6= i2; in particular, i1 6= i2
and θ(i1) 6= i2. As above, we have d(i1) = 0, and, thus, ψ0 acts on 11a as r0.
We obtain from (89), omitting the idempotents,

(ψ′0ψ′1)2 = r0P2̄1(x2, x1)r1α2(x1)r0P12(x2, x1)r1

= P2̄1(x2,−x1)r0α2(x2)r1r0P12(x2, x1)r1

= P2̄1(x2,−x1)α2(x2)P12(−x1,−x2)r0r1r0r1,

and
(ψ′1ψ′0)2 = P2̄1̄(x2, x1)r1α2(x1)r0P1̄2(x2, x1)r1r0

= P2̄1̄(x2, x1)α2(x2)r1r0P1̄2(x2, x1)r1r0

= P2̄1̄(x2, x1)α2(x2)P1̄2(x1,−x2)r1r0r1r0,

and, thus, (ψ′0ψ′1)2 = (ψ′1ψ′0)2 as desired, where we used 1̄ = 1 and (41). The
case θ(i1) 6= i1 and θ(i2) = i2 is similar.

Remark A.1. — (See Remark 4.2.) Without condition (31b), we have to
choose another, more complicated, relation (38), if we want it to be compatible
with the action on polynomials.

A.2. Case γi1 = 0 6= γi2 . — We want to prove that
(
(ψ′0ψ′1)2 − (ψ′1ψ′0)2)1i = γi2

Qi2i1(y′1,−y′2)−Qi2i1(y′1, y′2)
y′2

ψ′01i,

that is,
(
(ψ′0ψ′1)2 − (ψ′1ψ′0)2)1i = γi2

Qi2i1(x1,−x2)−Qi2i1(x1, x2)
x2

αi1(x1)r01i.

By (31a) we have θ(i2) = i2. Note that γi1 = 0 6= γi2 implies i1 6= i2. By (89)
we have, omitting the idempotents,

(ψ′0ψ′1)2 = α1(x1)r0P2̄1(x2, x1)r1γ2x
−1
1 (1− r0)P12(x2, x1)r1

= α1(x1)P2̄1(x2,−x1)γ2x
−1
2 r0r1(1− r0)P12(x2, x1)r1

= α1(x1)P2̄1(x2,−x1)γ2x
−1
2
[
P12(−x1, x2)r0r1 − P12(−x1,−x2)r0r1r0

]
r1

= γ2x
−1
2 α1(x1)P2̄1(x2,−x1)

[
P12(−x1, x2)r0r1 − P12(−x1,−x2)r0r1r0

]
r1,
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and

(ψ′1ψ′0)2 = P2̄1̄(x2, x1)r1γ2x
−1
1 (1− r0)P1̄2(x2, x1)r1α1(x1)r0

= P2̄1̄(x2, x1)γ2x
−1
2 r1(1− r0)P1̄2(x2, x1)α1(x2)r1r0

= P2̄1̄(x2, x1)γ2x
−1
2
[
P1̄2(x1, x2)r1 − P1̄2(x1,−x2)r1r0

]
α1(x2)r1r0

= P2̄1̄(x2, x1)γ2x
−1
2 α1(x1)

[
P1̄2(x1, x2)r1 − P1̄2(x1,−x2)r1r0

]
r1r0

= γ2x
−1
2 α1(x1)P2̄1̄(x2, x1)

[
P1̄2(x1, x2)− P1̄2(x1,−x2)r1r0r1

]
r0.

Thus, recalling 2̄ = 2 and using the properties (9), (30), (41) and (42) for the
families P and Q, we have

(ψ′0ψ′1)2 − (ψ′1ψ′0)2 = γ2x
−1
2 α1(x1)

[
P2̄1(x2,−x1)P12(−x1, x2)

− P2̄1̄(x2, x1)P1̄2(x1, x2)
]
r0

= γ2x
−1
2
[
Q21(x2,−x1)−Q21̄(x2, x1)

]
α1(x1)r0

= γ2x
−1
2
[
Q21(x1,−x2)−Q21(x1, x2)

]
α1(x1)r0,

as desired.

A.3. Case γi1 6= 0 = γi2 . — We want to prove that
(
(ψ′0ψ′1)2 − (ψ′1ψ′0)2)1i = 0.

Similarly to §A.2 we have θ(i1) = i1 6= i2. By (89) we have, omitting the
idempotents,

(ψ′0ψ′1)2 = γ1x
−1
1 (1− r0)P2̄1(x2, x1)r1α2(x1)r0P12(x2, x1)r1

= γ1x
−1
1 [P2̄1(x2, x1)− P2̄1(x2,−x1)r0]α2(x2)P12(x1,−x2)r1r0r1

= γ1x
−1
1 α2(x2)

[
P2̄1(x2, x1)P12(x1,−x2)
− P2̄1(x2,−x1)P12(−x1,−x2)r0

]
r1r0r1

= γ1x
−1
1 α2(x2)P2̄1(x2, x1)P12(x1,−x2)(1− r0)r1r0r1

by (41), and

(ψ′1ψ′0)2 = P2̄1(x2, x1)r1α2(x1)r0P12(x2, x1)r1γ1x
−1
1 (1− r0)

= γ1x
−1
1 α2(x2)P2̄1(x2, x1)P12(x1,−x2)r1r0r1(1− r0),

Thus (ψ′0ψ′1)2 = (ψ′1ψ′0)2 as desired.
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A.4. Case γi1 6= 0 6= γi2 . — We want to prove that (recalling from (8) that
Qii = 0)

(
(ψ′0ψ′1)2 − (ψ′1ψ′0)2)1i

=




γi2

Qi2i1(y′1,−y′2)−Qi2i1(y′1, y′2)
y′1y
′
2

(y′1ψ′0 − γi1) 1i, if i1 6= i2,

0, otherwise,

that is, since ψ0 acts on 1i as γi1x−1
1 (1−r0) (recalling that θ(i1) = i1 by (31a)),

(
(ψ′0ψ′1)2 − (ψ′1ψ′0)2)1i

=




γi1γi2

Qi2i1(x1, x2)−Qi2i1(x1,−x2)
x1x2

r01i, if i1 6= i2,

0, otherwise.

The next result is an easy calculation.

Lemma A.2. — Let P be a polynomial in x1, x2 and let w ∈ 〈r0, r1〉. Then

x−1
1 (1− r0)Pw − Pwx−1

1 (1− r0)
=
(
x−1

1 − wx−1
1
)
Pw + wx−1

1 Pwr0 − x−1
1

r0Pr0w ,

in EndK(K[x, β]).

By (31a) we have θ(i2) = i2. If i1 6= i2, we obtain from (89)

ψ′1ψ
′
0ψ
′
1112 = P21(x2, x1)r1γ2x

−1
1 (1− r0)P12(x2, x1)r1112

= γ2x
−1
2 P21(x2, x1)r1(1− r0)P12(x2, x1)r1112

= γ2x
−1
2 P21(x2, x1)r1

[
P12(x2, x1)− P12(x2,−x1)r0

]
r1112

= γ2x
−1
2 P21(x2, x1)

[
P12(x1, x2)r1 − P12(x1,−x2)r1r0

]
r1112

= γ2x
−1
2 P21(x2, x1)

[
P12(x1, x2)− P12(x1,−x2)r1r0r1

]
112.

Since ψ′0112 = γ1x
−1
1 (1 − r0)112, we can apply Lemma A.2 for the above

two summands. We obtain that the second summand will vanish in(
(ψ′0ψ′1)2 − (ψ′1ψ′0)2)112, since x−1

1 ∈ K(x1) is invariant under r1r0r1, and
P21(x2, x1)P12(x1,−x2) ∈ K[x1, x2] is invariant under r0 by (41). Thus, we
only consider the first summand, which is equal to γ2x

−1
2 Q21(x2, x1), and we

obtain, omitting the idempotents and using (9) and (30),

(ψ′0ψ′1)2 − (ψ′1ψ′0)2 = γ1γ2x
−1
1 x−1

2
[
Q21(x2, x1)−Q21(x2,−x1)

]
r0

= γ1γ2x
−1
1 x−1

2
[
Q21(x1, x2)−Q21(x1,−x2)

]
r0,

as desired.
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Finally, assume that i1 = i2. We have

(ψ′0ψ′1)2 − (ψ′0ψ′1)2

= γ2
1
[
x−1

1 (1− r0)(x1 − x2)−1(r1 − 1)x−1
1 (1− r0)(x1 − x2)−1

− (x1 − x2)−1(r1 − 1)x−1
1 (1− r0)(x1 − x2)−1x−1

1 (1− r0)
]

= 0,

since this is just the braid relation for the divided difference operators ∂0 :=
x−1

1 (1− r0) and ∂1 := (x1 − x2)−1(r1 − 1) (see [3, 7]).
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ERRATUM ON THE PAPER
NON-COMPACT FORM OF THE ELEMENTARY

DISCRETE INVARIANT

by Raphaël Fino

The statements of Section 4 Steenrod operations (except for Lemma 4.1 and
the indirect part of Corollary 4.2) are untrue or unproven (this does not affect
the main result of the paper).

The reason is as follows. The homomorphism
Sl × Id×i : Ch(Xi+1

K )→ Ch(Xi+1
K )

(which would be better denoted by Sl ⊗ Id⊗i), used to define the cycle ρi,j,l ∈
Ch(Xi

K) at the beginning of Section 4.1, does not exist in general at the level
of the Chow group Ch(Xi+1). Indeed, over the base field F , one does not have
Ch(Xi+1) ' Ch(X)⊗i+1 in general (whereas it becomes the case when passing
to a splitting field K since the variety XK is cellular).

Thus, the rationality of the cycle ρi,j may not necessarily imply the ra-
tionality of the cycle ρi,j,l (as wrongly suggested in the first sentence of the
erroneous proof of Corollary 4.2). Therefore, the direct part of Corollary 4.2
and Propositon 4.4 are untrue or unproven (hence so are Examples 4.3 and
4.5). Proposition 4.6 is also untrue or unproven (hence so are Example 4.7
and Remark 4.8) since the same mistake has been made at the beginning of its
erroneous proof: for the aforementioned reason, the rationality of the cycle ρi,j

and identity (12) may not necessarily imply the rationality of (13).
As a consequence, we do not obtain new restrictions on the possible values

of the elementary discrete invariant.
The rest of the paper is totally independent from Section 4.
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