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MAXIMAL ESTIMATES FOR THE KRAMERS–FOKKER–PLANCK
OPERATOR WITH ELECTROMAGNETIC FIELD

by Bernard Helffer & Zeinab Karaki

Abstract. — In continuation of a former work by the first author with F. Nier (2009)
and of a more recent work by the second author on the torus (2019), we consider the
Kramers–Fokker–Planck operator (KFP) with an external electromagnetic field on
Rd. We show a maximal type estimate on this operator using a nilpotent approach for
vector field polynomial operators and induced representations of a nilpotent graded
Lie algebra. This estimate leads to an optimal characterization of the domain of the
closure of the (KFP) operator and a criterion for the compactness of the resolvent.

Résumé (Estimation maximale pour l’opérateur de Kramers-Fokker-Planck avec champ
électromagnétique). — Dans la continuité d’un travail antérieur du premier auteur
avec F. Nier (2009) et d’un travail plus récent du deuxième auteur sur le tore (2019),
nous considérons l’opérateur de Kramers-Fokker-Planck (KFP) avec un champ élec-
tromagnétique sur Rd. Nous montrons une estimation de type maximal sur cet opé-
rateur en utilisant une approche nilpotente pour les opérateurs polynômes de champs
de vecteurs et des représentations induites d’une algèbre de Lie graduée nilpotente.
Cette estimation conduit à une caractérisation optimale du domaine de la fermeture
de l’opérateur (KFP) et à un critère de compacité de la résolvante.
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2 B. HELFFER & Z. KARAKI

1. Introduction and main results

1.1. Introduction. — The Fokker–Planck equation was introduced by Fokker
and Planck at the beginning of the twentieth century to describe the evolution
of the density of particles under Brownian motion. In recent years, global hy-
poelliptic estimates have led to new results motivated by applications to the
kinetic theory of gases. In this direction, many authors have shown maximal
estimates to deduce the compactness of the resolvent of the Fokker–Planck op-
erator and to have resolvent estimates in order to address the issue of return
to the equilibrium. F. Hérau and F. Nier in [5] highlighted the links between
the Fokker–Planck operator with a confining potential and the associated Wit-
ten Laplacian. Later, this work was extended in the book of B. Helffer and
F. Nier [2], and we refer more specifically to their Chapter 9 for a proof of the
maximal estimate.

In this article, we continue the study of the model case of the operator of
Fokker–Planck with an external magnetic field Be, which was initiated in the
case of the torus Td (d = 2, 3) in [9, 10], by considering Rd and reintroducing
an electric potential as in [2]. In this context, we establish a maximal-type
estimate for this model, giving a characterization of the domain of its closed
extension and giving sufficient conditions for the compactness of the resolvent.

1.2. Statement of the result. — For d = 2 or 3, we consider, for a given external
electromagnetic field Be defined on Rd with value in Rd(d−1)/2 and a real val-
ued electric potential V defined on Rd, the associated Kramers–Fokker–Planck
operator K (in short KFP) defined by:

K = v · ∇x −∇xV · ∇v − (v ∧Be) · ∇v −∆v + v2/4− d/2 ,(1)

where v ∈ Rd represents the velocity, x ∈ Rd represents the space variable, and
the notation (v ∧Be) · ∇v means:

(v ∧Be) · ∇v =





b(x) (v1∂v2 − v2∂v1) if d = 2
b1(x)(v2∂v3 − v3∂v2) + b2(x)(v3∂v1 − v1∂v3)

+ b3(x)(v1∂v2 − v2∂v1) if d = 3 .
The operator K is initially considered as an unbounded operator on the Hilbert
space L2(Rd × Rd), whose domain is D(K) = C∞0 (Rd × Rd).

We then denote by:
• Kmin the minimal extension of K where D(Kmin) is the closure of D(K)
with respect to the graph norm;

• Kmax the maximal extension of K where D(Kmax) is given by:
D(Kmax) = {u ∈ L2(Rd × Rd) |Ku ∈ L2(Td × Rd)} .

We will use the notation K for the operator Kmin or KBe,V if we want to
mention the reference to Be and V .

tome 150 – 2022 – no 1



MAXIMAL ESTIMATES FOR THE KRAMERS–FOKKER–PLANCK OPERATOR 3

The existence of a strongly continuous semigroup associated to operator
K when the magnetic field is regular, and V = 0 is shown in [9]. We will
improve this result by considering a much lower regularity. In order to obtain
the maximal accretivity, we are led to substitute the hypoellipticity argument
by a regularity argument for the operators with coefficients in L∞loc, which will
be combined with the more classical results of Rothschild–Stein in [12] for
Hörmander operators of type 2 (see [6] for more details of this subject). Our
first result is:

Theorem 1.1. — If Be ∈ L∞loc(Rd,Rd(d−1)/2) and V ∈W 1,∞
loc (Rd), then KBe,V

is maximally accretive.

The theorem implies that the domain of the operator K = Kmin has the
following property:

D(K) = D(Kmax) .(2)
We are next interested in specifying the domain of the operator K introduced
in (2). For this goal, we will establish a maximal estimate for K, using tech-
niques that were initially developed for the study of hypoellipticity of invariant
operators on nilpotent groups and the proof of the Rockland conjecture. Before
we state our main result, we introduce the following functional spaces:
• B2(Rd) (or B2

v to indicate the name of the variables) denotes the space:
B2(Rd) := {u ∈ L2(Rd) | ∀(α, β) ∈ N2d, |α|+ |β| ≤ 2 , vα ∂βv u ∈ L2(Rd)} ,

which is equipped with its natural Hilbertian norm.
• B̃2(Rd×Rd) is the space L2

x⊗̂B2
v (in L2(Rd×Rd) identified with L2

x⊗̂L2
v)

with its natural Hilbert norm.
• H2(R2d) is the Sobolev space of degree 2 associated with the vector
fields ∂

∂vj
(j = 1, . . . , d) , i v` (` = 1, . . . , d) with weight 1 and v · ∇x

with weight 2 as introduced in [10, Section 2]. It also reads
H2(R2d) = {u ∈ B̃2(R2d) , v · ∇xu ∈ L2(R2d)} .

• H2
loc(R2d) is the space of functions that are locally in H2(R2d).

We can now state the second theorem of this article:

Theorem 1.2. — Let d = 2 or 3. We assume that Be ∈ C1(Rd,Rd(d−1)/2) ∩
L∞(Rd,Rd(d−1)/2), V ∈ C2(Rd,R) and that there exist positive constants C,
ρ0 >

1
3 , and γ0 <

1
3 , such that
|∇xBe(x)| ≤ C〈∇V (x)〉γ0 ,(3)
|Dα

xV (x)| ≤ C〈∇V (x)〉1−ρ0 , ∀α s.t. |α| = 2 ,(4)
where

〈∇V (x)〉 =
√
|∇V (x)|2 + 1 .

BULLETIN DE LA SOCIÉTÉ MATHÉMATIQUE DE FRANCE



4 B. HELFFER & Z. KARAKI

Then there exists C1 > 0 such that, for all u ∈ C∞0 (Rd × Rd), the operator
K satisfies the following maximal estimate:

∥∥|∇V (x)| 23 u
∥∥+ ‖(v · ∇x −∇xV · ∇v − (v ∧Be) · ∇v)u‖+ ‖u‖B̃2

≤ C1(‖Ku‖+ ‖u‖) .
(5)

The proofs will combine the previous works of [2] (in the case Be = 0) and
[10] (in the case V = 0) with, in addition, two differences:
• Td is replaced by Rd .
• The reference operator in the enveloping algebra of the nilpotent algebra
is different.

Notice also that when Be = 0, our assumptions are weaker than in [2] where
the property that |∇V (x)| tends to +∞ as |x| → +∞ was used to construct
the partition of unity.

Using the density of C∞0 (Rd×Rd) in the domain of K, we obtain the following
characterization of this domain:

Corollary 1.3. —

D(K) =
{
u ∈ B̃2(Rd × Rd)

∣∣ (v · ∇x −∇V · ∇v − (v ∧Be) · ∇v)u
and |∇V (x)| 23 u ∈ L2(Rd × Rd)

}
.

(6)

In particular, this implies that under the assumptions of Theorem 1.2, the
operator KBe,V has a compact resolvent if and only if KBe=0,V has the same
property. This is, in particular, the case (see [2]) when

|∇V (x)| → +∞ when |x| → +∞ ,

as can also be seen directly from (6).

Remark 1.4. — For more results in the case without a magnetic field, we
refer the reader to [2] and recent results obtained in 2018 by Wei-Xi Li [11]
and in 2019 by M. Ben Said [1] in connection with a conjecture of Helffer and
Nier relating the compact resolvent property for the (KFP)-operator with the
same property for the Witten Laplacian on (0)-forms: −∆x,v + 1

4 |∇Φ|2− 1
2∆Φ,

with Φ(x, v) = V (x) + v2

2 . Its proof also involves nilpotent techniques. One
can then naturally ask about results when Be(x) is unbounded. In particular,
the existence of (KFP)-magnetic bottles (i.e., the compact resolvent property
for the (KFP)-operator) when V = 0 is natural. Here, we simply observe that
Proposition 5.19 in [2] holds (with exactly the same proof) for KBe,V when Be
and V are C∞. Hence, there are no (KFP)-magnetic bottles.

tome 150 – 2022 – no 1



MAXIMAL ESTIMATES FOR THE KRAMERS–FOKKER–PLANCK OPERATOR 5

2. Maximal accretivity for the Kramers–Fokker–Planck operator
with a weakly regular electromagnetic field

To prove Theorem 1.1, we will show the Sobolev regularity associated with
the following problem

K∗f = g with f, g ∈ L2
loc(R2d) ,

where K∗ is the formal adjoint of K:

K∗ = −v · ∇x −∆v + (v ∧Be +∇xV ) · ∇v + v2/4− d/2 .(7)

The result of Sobolev regularity is the following:

Theorem 2.1. — Let d = 2 or 3. We suppose that Be ∈ L∞loc(Rd,Rd(d−1)/2),
and V ∈W 1,∞

loc (Rd×Rd). Then, for all f ∈ L2
loc(R2d), such that K∗f = g with

g ∈ L2
loc(R2d), f ∈ H2

loc(R2d) .

Before proving Theorem 2.1, we recall the following result :

Proposition 2.2 (Proposition A.3 in [10]). — Let cj ∈ L∞,2loc (Rd × Rd), j =
1, . . . , d, where L∞,2loc (Rd×Rd) = {u ∈ L2

loc, ∀ϕ ∈ C∞0 (Rd×Rd) such that ϕu ∈
L∞x (L2

v)}, such that

∂vj (cj(x, v)) = 0 in D′(R2d) , ∀j = 1, . . . , d .(8)

Let P0 be the Kolmogorov operator

P0 := −v · ∇x −∆v .(9)

If h ∈ L2
loc(R2d) satisfies





P0h =
d∑

j=1
cj(x, v) ∂vj hj + g̃

hj , g̃ ∈ L2
loc(R2d), ∀j = 1, . . . , d ,

(10)

then ∇v h ∈ L2
loc(R2d,Rd) .

We can now give the proof of Theorem 2.1.

Proof of Theorem 2.1. — The proof is similar to that of Theorem A.2 in [10].
In the following, we will only focus on the differences appearing in our case. To
show the Sobolev regularity of the problem K∗ f = g with f and g ∈ L2

loc(R2d)

BULLETIN DE LA SOCIÉTÉ MATHÉMATIQUE DE FRANCE



6 B. HELFFER & Z. KARAKI

we can reformulate the problem as follows:




P0 f =
d∑

j=1
cj(x, v) ∂vj hj + g̃

hj = f ∈ L2
loc(R2d) ,

g̃ = g − v2

4 f + d

2 f ∈ L
2
loc(R2d), ∀j = 1, . . . , d .

Here, the coefficients cj are defined by

cj(x, v) = −(v ∧ Be)j − ∂xj V ∈ L∞(Rd, L2
loc(Rd)) ,∀j = 1, . . . , d .

We note that the coefficients cj verify the condition (8) of the Proposition 2.2
because

∂vj (v ∧Be)j = 0 and ∂vj ∂xj V = 0 , ∀j = 1, . . . , d . �

2.1. Proof of Theorem 1.1. — The accretivity of the operator K is clear. To
show that the operator K is maximally accretive, it suffices to show that there
exists λ0 > 0, such that the operator T = K + λ0 Id has a dense range in
L2(Rd × Rd). As in [2], we take λ0 = d

2 + 1 .
We have to prove that if u ∈ L2(Rd × Rd) satisfies

〈u, (K + λ0Id)w〉 = 0, ∀w ∈ D(K) ,(11)

then u = 0.
For this we observe that equation (11) implies that

K∗ u = −
(
d

2 + 1
)
u in D′(Rd × Rd) ,

where K∗ is the operator defined in (7).
Under the assumption that Be ∈ L∞loc(Rd,Rd(d−1)/2), V ∈ W 1,∞

loc (Rd) and
u ∈ D(K∗) ⊂ L2

loc(Rd × Rd), Theorem 2.1 shows that u ∈ H2
loc(Rd × Rd).

So, we have χ(x, v)u ∈ H2(Rd × Rd), for any χ ∈ C∞0 (Rd × Rd). The rest of
the proof is standard. The regularity obtained for u allows us to justify the
integrations by parts and the cut-off argument given in [2, Proposition 5.5].

Remark 2.3. — One can also prove that the operator K = KV,Be is maxi-
mally accretive by using the Kato perturbation theory by an unbounded op-
erator, but this can only be done under the stronger assumption that Be ∈
L∞(Rd,Rd(d−1)/2) and V ∈W 1,∞(Rd). Under this assumption, one can prove
that B = −∇xV · ∇v is a KBe-bounded operator with a KBe-bound that is
strictly smaller than 1 (cf. [8, Section A.4]), where KBe is the same operator,
with V = 0 already having been studied in [8].

tome 150 – 2022 – no 1



MAXIMAL ESTIMATES FOR THE KRAMERS–FOKKER–PLANCK OPERATOR 7

3. Proof of Theorem 1.2

3.1. General strategy. — For technical reasons, it is easier to work with

Ǩ := K + d

2 .

It is clear that it is equivalent to prove the maximal estimate for Ǩ.
The proof consists in constructing G, a graded and stratified algebra of

type 2, and, at any point x ∈ Rd, a homogeneous element Fx in the enveloping
algebra U2(G), which satisfies the Rockland condition. We recall that Helffer
and Nourrigat’s proof is based on maximal estimates that not only hold for the
operator but also (and uniformly) for π(Fx), where π is any induced represen-
tation of the Lie algebra.

It remains to find πx, such that πx(Fx) = Kx+ d
2 is a good approximation of

K in a suitable ball centered at x and to patch together the estimates through
a partition of unity. This strategy was used in [2] in the case B = 0 and in
[8, 9] in the case of the torus Td with V = 0.

Actually, we first define Kx and then look for the Lie algebra, the operator,
and the induced representation.

3.2. Maximal estimate. — For simplification purposes, let us present the ap-
proach when d = 2 (but this restriction is not important). The dependence on
x will actually appear through the two parameters (b, w) ∈ R× R2, where

b = Be(x) and w = ∇V (x) .

We then consider the following model:

Kx + 1 := Kw,b

= v · ∇x − w.∇v + b(v1∂v2 − v2∂v1)−∆v + v2/4 , in R2 × R2 .

(12)

We would like to have uniform estimates with respect to the parameters b and
w. This is the object of the following proposition.

Proposition 3.1. — For any compact interval I, there exists a constant C,
such that for any b ∈ I, any w ∈ R2, and any f ∈ S(R4), we have the maximal
estimate

|w| 43 ‖f‖2 + |w| 23 ‖∇vf‖2 + |w| 23 ‖vf‖2 +
∑

|α|+|β|≤2

‖vα∂βv f‖2

≤ C
(
‖f‖2 + ‖Kw,bf‖2

)
.

(13)

3.3. Proof of Proposition 3.1. Step 1. — Following [2], we consider, after appli-
cation of the x→ ξ partial Fourier transform, the family indexed by w, b, ξ:

K̂w,b,ξ = iv · ξ − w.∇v + b(v1∂v2 − v2∂v1)−∆v + v2/4, in R2 × R2 .(14)

BULLETIN DE LA SOCIÉTÉ MATHÉMATIQUE DE FRANCE



8 B. HELFFER & Z. KARAKI

We denote by σ the symbol of the operator K̂w,b,ξ considered as acting in
L2(R2

v):

σ(v, η) = iξ · v − iw · η − ib(v1η2 − v2η1) + η2 + v2/4 .

We introduce the symplectic map on R4 associated with the matrix

A =




cos t1 − sin t1 0 0
sin t1 cos t1 0 0

0 0 cos t2 − sin t2
0 0 sin t2 cos t2


 .

Then there exists (see [2] for an explicit definition) an associate unitary meta-
plectic operator T̃ acting in L2(R4), such that

T̃−1 K̂w,b,ξ T̃ = iv · ξ′(t)− w′(t) · ∇v + b′1(t)(v1∂v2 − v2∂v1)
+ ib′2(t)(v1v2 − ∂v1∂v2)−∆v + v2/4 ,

(15)

with t = (t1, t2) ∈ R2





w′k(t) = wk cos tk − ξk sin tk
ξ′k(t) = wk sin tk + ξk cos tk
b′1(t) = b cos(t2 − t1)
b′2(t) = b sin(t2 − t1)

,(16)

for k = 1, 2.
We now choose tk so that

w′k(t) = 0 and ξ′k(t) =
√
w2
k + ξ2

k := ρk .

With this choice of tk, by (15) this leads to the analysis of a maximal estimate
for

Ǩρ,b′ = i v · ρ+ b′1(v1∂v2 − v2∂v1) + ib′2(v1v2 − ∂v1∂v2)−∆v + v2/4 ,(17)

which is considered, for fixed (ρ, b′), as an operator on S(R2).
We notice that |b′| = |b|. Hence, if b belongs to a compact interval, then b′

belongs to a compact set in R2.
It remains to show that for a suitable Lie algebra G, this is the image by an

induced representation πρ of an element Fb′ satisfying the Rockland condition.

3.4. Nilpotent techniques for the analysis of Ǩρ,b′ . We construct a graded Lie
algebra G of type 2, a subalgebra H, for b′ ∈ R2 an element Fb′ in U2(G), and
for ρ ∈ R2 a linear form `ρ ∈ G∗, such that `ρ([H,H|) = 0, and

π`ρ,H(Fb′) = Ǩρ,b′ ;

tome 150 – 2022 – no 1



MAXIMAL ESTIMATES FOR THE KRAMERS–FOKKER–PLANCK OPERATOR 9

Ǩρ,b′ can be written as a ρ-independent polynomial of five differential operators

Ǩρ,b′ = X1,2 −
2∑

k=1

(
(X ′k,1)2 + 1

4(X ′′k,1)2)
)

− ib′1
(
X ′1,1X

′′
2,1 −X ′2,1X ′′1,1

)
− ib′2

(
X ′′1,1X

′′
2,1 +X ′1,1X

′
2,1
)
,

(18)

which are given by
X ′1,1 = ∂v1 , X ′′1,1 = iv1 , X ′2,1 = ∂v2 , X ′′2,1 = iv2 , X1,2 = i v · ρ .(19)

We now look at the Lie algebra generated by these five operators and their
brackets. This leads us to introduce three new elements that verify the following
relations:

X2,2 := [X ′1,1, X ′′1,1] = [X ′2,1, X ′′2,1] = i ,

X1,3 := [X1,2, X
′
1,1] = −iρ1 , X2,3 := [X1,2, X

′
2,1] = −iρ2 .

We also observe that we have the following properties:
[X ′1,1, X ′2,1] = [X ′′1,1, X ′′2,1] = 0 ,
[X ′j,1, Xk,3] = [X ′′j,1, Xk,3] = [Xk,3, X2,2] = · · · = 0 , ∀j, k = 1, 2 .

We then construct a graded Lie algebra G verifying the same commutator
relations. More precisely, G is stratified of type 2, nilpotent of rank 3, its un-
derlying vector space is R8, and G1 is generated by four elements Y ′1,1, Y ′2,1, Y ′′1,1,
and Y ′′2,1, G2 is generated by Y1,2 and Y2,2, and G3 is generated by Y1,3 and Y2,3.

Y2,2 := [Y ′1,1, Y ′′1,1] = [Y ′2,1, Y ′′2,1],
Y1,3 := [Y1,2, Y

′
1,1] , Y2,3 := [Y1,2, Y

′
2,1] ,

and
[Y ′1,1, Y ′2,1] = [Y ′′1,1, Y ′′2,1] = 0 ,
[Y ′j,1, Yk,3] = [Y ′′j,1, Yk,3] = [Yk,3, Y2,2] = · · · = 0 , ∀j, k = 1, 2 .

We note that G is the same graded Lie algebra given in [10] and is, indeed,
independent of the parameters (ρ, b′).

We have to check that for a given ρ = (ρ1, ρ2), the representation π (with
the convention that if � = ∅, there is no exponent) defined on its basis by

π(Y �i,j) = X�i,j with i = 1, 2, j = 1, 2, 3 and � ∈ {∅, ′, ′′}(20)
defines an induced representation of the Lie algebra G.

By applying the same steps given in [10, page 11] (following the techniques
of [4]), we actually obtain π = π`,H with

H = Vect(Y ′′1,1, Y ′′2,1, Y1,2, Y2,2, Y1,3, Y2,3) ,(21)
and `ρ ∈ G∗ defined by 0 for the elements of the basis of G except

`ρ(Y1,3) = −ρ1 , `ρ(Y2,3) = −ρ2 and `ρ(Y2,2) = 1 .(22)
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10 B. HELFFER & Z. KARAKI

With (18) in mind, we introduce

Fb′ = Y1,2 −
2∑

k=1

(
(Y ′k,1)2 + 1

4(Y ′′k,1)2
)

(23)

− ib′1
(
Y ′1,1Y

′′
2,1 − Y ′2,1Y ′′1,1

)
− ib′2

(
Y ′′1,1Y

′′
2,1 + Y ′1,1Y

′
2,1
)

and get
π`ρ,H(Fb′) = Ǩρ,b′ .(24)

The verification of the Rockland condition is the same as in [10]. For any
nontrivial irreducible representation π, we consider a C∞-vector of the rep-
resentation, such that π(Fb′)u = 0 and write <〈π(Fb′)u , u〉 = 0. Because
the operator π(Y ) is a formally skew-adjoint operator for all Y ∈ G (see [10,
Proposition 2.7]), we first get that π(Y )u = 0, for any Y ∈ G1 and by difference
π(Y1,2)u = 0.

Observing that G is the algebra generated by G1 and Y12, we get π(Y )u = 0,
for any Y ∈ G, which implies, π being nontrivial, that u = 0 .

Therefore, according to the Helffer–Nourrigat theorem [3] the operator Fb′

is maximal hypoelliptic, and this also implies that π(Fb′) satisfies a maximal
estimate for any induced representation π with a constant that is independent
of π. By applying this argument to Ǩρ,b′ = π`,H(Fb′), we obtain for any
compact K0 ⊂ R2 the existence of C > 0, such that, ∀b′ ∈ K0, ∀ρ ∈ R2 and
∀u ∈ S(R2),

‖X1,2u‖2 +
2∑

k=1

(
‖(X ′k,1)2u‖2 + ‖(X ′′k,1)2u‖2

)
+

2∑

k,`=1
‖X ′k,1X ′′`,1u‖2(25)

≤ C
(
‖Ǩρ,b′u‖2 + ‖u‖2

)
.

Notice here that we first prove the inequality for fixed b′ and then show the
local uniformity with respect to b′.

In particular, we have

‖(v · ρ)u‖2 +
∑

|α|+|β|≤2

‖vα∂βv u‖2 ≤ C
(
‖Ǩρ,b′u‖2 + ‖u‖2

)
.(26)

Using the treatment of the operator introduced in (V5.52) in [2], there exists
Č, such that, ∀ρ ∈ R2 and ∀u ∈ S(R2), we have

|ρ| 43 ‖u‖2 ≤ Č(‖(−∆ + v · ρ)u‖2) .(27)

Combining (26) and (27), we finally obtain, for any compact K0 ⊂ R2, the
existence of Ĉ > 0, such that ∀b′ ∈ K0, ∀ρ ∈ R2, and ∀u ∈ S(R2),

‖(v · ρ)u‖2 + |ρ| 43 ‖u‖2 +
∑

|α|+|β|≤2

‖vα∂βv u‖2 ≤ Ĉ
(
‖Ǩρ,b′u‖2 + ‖u‖2

)
.(28)

tome 150 – 2022 – no 1



MAXIMAL ESTIMATES FOR THE KRAMERS–FOKKER–PLANCK OPERATOR 11

3.5. End of the proof of Proposition 3.1. — Coming back to the initial coordi-
nates, we get for a new constant C > 0,

‖f‖2 + ‖K̂w,b,ξf‖2 ≥
1
C

(
|w| 43 ‖f‖2 +

∑

|α|+|β|≤2

‖vα∂βv f‖2
)
, ∀f ∈ S(R2) .(29)

Note that by complex interpolation, this implies also for f ∈ S(R2) :

‖f‖2 + ‖K̂w,b,ξf‖2 ≥
1
C̃

(
|w| 23 ‖vf‖2 + |w| 23 ‖∇vf‖2 +

∑

|α|+|β|≤2

‖vα∂βv f‖2
)
.(30)

This achieves the proof of the proposition.

3.6. Proof of Theorem 1.2. —
3.6.1. Step 1: construction of the partition of unity. — We start with the
following lemma.

Lemma 3.2. — Let V satisfy (4), for some ρ0 ∈ ( 1
3 , 1) and, for s > 0, let us

define

r(x) := 〈∇xV (x)〉−s .(31)

Then there exists δ0 > 0, such that if |x− y| ≤ δ0r(x), then

δ0 ≤
r(x)
r(y) ≤

1
δ0
.

Proof. — For c > 0, let v̂(x, c) := sup|x−y|≤cr(x)〈∇V (y)〉. Using our assump-
tions, there exists C0, such that, for any c > 0, we have

v̂(x, c) ≤ 〈∇V (x)〉+ C0 c r(x)v̂(x, c)1−ρ0 .

Hence,
v̂(x, c)
〈∇V (x)〉 ≤ 1 + C0 c 〈∇V (x)〉−1−sv̂(x, c)1−ρ0

≤ 1 + C0 c ( v̂(x, c)
〈∇V (x)〉 )

1−ρ0 .

This inequality implies, for all c > 0, the existence of C1(c), such that, ∀x ∈ R2,

1 ≤ v̂(x, c)
〈∇V (x)〉 ≤ C1(c) ,

and, in particular,
〈∇V (y)〉
〈∇V (x)〉 ≤ C1(c) , for |x− y| ≤ cr(x) .
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12 B. HELFFER & Z. KARAKI

To get the reverse inequality, we fix some c0 and consider c ∈ (0, c0). We then
get, for |x− y| ≤ cr(x)|,

〈∇V (x)〉 ≤ 〈∇V (y)〉+ C0 c |∇V (x)|−s C1(c0) |∇V (x)|1−ρ0

≤ 〈∇V (y)〉+ C0 cC1(c0) |∇V (x)| .

Choosing c small enough we obtain

〈∇V (x)〉 ≤ (1− C0 cC1(c0))−1|∇V (y)| .

Hence, we have found c1 ∈ (0, c0) and C2 > 1, such that |x− y| ≤ c1r(x)|,

1
C2
≤ 〈∇V (y)〉
〈∇V (x)〉 ≤ C2 .(32)

It is then easy to get the lemma for δ0 ∈ (0, c1) small enough. �

The parameter δ0 is now fixed by the lemma, and we now consider δ ∈ (0, δ0)
and r(x, δ) = δ r(x). According to Lemma 18.4.4 (and around this lemma in
Section 8.4) in [7], one can now introduce, for any δ ∈ (0, δ0], a δ-dependent
partition of unity φj in the x variable corresponding to a covering by balls
B(xj , r(xj , δ)) (with the property of uniform finite intersection Nδ), where, for
r > 0 and x̂ ∈ R2, the ball B(x̂, r) is defined by B(x̂, r) := {x ∈ R2 | |x−x̂| < r}.

So the support of each φj is contained in B(xj , δr(xj)), and we have
∑

j

φ2
j (x) = 1 ,(33)

and

|∇φj(x)| ≤ Cδ〈∇V (xj)〉s ≤ Ĉδ〈∇V (x)〉s .(34)

This implies (using the finite intersection property)
∑

j

|∇φj(x)|2 ≤ Čδ〈∇V (x)〉2s .(35)

3.6.2. Step 2. — The proof is inspired by Chapter 9 of [2] but is different
due to the presence of the magnetic field and the absence of the assumption
|∇V (x)| → +∞ at infinity.
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We start, for u ∈ C∞0 (R2 × R2) , from

‖Ǩu‖2 =
∑

j

‖φjǨu‖2

=
∑

j

‖Ǩφju‖2 −
∑

j

‖[Ǩ, φj ]u‖2

=
∑

j

‖Ǩφju‖2 −
∑

j

‖(X0φj)u‖2

=
∑

j

‖Ǩφju‖2 −
∑

j

‖(∇φj) · v u‖2

≥
∑

j

‖Ǩφju‖2 − Čδ‖〈∇V 〉svu‖2 .

For the analysis of ‖Ǩφju‖2, let us now write, with wj = ∇V (xj) and bj =
Be(xj),

Ǩ = Ǩ −Kwj ,bj +Kwj ,bj .

We verify that, by using the construction of the partition of unity and the
assumptions of Theorem 1.2,

‖(Ǩ −Kwj ,bj )φju‖2

≤ 2‖φj(x)(∇V (x)− wj) · ∇vu‖2 + 2‖φj(x)(Be(x)− bj)(v1∂v2 − v2∂v1)u‖2

≤ Cδ2
(∥∥|∇V |1−ρ0−sφj∇vu

∥∥2 +
∥∥|∇V |−s+γ0φj(v1∂v2 − v2∂v1)u

∥∥2
)
.

These errors have to be controlled by the main term.
We note that by using the inequality (30), we have

‖φju‖2 + ‖Kwj ,bjφju‖2 ≥
1
C

∥∥|∇V | 23φju
∥∥2 + 1

C

∥∥|∇V | 13φj∇vu
∥∥2

+ 1
C

∥∥|∇V | 13φjvu
∥∥2 + 1

C

∑

|α|+|β|≤2

‖vα∂βv φju‖2 .

Finally, we observe that

‖Ǩφju‖2 ≥
1
2‖Kwj ,bjφju‖2 − ‖(Ǩ −Kwj ,bj )φju‖2 .

We now choose

max
(

2
3 − ρ0, γ0

)
< s <

1
3 .(36)
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14 B. HELFFER & Z. KARAKI

Summing up over j, we have obtained the existence of a constant C, such that
for all u ∈ C∞0 (R2 × R2)

‖u‖2 + ‖Ǩu‖2

≥ 1
C

∥∥|∇V | 23 u
∥∥2 + 1

C

∥∥|∇V | 13 ∇vu
∥∥2 + 1

C

∥∥|∇V | 13 vu
∥∥2

+ 1
C

∑

|α|+|β|≤2

‖vα∂βv u‖2

− Cδ2∥∥|∇V |1−s−ρ0 ∇vu
∥∥2 − Cδ2∥∥|∇V |−s+γ0(v1∂v2 − v2∂v1)u

∥∥2

− C
(∫

Rd

∫

Ω(R)
|∇V |2s |∇vu|2 dxdv +

∫

Rd

∫

Ω(R)c
|∇V |2s |∇vu|2 dxdv

)

− Ĉ
(∫

Rd

∫

Ω(R)
|∇V |2s |vu|2 dxdv +

∫

Rd

∫

Ω(R)c
|∇V |2s |vu|2 dxdv

)

− Cδ2(‖vu‖2 + ‖u‖2 + ‖∇vu‖2) ,

(37)

where Ω(R) is defined by Ω(R) = {x ∈ Rd | |∇V (x)| < R}, and Ω(R)c :=
Rd \ Ω(R) is the complement of Ω(R) in Rd.

Using the definition of Ω(R) and the assumption that s < 1
3 we obtain

∫

Rd

∫

Ω(R)
|∇V |2s|∇vu|2dxdv ≤ R2s

∫

Rd

∫

Ω(R)
|∇vu|2dxdv,

∫

Rd

∫

Ω(R)c
|∇V |2s|∇vu|2dxdv ≤ R2s− 2

3

∫

Rd

∫

Ω(R)c
|∇V | 23 |∇vu|2dxdv ,

and
∫

Rd

∫

Ω(R)
|∇V |2s|vu|2dxdv ≤ R2s

∫

Rd

∫

Ω(R)
|vu|2dxdv,

∫

Rd

∫

Ω(R)c
|∇V |2s|vu|2dxdv ≤ R2s− 2

3

∫

Rd

∫

Ω(R)c
|∇V | 23 |vu|2dxdv .

Similarly, for
∥∥|∇V |1−s−ρ0∇vu

∥∥2, we have, for 1 > s+ ρ0 >
2
3 ,

∫

Rd

∫

Ω(R)
|∇V |2−2s−2ρ0 |∇vu|2dxdv ≤ R2−2s−2ρ0

∫

Rd

∫

Ω(R)
|∇vu|2dxdv,

∫

Rd

∫

Ω(R)c
|∇V |2−2s−2ρ0 |∇vu|2dxdv ≤ R

4
3−2s−2ρ0

∫

Rd

∫

Ω(R)c
|∇V | 23 |∇vu|2dxdv ,
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By combining the previous inequalities in (37), we obtain for a possibly new
larger C > 0 and a (δ,R)-dependent constant

‖u‖2 + ‖Ǩu‖2

≥ 1
C

∥∥|∇V | 23 u
∥∥2

+
(

1
C
− Čδ(R2s−2/3 +R

4
3−2s−2ρ0)

)(∥∥|∇V | 13 ∇vu
∥∥2 +

∥∥|∇V | 13 vu
∥∥2
)

+
(

1
C
− Cδ2

)
‖(v1∂v2 − v2∂v1)u‖2

− Cδ,R(‖∇vu‖2 + ‖vu‖2 + ‖u‖2) .

We can achieve the proof by observing our conditions on s, ρ0, and γ0 and by
choosing fist δ small enough and then R large enough. With this choice of δ
and R, we obtain the existence of a constant C > 0, such that

‖u‖2 + ‖Ǩu‖2

≥ 1
C

(∥∥|∇V | 23 u
∥∥2 +

∥∥|∇V | 13 ∇vu
∥∥2 +

∥∥|∇V | 13 vu
∥∥2 + ‖(v1∂v2 − v2∂v1)u‖2

)

− C(‖∇vu‖2 + ‖vu‖2 + ‖u‖2) .

Combining this inequality with the standard inequality

<〈Ǩu, u〉 ≥ ‖∇vu‖2 + ‖vu‖2 , ∀u ∈ C∞0 (R2d) ,

we can achieve the proof of the theorem, keeping in mind that the maximal
estimate for Ǩ is equivalent to the maximal estimate for K.
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SINGULAR VECTORS AND GEOMETRY AT INFINITY
OF PRODUCTS OF HYPERBOLIC SPACES

by Toshiaki Hattori

Abstract. — Let k be a number field and kM the Minkowski space associated
to k. Dirichlet’s theorem in Diophantine approximation is generalized to the case
of approximations of vectors in kM by elements of k. We study the set of singular
elements of kM in this setting and calculate its Hausdorff dimension, by relating
the inequalities to Tits geometry of the geometric boundary of the symmetric space
naturally associated to k.
Résumé (Vecteurs singuliers et géométrie à l’infini des produits d’espaces hyper-
boliques). — Soient k un corps de nombres algébriques et kM l’espace de Minkowski
associé à k. Le théorème de Dirichlet en approximation diophantienne se généralise
au cas de l’approximation de vecteurs dans kM par des éléments de k. Nous étudions
l’ensemble des éléments singuliers de kM dans ce cadre et nous calculons sa dimension
de Hausdorff, en reliant les inégalités définissant les vecteurs singuliers à la géométrie
de Tits du bord géométrique de l’espace symétrique naturellement associé à k.

1. Introduction

In the classical theory of Diophantine approximation, a real number x is said
to be badly approximable if there exists a positive constant C such that

|q| |qx− p| ≥ C
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for all integers p, q with q 6= 0; a real number y is called singular if, for every
ε > 0, there exists a positive constant C0(ε) such that the set of inequalities

0 < q ≤ C, |qy − p| < εC−1

has an integral solution (p, q) for all C greater than C0(ε). The set of badly
approximable numbers has zero Lebesgue measure and is thick ([4], [26]). By
contrast, the set of singular numbers is identical to the set of rational numbers,
and hence its Hausdorff dimension is equal to zero (see [7, p. 94]).

The goal of this paper is to generalize the latter result into the setting of
algebraic number fields. More precisely, let k be a number field of degree d =
l+ 2m with l real places and m complex places. Let ι1, . . . , ιl : k −→ R be the
real embeddings if l is positive, and let ιl+1, . . . , ιl+m : k −→ C be the complex
embeddings that are not complex conjugate to each other if m is positive. We
approximate elements of the Minkowski space kM = Rl ×Cm associated to k
by elements of k through the twisted diagonal embedding ιk : k −→ kM given
by

ιk(a) = (ι1(a), . . . , ιl+m(a)) for a ∈ k .

For ξ = (ξ1, . . . , ξl+m), µ = (µ1, . . . , µl+m) ∈ kM , we define their sum and
product by

ξ + µ = (ξ1 + µ1, . . . , ξl+m + µl+m) , ξ · µ = (ξ1µ1, . . . , ξl+mµl+m)

and we equip kM with the sup norm

‖ξ‖ = max
1≤i≤l+m

|ξi| ,

where | · | is the usual Euclidean absolute value on R or C. Let Ok be the ring
of integers of k.

The following generalization of Dirichlet’s theorem (cf. [32, Chapter I]) is
obtained from a result of R. Quême ([30]).

Theorem 1.1 (cf. [30]). — There exists a positive constant C depending only
on k such that for every ξ ∈ kM−ιk(k), there are infinitely many β = p/q ; p ∈
Ok, q ∈ Ok − {0} satisfying

‖ιk(q) · ξ − ιk(p)‖ < C‖ιk(q)‖−1 .(1)

A vector ξ ∈ kM is called k-badly approximable if there exists a positive
constant C depending on ξ such that

‖ιk(q)‖ ‖ιk(q) · ξ − ιk(p)‖ ≥ C(2)

for any p ∈ Ok and q ∈ Ok − {0} (see [13]). Let Bad(k) be the set of k-badly
approximable vectors in kM .
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In this paper, we say that ξ ∈ kM is a k-singular vector if, for each ε > 0,
the set of inequalities

‖ιk(q)‖ ≤ C, ‖ιk(q) · ξ − ιk(p)‖ < εC−1

has a solution (p, q) ∈ (Ok)2 with q 6= 0 for all C greater than some positive
constant C0(ε) depending on ξ and ε. Otherwise, we say that ξ is k-regular.
Note that k-badly approximable vectors are k-regular. Let Sing(k) be the set
of k-singular vectors.

The set Bad(k) has already been studied in [4], [10], [13], [15] and [27].
Generalizing the results in the case of the rational field and the results [10,
Theorem 5.2], [15] in the case of imaginary quadratic fields with class number
1, M. Einsiedler, A. Ghosh, and B. Lytle showed the following.

Theorem 1.2 ([13]). — The set Bad(k) has zero Lebesgue measure in kM
when we regard kM as Rd. It is also thick, and its Hausdorff dimension
dimH(Bad(k)) is equal to d.

To state our results on Sing(k) we introduce an integral-valued function fk
on kM . For any finite set S, let #S denote the cardinality of S. For any
nonnegative integer q, let N(q) be the set of all positive integers smaller than
q+1. We also write a(j) instead of ιj(a) for a ∈ k. Let ξ = (ξ1, . . . , ξl+m) ∈ kM .
We define a subset A(ξ) of {0, . . . , l} × {0, . . . ,m} as follows: (λ, µ) ∈ A(ξ) if
and only if there exist a subset I1 of N(l), a subset I2 of N(l+m)rN(l), and
an element η of k such that #I1 = λ, #I2 = µ, and

ξk 6= η(k) for k ∈ I1 ∪ I2 , ξk = η(k) for k /∈ I1 ∪ I2 .

We define a function fk : kM −→ Z by

fk(ξ) = min {λ+ 2µ | (λ, µ) ∈ A(ξ)} for ξ ∈ kM .(3)

We remark that ξ ∈ ιk(k) if and only if fk(ξ) = 0.
Generalizing the result in the case k = Q, we show the following.

Theorem 1.3. — Let ξ ∈ kM = Rl ×Cm. Then ξ is k-singular if and only if
fk(ξ) < d/2.

Theorem 1.4. — Let

d′ =





(d− 1)/2 if d is odd
d/2− 2 if d is even, l = 0 and m is even
d/2− 1 otherwise.

Then the Hausdorff dimension of the subset Sing(k) of kM is equal to d′ when
we regard kM as Rd. The set Sing(k) is identical to ιk(k) if and only if k is
the rational field Q or a quadratic field or a totally complex quartic field.
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Theorem 1.3 also provides a criterion of being “not k-badly approximable”
in the case Sing(k) 6= ιk(k). Although measure theoretic properties of Bad(k)
are well studied, it is another problem to know whether or not a given element
of kM is k-badly approximable.

In the classical case, it is well known that a real number is badly approx-
imable if and only if the partial quotients in its continued fraction expansion
are bounded (cf. Theorem 5F of [32, Chapter I]). This was generalized to the
case of Q(

√
−3) in [9], the case of arbitrary imaginary quadratic field in [25]. E.

Burger and R. Hines found methods to construct k-badly approximable vectors
for any k different from Q ([6], [24]). There is another method to construct
k-badly approximable vectors in the case l+m ≥ 2: Proposition 3.1 of [13] and
the argument in the proof of Proposition 8.5 of [20] show that (b, . . . , b) ∈ kM
is k-badly approximable for any badly approximable real number b.

On the other hand, there were no known concrete criteria to ensure that a
vector in kM is not k-badly approximable in the case l +m ≥ 2, even though
Bad(k) is a set of measure zero.

Example. — Let ζ be a primitive complex 7th root of unity and k the cyclo-
tomic field Q(ζ). Let a ∈ k and b be a badly approximable real number that is
not contained in k. Then (a(1), a(2), b), (a(1), b, a(3)), (b, a(2), a(3)) ∈ kM = C3

are not k-badly approximable, while (b, b, b) ∈ kM is k-badly approximable.

We outline the proofs of the main results. Our approach is based on Rie-
mannian geometry of nonpositively curved manifolds (see [1], [11] and [12]).

In [17], L.R. Ford found that Dirichlet’s theorem is closely related to the
geometry of the hyperbolic plane H. He considered horoballs in the upper
half-plane H together with the action of SL(2,Z) on H. After Ford, con-
nections between Diophantine approximation problems and the geometry of
hyperbolic spaces, or more generally Gromov hyperbolic spaces, were studied
extensively by many authors (see, for example, [23], [16] and references therein).
Some product spaces of hyperbolic spaces were also used in [20] and [28] for
approximation by algebraic numbers.

From this point of view, it is natural in our case to consider horoballs in the
product of l copies of the hyperbolic plane and m copies of the 3-dimensional
hyperbolic space together with the action of Γ = SL(2,Ok) on this product.

Let V = SL(2,R)/SO(2) and V̂ = SL(2,C)/SU(2). We identify V (respec-
tively V̂ ) with the upper half-plane H (respectively the three-dimensional upper
half-spaceH) in the usual manner (see Section 2 for a more precise description),
and equip V (respectively V̂ ) with the Poincaré metric (respectively the metric
that is twice the Poincaré metric onH). The group G = SL(2,R)l×SL(2,C)m
acts on the Riemannian product Ṽ = V l × V̂ m by

g · z = (g1 · x1, . . . , gl · xl, gl+1 · x̂l+1, . . . , gl+m · x̂l+m)(4)
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for z = (x1, . . . , xl, x̂l+1, . . . , x̂l+m) ∈ Ṽ and g = (g1, . . . , gl+m) ∈ G, where
x1, . . . , xl ∈ V and x̂l+1, . . . , x̂l+m ∈ V̂ . Note that, in the case l = 0 or m = 0,
an obvious modification should be made to this formula (4). However, in the
rest of this paper, we omit to write such modified formulae in order to avoid
complicating the description. We extend each embedding ιj to an embedding
of SL(2,k) into SL(2,R) or SL(2,C) by

ιj(g) =
(
ιj(p) ιj(r)
ιj(q) ιj(s)

)
for g =

(
p r
q s

)
∈ SL(2,k) .(5)

Then the twisted diagonal embedding ιk can be extended to an embedding
SL(2,k) −→ G by

ιk(g) = (ι1(g), . . . , ιl+m(g)) for g ∈ SL(2,k) .(6)

The group SL(2,k) acts isometrically on Ṽ through this embedding:
ιk(g) · z = (ι1(g) · x1, . . . , ιl(g) · xl, ιl+1(g) · x̂l+1, . . . , ιl+m(g) · x̂l+m)(7)

for z = (x1, . . . , xl, x̂l+1, . . . , x̂l+m) ∈ Ṽ and g ∈ SL(2,k).
Let x0 ∈ V be the coset of the identity element of SL(2, R), x̂0 ∈ V̂ the

coset of the identity element of SL(2,C), and let

z0 = (x0, . . . , x0, x̂0, . . . , x̂0) ∈ Ṽ .(8)

Then the isotropy subgroup of G at z0 is K = SO(2)l × SU(2)m, and Ṽ is
diffeomorphic to the quotient space G/K.

We associate each element of kM with a certain geodesic ray of Ṽ as follows.
Let ξ = (ξ1, . . . , ξl+m) ∈ kM . We define an element uξ of G by

uξ =
((

1 ξ1
0 1

)
, . . . ,

(
1 ξl+m
0 1

))
(9)

and define a geodesic ray γξ : [0,∞) −→ Ṽ by
γξ(t) = uξgt · z0 for t ≥ 0 ,(10)

where

gt =
((

e−t/
√

4d

et/
√

4d

)
, . . . ,

(
e−t/

√
4d

et/
√

4d

))
∈ G .(11)

Let Π : Ṽ −→ ιk(Γ )\Ṽ be the projection to the noncompact quotient space.
For any geodesic ray γ of Ṽ , we say that Π ◦ γ is divergent if, for any given
compact subset W of ιk(Γ )\Ṽ , there exists t0 ≥ 0 such that Π ◦ γ(t) /∈ W
for t ≥ t0. This condition is a paraphrase of another one written in terms of
horoballs in Ṽ and the action of ιk(Γ ) on Ṽ (see Proposition 3.2).

Proposition 1.5. — Π◦γξ is divergent if and only if ξ is a k-singular vector.
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This proposition is related to Dani’s correspondence [8, Theorem 2.14] as
follows. The trajectory {ιk(Γ )uξgt | t ≥ 0} in ιk(Γ )\G is said to be divergent
if, for any given compact subset D of ιk(Γ )\G, there exists t0 ≥ 0 such that
ιk(Γ )uξgt /∈ D for t ≥ t0. Since the natural projection G −→ Ṽ = G/K
is a fiber bundle with compact fiber K, Proposition 1.5 is equivalent to the
following, which is a variant of [8, Theorem 2.14].

Proposition 1.6. — The trajectory {ιk(Γ )uξgt | t ≥ 0} is divergent if and only
if ξ is a k-singular vector.

In the case d = 2, l = 0, m = 1, k is an imaginary quadratic field, and Ṽ = V̂
is the three-dimensional upper half space equipped with the rescaled Poincaré
metric. Then, it is well known in three-dimensional hyperbolic geometry that
Π ◦ γξ is divergent if and only if ξ ∈ k. From Proposition 1.5, ξ is k-singular if
and only if ξ ∈ k, and dimH(Sing(k)) = 0. Hence it suffices to prove the case
l +m ≥ 2.

We now turn our attention to the geometric boundary Ṽ (∞) of Ṽ , which is
defined as follows. Let d

Ṽ
be the distance on Ṽ induced from the product metric

of Ṽ . Two geodesic rays γ1 and γ2 of Ṽ are called asymptotic if d
Ṽ

(γ1(t), γ2(t))
is uniformly bounded on [0,∞). Being asymptotic is an equivalence relation.
The geometric boundary Ṽ (∞) is the set of asymptotic classes of geodesic rays
of Ṽ . The equivalence class represented by a geodesic ray γ is denoted by γ(∞),
which we call the point at infinity of γ. There is a natural topology, the cone
topology, on Ṽ = Ṽ ∪ Ṽ (∞) (see [11], [12]).

It is well known that Ṽ (∞) admits the structure of a spherical Tits building.
We may suppose that G is the topological identity component of the group of
real points of some semisimple linear algebraic group G defined over Q with
Q-rank 1 and that ιk(Γ ) is isomorphic to the group GZ of integral points
of G, by using the method of “restriction of scalars” of Weil ([35]). Hence,
Ṽ (∞) contains a smaller building WQ, which is the spherical Tits building
constructed from the set of all parabolic Q-subgroups of G. We call WQ the
rational Tits building of G. We also recall that there exists a natural distance
Td on Ṽ (∞) ([1], [11]).

We say that a point v ∈ Ṽ (∞) is a conical limit point of ιk(Γ ) if for some
(and hence every) geodesic ray γ with γ(∞) = v, there exists a sequence (hi)i∈N
of different elements of Γ such that d

Ṽ
(ιk(hi) · z0, γ([0,∞))) are uniformly

bounded (see [19, Definition B]). Since Π ◦ γξ is divergent if and only if the
point γξ(∞) at infinity of the geodesic ray γξ is not a conical limit point of
ιk(Γ ) (see Proposition 6.4), we obtain the following from Theorems A, B of
[19] and Proposition 1.5.

Theorem 1.7. — ξ is k-singular if and only if Td(γξ(∞), WQ) < π/2.
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Theorem 1.3 now follows from the estimate of the distance Td(γξ(∞), WQ).
Theorems 1.3 and 1.7 hold also in the case l+m = 1, so we prove them without
the assumption on l +m.

Finally, we deduce from Theorem 1.3 that Sing(k) is a countable union of
embedded copies of Rd′ , which shows that dimH(Sing(k)) = d′.

We found Theorem 1.3 by visualizing the set Sing(k) as a subset of the
boundary Ṽ (∞) and trying to estimate the distance Td(γξ(∞), WQ). We
believe that this geometric approach would be useful for finding new results in
Diophantine approximation.

This paper is organized as follows. In Section 2 we collect some facts on
geometry of V , V̂ and the product Ṽ = V l × V̂ m. In Section 3 we recall some
facts concerning fundamental sets for ιk(Γ ). The proof of Proposition 1.5 is
given in Section 4. In Section 5 we describe the geometric boundary of Ṽ , which
admits the structure of a spherical Tits building, and recall the definition of
the distance Td on Ṽ (∞). In Section 6 we describe conical limit points of
ιk(Γ ), rational Tits building and prove Theorem 1.7. We prove Theorem 1.3
in Section 7 and derive Theorem 1.4 from Theorem 1.3 in the final section.

2. Geometry of (SL(2, R)/SO(2))l × (SL(2, C)/SU(2))m

The group SL(2,R) acts transitively on the upper half-plane

H =
{
x+
√
−1y |x, y ∈ R; y > 0

}

as a group of linear fractional transformations:

g · (x+
√
−1y) = p(x+

√
−1y) + r

q(x+
√
−1y) + s

= (px+ r)(qx+ s) + pqy2

(qx+ s)2 + q2y2 +
√
−1 y

(qx+ s)2 + q2y2

for x+
√
−1y ∈ H and g =

(
p r
q s

)
∈ SL(2,R) .

Since the isotropy group at
√
−1 is SO(2), wemay identify V = SL(2,R)/SO(2)

with the upper half-plane. Under this identification, we equip V with the
Poincaré metric (dx2 +dy2)/y2, so that V has constant sectional curvature −1.
This metric is the left SL(2,R)-invariant Riemannian metric induced from the
half of the Killing form of the Lie algebra of SL(2,R). Similarly, SL(2,C) acts
transitively on the three-dimensional upper half-space

H = {(z, t) ∈ C×R | t > 0}
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by g · (z, t) = (z′, t′),

z′ = (pz + r)(qz + s) + pqt2

|qz + s|2 + |q|2t2 , t′ = t

|qz + s|2 + |q|2t2

for (z, t) ∈ H and g =
(
p r
q s

)
∈ SL(2,C)

(see [14, 1.1 of Chapter 1]). The isotropy group at (0, 1) is SU(2), and hence we
may identify V̂ = SL(2,C)/SU(2) with H. Under this identification, we equip
V̂ with the left SL(2,C)-invariant metric that is twice the Poincaré metric
(dzdz + dt2)/t2. This metric is the left SL(2,C)-invariant Riemannian metric
induced from the half of the Killing form of the Lie algebra of SL(2,C), and
V̂ has constant sectional curvature −1/2.

Let G = SL(2,R)l×SL(2,C)m and K = SO(2)l×SU(2)m as in Section 1.
Then the Riemannian product Ṽ = V l × V̂ m is the symmetric space G/K
of noncompact type equipped with the left G-invariant Riemannian metric in-
duced from the half of the Killing form of the Lie algebra of G. This symmetric
space is a Hadamard manifold, that is, a simply connected, complete Riemann-
ian manifold of nonpositive sectional curvature (see [11], [22] for more details
on symmetric spaces of noncompact type). The group Γ = SL(2,Ok) acts
isometrically, properly discontinuously on Ṽ by (7), and the volume of the
quotient space ιk(Γ )\Ṽ is finite.

Let M be a Hadamard manifold and dM the distance on M induced from
the Riemannian metric of M . A map γ : [0,∞) −→ M is a geodesic ray if it
realizes the distance between any two points on it: dM (γ(t), γ(t′)) = |t− t′| for
any t, t′ ≥ 0. Any unit speed geodesic [0,∞) −→M is a geodesic ray.

Definition 2.1 (cf. [1], [11], [12]). — (1) Let γ : [0,∞) −→ M be a geo-
desic ray. Then the function b(γ) on M defined by

b(γ)(x) = lim
t→∞

{dM (x, γ(t))− t} for x ∈M

is called the Busemann function associated to γ.
(2) For any geodesic ray γ and any real number τ , the set B(γ, τ) =

b(γ)−1(−∞,−τ) is called a horoball in M .

For an element g of the group I(M) of isometries of M and x ∈ M , we
denote by g · x the image of x under g. We use the similar notation for subsets
of M and geodesics of M . Then we have the following for any g ∈ I(M) and
τ ∈ R.

b(g · γ)(x) = b(γ)(g−1 · x) for x ∈M ,(12)
g ·B(γ, τ) = B(g · γ, τ) .(13)
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Let x0 ∈ V be the coset of the identity element of SL(2,R) and let x̂0 ∈ V̂ be
the coset of the identity element of SL(2,C). In other words, x0 =

√
−1 ∈ H

and x̂0 = (0, 1) ∈ H. We define geodesic rays γ0 : [0,∞) −→ V and γ̂0 :
[0,∞) −→ V̂ by

γ0(t) =
(
et/2

e−t/2

)
· x0 = et

√
−1 ,

γ̂0(t) =
(
et/
√

8

e−t/
√

8

)
· x̂0 = (0, et/

√
2) .

(14)

Then we have
b(γ0)(x+

√
−1y) = − log y for x+

√
−1y ∈ H ,

B(γ0, τ) = b(γ0)−1(−∞, −τ) =
{
x+
√
−1y ∈ H

∣∣ y > eτ
}

and

g ·B(γ0, τ) =
{
x+
√
−1y ∈ H

∣∣∣∣∣

(
x− p

q

)2
+
(
y − 1

2q2eτ

)2
<

1
4q4e2τ

}

for g =
(
p r
q s

)
∈ SL(2,R) with q 6= 0 .

We also have
b(γ̂0)((z, t)) = −

√
2 log t for (z, t) ∈ H ,

B(γ̂0, τ) = b(γ̂0)−1(−∞, −τ) =
{

(z, t) ∈ H
∣∣ t > eτ/

√
2
}

and

g ·B(γ̂0, τ) =
{

(z, t) ∈ H
∣∣∣∣∣

∣∣∣∣z −
p

q

∣∣∣∣
2

+
(
t− 1

2|q|2eτ/
√

2

)2
<

1
4|q|4e

√
2τ

}

for g =
(
p r
q s

)
∈ SL(2,C) with q 6= 0 .

Let

�1(x+
√
−1y) = 1

y
for x+

√
−1y ∈ H

and

�1((w, t)) = 1
t

for (w, t) ∈ H .

Then we have
b(γ0)(z) = log�1(z) for z ∈ V(15)

and
b(γ̂0)(z) =

√
2 log�1(z) for z ∈ V̂ .(16)
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If

z = g · x0 and g =
(
p r
q s

)
∈ SL(2,R) ,

then �1(z) is the (2, 2)-entry of the matrix g tg: �1(z) = q2 + s2. If

z = g · x̂0 and g =
(
p r
q s

)
∈ SL(2,C) ,

then �1(z) is the (2, 2)-entry of the matrix g tg: �1(z) = |q|2 + |s|2 (cf. [18,
Lemma 2.4], [21, Lemma 5.1]).

We extend the geodesic rays γ0, γ̂0 defined by (14) to geodesics R −→ V ,
R −→ V̂ , respectively, and denote them by the same symbols:

γ0(t) =
(
et/2

e−t/2

)
· x0 , γ̂0(t) =

(
et/
√

8

e−t/
√

8

)
· x̂0 for t ∈ R .

We define a geodesic γk : R −→ Ṽ by

γk(t) =
(
γ0

(
t√
d

)
, . . . , γ0

(
t√
d

)
, γ̂0

(√
2t√
d

)
, . . . , γ̂0

(√
2t√
d

))
.(17)

In the right-hand side of (17), the first l entries are equal to

γ0

(
t√
d

)
= diag

(
et/
√

4d, e−t/
√

4d
)
· x0 = et/

√
d
√
−1 ,

and the last m entries are equal to

γ̂0

(√
2t√
d

)
= diag

(
et/
√

4d, e−t/
√

4d
)
· x̂0 = (0, et/

√
d) .

Since

l ·
(

1√
d

)2
+m ·

(√
2√
d

)2

= 1,

γk is a unit speed geodesic. We define a geodesic ray γ∗ : [0,∞) −→ Ṽ by

γ∗(t) = γk(t) for t ≥ 0 .(18)
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It follows from [1, §3.8] and (15), (16) that

b(γ∗)(z1, . . . , zl+m) = 1√
d





l∑

j=1
b(γ0)(zj)



+

√
2√
d





l+m∑

j=l+1
b(γ̂0)(zj)





= 1√
d





l∑

j=1
log�1(zj)



+ 2√

d





l+m∑

j=l+1
log�1(zj)





= 1√
d

log





( l∏

j=1
�1(zj)

)( l+m∏

j=l+1
�1(zj)

)2




(19)

for z1, . . . , zl ∈ V and zl+1, . . . , zl+m ∈ V̂ . In this formula, γ0 is regarded as a
geodesic ray [0,∞) −→ V and γ̂0 is regarded as a geodesic ray [0,∞) −→ V̂ .

Let ξ = (ξ1, . . . , ξl+m) ∈ kM . We define an element uξ of G by

uξ =
((

1 ξ1
0 1

)
, . . . ,

(
1 ξl
0 1

)
,

(
1 ξl+1
0 1

)
, . . . ,

(
1 ξl+m
0 1

))

and define a geodesic ray γξ : [0,∞) −→ Ṽ by

γξ(t) = uξ · γk(−t) =
(
ξ1 + e−t/

√
d
√
−1 , . . . , ξl + e−t/

√
d
√
−1 ,

(ξl+1, e
−t/
√
d) , . . . , (ξl+m, e−t/

√
d)
)

for t ≥ 0 .

(20)

3. Compactness criterion by horoballs

Let h be the class number of k. For any subset F = {f1, . . . , fn} of Ok,
we denote by (f1, . . . , fn) the ideal of Ok generated by F . We choose, in the
h ideal classes of k, fixed integral ideals a1 = (a1, b1), . . . , ah = (ah, bh) with
ai, bi ∈ Ok, so that each ai is of minimum norm among all the integral ideals of
its class. Since ai(ai)−1 = Ok, we choose ci, di ∈ (ai)−1 such that aidi−bici = 1
and put

gi =
(
ai ci
bi di

)
for each i = 1, . . . , h .

Let B be the subgroup of SL(2,k) consisting of all the upper triangular
matrices in SL(2,k). The following should be well known to experts (cf. [33,
§2 of Chapter III] for the case of totally real number fields). Since we could
not find suitable references, we provide a proof for the sake of completeness.

Proposition 3.1. — The set {g1, . . . , gh} is a complete representative system
of the set of double coset classes Γ\SL(2,k)/B.
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Proof. — We first show that SL(2,k) =
⋃h
i=1 ΓgiB. Let

g =
(
a c
b d

)
∈ SL(2,k) .

If a 6= 0, take p, q ∈ Ok such that
b

a
= p

q
.

Suppose that the ideal (p, q) is equivalent to aj . Then there exists θ ∈ k such
that

aj = (θ)(p, q) = (θp, θq) .

Take r, s ∈ (aj)−1 such that

g′ =
(
θq r
θp s

)
∈ SL(2,k) .

Let g′′ = g′g−1
j . Then

g′′ =
(
θq r
θp s

)(
dj −cj
−bj aj

)
=
(

(θq)dj − bjr −(θq)cj + ajr
(θp)dj − bjs −(θp)cj + ajs

)
∈ Γ .

On the other hand, we have

g′
(

1/(θq) −r
0 θq

)
=
(

1 0
p/q 1

)
=
(

1 0
b/a 1

)
=
(
a c
b d

)(
a c
0 a−1

)−1
.

Therefore

g = g′
(

1/(θq) −r
0 θq

)(
a c
0 a−1

)
= g′′gj

(
1/(θq) −r

0 θq

)(
a c
0 a−1

)
∈ ΓgjB .

If a = 0, then b 6= 0 and
(

0 1
−1 0

)
g =

(
b d
0 −c

)
.

From the above argument, this shows that g ∈ ΓgjB for some j. Thus we
conclude that SL(2,k) =

⋃h
i=1 ΓgiB.

Suppose that ΓgiB = ΓgjB. Then there exist

g =
(
p r
q s

)
∈ Γ, u =

(
a c
0 a−1

)
∈ B

such that gi = ggju. Then we have
(
ai ci
bi di

)
=
(
p r
q s

)(
aj cj
bj dj

)(
a c
0 a−1

)
=
(
paj + rbj pcj + rdj
qaj + sbj qcj + sdj

)(
a c
0 a−1

)

and
ai = a(paj + rbj), bi = a(qaj + sbj) .
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Therefore aj = (aj , bj) = (paj +rbj , qaj +sbj) is equivalent to ai = (ai, bi) and
i = j. �

Let Π : Ṽ −→ ιk(Γ )\Ṽ be the natural projection. For any positive number
τ , let

W̃ (τ) = Ṽ r
h⋃

i=1

⋃

g∈Γ
ιk(g)ιk(gi) ·B(γ∗, τ)(21)

and W (τ) = Π(W̃ (τ)).
Using the method of “restriction of scalars” of Weil ([35]) (cf. Proposition

6.1.3 and Corollary 6.1.4 of [36]), one can find an algebraic group G defined
over Q of Q-rank 1 such that the group GR of real points of G is isomorphic
to G = SL(2,R)l × SL(2,C)m and the group GZ of integral points of G
is isomorphic to ιk(Γ ). Since ιk(Γ ) is a lattice of G, from Borel’s result ([3,
Chapter III], [2, Théorème 4.4]) and [29, Proposition 2.1] (see also [31, Chapter
XIII]), there exists a positive number τ0 such that the following hold: For any
τ ≥ τ0, W (τ) is a nonempty compact subset of ιk(Γ )\Ṽ , and the inverse image
under Π of each connected component of the complement of W (τ) coincides
with

⋃
g∈Γ ιk(g)ιk(gi) ·B(γ∗, τ) for some i. Moreover,

Ṽ =
⋃

τ0≤τ
W̃ (τ)(22)

and ιk(Γ )\Ṽ =
⋃
τ0≤τ W (τ) is an exhaustion of ιk(Γ )\Ṽ by compact subsets.

This shows the following.

Proposition 3.2. — Let γ : [0,∞) −→ Ṽ be a geodesic ray. Then the follow-
ing two conditions are equivalent.

(1) For any τ > τ0, there exists a positive number T0 = T0(τ) such that
the following holds: For any t ≥ T0, there exists a horoball of the form
ιk(g) ·B(γ∗, τ), where g is an element of

⋃h
i=1 Γgi, containing γ(t).

(2) Π ◦ γ is divergent in ιk(Γ )\Ṽ .

4. Proof of Proposition 1.5

We first calculate the value of b(γ∗)(ιk(g)−1 · γξ(λ)) for g ∈ SL(2,k) and
λ ≥ 0.

Let

g =
(
p r
q s

)
∈ SL(2,k), γξ(λ) = (σ1(λ), . . . , σl+m(λ)).
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Then we have

σj(λ) =





(
e−λ/

√
4d ξje

λ/
√

4d

0 eλ/
√

4d

)
· x0 if 1 ≤ j ≤ l

(
e−λ/

√
4d ξje

λ/
√

4d

0 eλ/
√

4d

)
· x̂0 if l + 1 ≤ j ≤ l +m ,

and

ιj(g)−1 =
(
s(j) −r(j)

−q(j) p(j)

)
.

Let 1 ≤ j ≤ l. Then

ιj(g)−1 · σj(λ) =
(
s(j)e−λ/

√
4d −(r(j) − s(j)ξj)eλ/

√
4d

−q(j)e−λ/
√

4d (p(j) − q(j)ξj)eλ/
√

4d

)
· x0

and

�1(ιj(g)−1 · σj(λ)) =
{
q(j)
}2
e−λ/

√
d +

{
q(j)ξj − p(j)

}2
eλ/
√
d .(23)

Let l + 1 ≤ j ≤ l +m. Then, similarly, we obtain

�1(ιj(g)−1 · σj(λ)) = |q(j)|2e−λ/
√
d + |q(j)ξj − p(j)|2eλ/

√
d .(24)

Therefore we have
b(γ∗)(ιk(g)−1 · γξ(λ))

= 1√
d

log







l∏

j=1

(
|q(j)|2e−λ/

√
d + |q(j)ξj − p(j)|2eλ/

√
d
)




·





l+m∏

j=l+1

(
|q(j)|2e−λ/

√
d + |q(j)ξj − p(j)|2eλ/

√
d
)2





 .

(25)

In the case l + m ≥ 2, let ε1, . . . , εl+m−1 be a system of fundamental units
of Ok and let

C1 = max { |ιj(εi)|2(l+m−1), |ιj(εi)|−2(l+m−1)

| i = 1, . . . , l +m− 1; j = 1, . . . , l +m } .
(26)

In the case l +m = 1, let C1 = 1.

Proof of Proposition 1.5. — Suppose that Π◦γξ is divergent in ιk(Γ )\Ṽ . Then,
from Proposition 3.2, for any τ > τ0 there exists a positive number T0 = T0(τ)
such that the following holds: For any t ≥ T0 there exists an element g ∈⋃h
j=1 Γgj satisfying the inequality

b(γ∗)(ιk(g)−1 · γξ(t)) < −τ .(27)
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We show that for any given ε > 0 there exists a positive number C0(ε) such
that the system of inequalities

‖ιk(a)‖ ≤ C, ‖ιk(a)ξ − ιk(b)‖ < εC−1

has a solution (a, b) ∈ (Ok)2 with a 6= 0 for any C greater than C0(ε). We
remark that it suffices to show this for sufficiently small ε.

Suppose that the given positive number ε is smaller than C1e
−τ0/

√
d. Let

τ =
√
d log C1

ε
.(28)

Since τ > τ0, we take the positive number T0 = T0(τ) and put

C0(ε) =
√
C1e

−τ/
√

4deT0/
√

4d .(29)

We may assume that C0(ε) > 1 by replacing T0 with a larger number if neces-
sary. From (29), we have

T0 = 2
√
d log C0(ε)√

ε
.

For any given C greater than C0(ε), we put

t = 2
√
d log C√

ε
.

Then we have t > T0, and there exists

g =
(
p r
q s

)
∈

h⋃

j=1
Γgj ⊂ SL(2,k)

such that the inequality (27) holds. We remark that p, q ∈ Ok.
If q = 0, then p 6= 0, and it follows from (25) that

b(γ∗)(ιk(g)−1 · γξ(t)) = 1√
d

log








l∏

j=1
|p(j)|2






l+m∏

j=l+1
|p(j)|4


 · e

√
d t





= 1√
d

log |Nk(p)|2 + t ≥ t > 0 > −τ ,

where Nk(p) is the norm of p ∈ Ok. This is a contradiction. Hence q 6= 0.
Let G = SL(2,R)l×SL(2,C)m, K = SO(2)l×SU(2)m as in Section 1. Let

A =
{

(a1, . . . , al+m) ∈ G
∣∣∣∣ aj =

(
αj

α−1
j

)
, αj > 0 for each j

}
,(30)

N =
{((

1 η1
0 1

)
, . . . ,

(
1 ηl+m
0 1

))
∈ G

∣∣∣∣ η1, . . . , ηl ∈ R; ηl+1, . . . , ηl+m ∈ C
}
.
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Then G = NAK is an Iwasawa decomposition of G and Ṽ = NA · z0, where

z0 = (x0, . . . , x0, x̂0, . . . , x̂0) ∈ Ṽ
as in (8). Let

AQ =
{

(a, . . . , a) ∈ A
∣∣∣∣ a =

(
α
α−1

)
, α > 0

}
(31)

and

A′ =
{((

β1
β−1

1

)
, . . . ,

(
βl+m

β−1
l+m

))
∈ A

∣∣∣∣ (β1 · · ·βl)(β2
l+1 · · ·β2

l+m) = 1
}
.

Then AQ is the topological identity component of the group of real points
of a maximal Q-split torus of G, and A = A′AQ is the topological identity
component of the group of real points of a maximal R-torus of G. We also
have

γk(R) = AQ · z0 .

It follows from (19) that

b(γ∗)(ua′ · z) = b(γ∗)(z) for z ∈ Ṽ , u ∈ N and a′ ∈ A′ .(32)

Let ιk(g)−1 · γξ(t) = ua′a · z0, where

u =
((

1 µ1
0 1

)
, . . . ,

(
1 µl+m
0 1

))
∈ N,

a′ =
((

α1
α−1

1

)
, . . . ,

(
αl+m

α−1
l+m

))
∈ A′,

a =
((

β
β−1

)
, . . . ,

(
β
β−1

))
∈ AQ .

For any unit ν ∈ Ok, we put

kν =
(
ν
ν−1

)
∈ Γ

and

aν = ιk(kν) =
((

ι1(ν)
ι1(ν)−1

)
, . . . ,

(
ιl+m(ν)

ιl+m(ν)−1

))
.

Let

b′ν =
((
|ι1(ν)|

|ι1(ν)|−1

)
, . . . ,

(
|ιl+m(ν)|

|ιl+m(ν)|−1

))
.
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Then b′ν ∈ A′, since the norm Nk(a) of an element a of k is given by

Nk(a) =
l∏

j=1
ιj(a)

l+m∏

j=l+1
|ιj(a)|2 .

Let ρν,j = |ιj(ν)|αjβ for each j and

bν =
((

ρν, 1
ρ−1
ν, 1

)
, . . . ,

(
ρν, l+m

ρ−1
ν, l+m

))
∈ A .

Since (
ιj(ν)

ιj(ν)−1

)
=
(
|ιj(ν)|

|ιj(ν)|−1

)(
εj
ε−1
j

)
, εj = ιj(ν)

|ιj(ν)|
if 1 ≤ j ≤ l, and

(
ιj(ν)

ιj(ν)−1

)
=
(
|ιj(ν)|

|ιj(ν)|−1

)(
eθj
√−1

e−θj
√−1

)
,

where ιj(ν) = |ιj(ν)|eθj
√−1, if l + 1 ≤ j ≤ l +m, we have
aνa
′a · z0 = bν · z0 = b′νa

′a · z0 .(33)
Let u′ = aνuaν

−1 ∈ N . Then it follows from (32) and (33) that
ιk(kν)ιk(g)−1 · γξ(t) = aνua

′a · z0 = (aνuaν−1)aνa′a · z0

= u′b′νa
′a · z0 = u′bν · z0

and
b(γ∗)(ιk(kν)ιk(g)−1 · γξ(t)) = b(γ∗)(u′b′νa′a · z0) = b(γ∗)(a · z0)

= b(γ∗)(ua′a · z0) = b(γ∗)(ιk(g)−1 · γξ(t)) .
(34)

Let Uk be the group of units of Ok and let
ϕ : Uk −→Wk =

{
(y1, . . . , yl+m) ∈ Rl+m ∣∣ y1 + · · ·+ yl+m = 0

}

be a homomorphism defined by
ϕ(ν) =

(
log |ι1(ν)|, . . . , log |ιl(ν)|, log |ιl+1(ν)|2, . . . , log |ιl+m(ν)|2

)

for ν ∈ Uk. Let
D = {λ1ϕ(ε1) + · · ·+ λl+m−1ϕ(εl+m−1) |

−1/2 ≤ λi < 1/2 for i = 1, . . . , l +m− 1} .
Then the image ϕ(Uk) is a cocompact lattice ofWk with a fundamental domain
D due to Dirichlet’s unit theorem. Therefore, there exists a unit ω such that

(logα1, . . . , logαl, 2 logαl+1, . . . , 2 logαl+m) + ϕ(ω) ∈ D .

Let
C2 = max {log |ιj(εi)|, − log |ιj(εi)| | i = 1, . . . , l +m− 1; j = 1, . . . , l +m}
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if l+m ≥ 2, and let C2 = 0 if l+m = 1. Then we have C1 = e2(l+m−1)C2 . For
each j = 1, . . . , l +m, there exist λ1, . . . , λl+m−1 ∈ [−1/2, 1/2) such that

logαj + log |ιj(ω)| =
l+m−1∑

i=1
λi log |ιj(εi)| ,

which implies that

|log(|ιj(ω)|αj)| ≤
l+m−1∑

i=1
|λi| | log |ιj(εi)| | ≤

(l +m− 1)C2
2 .(35)

Hence we have
−(l +m− 1)C2 ≤ log (|ιj(ω)|αj)− log (|ιj′(ω)|αj′) ≤ (l +m− 1)C2

and

e−(l+m−1)C2 ≤ ρω, j
ρω, j′

= |ιj(ω)|αj
|ιj′(ω)|αj′

≤ e(l+m−1)C2 for j, j′ ∈ {1, . . . , l +m} .
(36)

We remark that if 1 ≤ j ≤ l, then

ιj(kω)ιj(g)−1 · σj(t) =
(
ιj(ω)αjβ µjιj(ω)α−1

j β−1

0 ιj(ω)−1α−1
j β−1

)
· x0

and
�1(ιj(kω)ιj(g)−1 · σj(t)) = |ιj(ω)|−2α−2

j β−2 .

Similarly, if l + 1 ≤ j ≤ l +m, then
�1(ιj(kω)ιj(g)−1 · σj(t)) = |ιj(ω)|−2α−2

j β−2.

Therefore we have
1
C1
≤ �1(ιj(kω)ιj(g)−1 · σj(t))

�1(ιj′(kω)ιj′(g)−1 · σj′(t)) =
( |ιj′(ω)|αj′

|ιj(ω)|αj

)2
≤ C1(37)

from (36). This means that

�1(ιj(kω)ιj(g)−1 · σj(t)) ≥
1
C1

{
max

1≤j′≤l+m
�1(ιj′(kω)ιj′(g)−1 · σj′(t))

}

for each j. We have

d · 1√
d

log
[

1
C1

max
1≤j≤l+m

{
�1(ιj(kω)ιj(g)−1 · σj(t))

}]

≤ b(γ∗)(ιk(kω)ιk(g)−1 · γξ(t)) < −τ ,
where the first inequality follows from (19) and the second one follows from
(27) and (34). This shows that

max
1≤j≤l+m

{
�1(ιj(kω)ιj(g)−1 · σj(t))

}
< C1e

−τ/
√
d .
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From (23), (24) we have
�1(ιj(kω)ιj(g)−1 · σj(t))
= |ιj(qω−1)|2e−t/

√
d + |ιj(qω−1)ξj − ιj(pω−1)|2et/

√
d < C1e

−τ/
√
d

(38)

for each j. This implies that

‖ιk(qω−1)‖2e−t/
√
d =

(
max

1≤j≤l+m
|ιj(qω−1)|2

)
e−t/

√
d < C1e

−τ/
√
d

and

‖ιk(qω−1) · ξ − ιk(pω−1)‖2et/
√
d =

(
max

1≤j≤l+m
|ιj(qω−1)ξj − ιj(pω−1)|2

)
et/
√
d

< C1e
−τ/
√
d .

We obtain
qω−1, pω−1 ∈ Ok; q 6= 0 ,

‖ιk(qω−1)‖ <
√
C1e

−τ/
√

4det/
√

4d = C

and
‖ιk(qω−1) · ξ − ιk(pω−1)‖ <

√
C1e

−τ/
√

4de−t/
√

4d = ε

C
.

Therefore ξ is a k-singular vector.
Suppose that ξ is k-singular. It suffices to show that, for any τ > τ0, there

exists a positive number T0 = T0(τ) such that the following holds: For any
t ≥ T0 there exists a horoball of the form ιk(g) · B(γ∗, τ) containing γ(t),
where g is an element of

⋃h
j=1 Γgj .

We first remark that the following holds.

Lemma 4.1. — Let p, q ∈ Ok and |p|+ |q| 6= 0. Then there exist θ ∈ k and

g′ =
(
p′ r′

q′ s′

)
∈

h⋃

i=1
Γgi

such that p′ = pθ, q′ = qθ and ‖ιk(θ)‖ ≤ C3, where C3 = e(l+m−1)C2/2 =
(C1)1/4.

Proof. — Since (p, q) 6= (0), there exist a number j ∈ {1, . . . , h} and θ′ ∈ k
such that (p, q)(θ′) = aj . Since the norm of aj is minimum among the integral
ideals of its class, we have |Nk(θ′)| ≤ 1. Let p′′ = pθ′ and q′′ = qθ′, so that
aj = (p′′, q′′). Let r′′, s′′ ∈ (aj)−1 such that p′′s′′ − q′′r′′ = 1.

Let b ∈ k − {0}. By the same argument as the one in the proof of Lemma
2.4 of [13], one can find a unit ω of k such that

‖ιk(ωb)‖ ≤ C3|Nk(b)|1/d .
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Indeed, for any (a1, . . . , al+m) ∈ kM with
|(a1 · · · al)(a2

l+1 · · · a2
l+m)| = 1,

there exists a unit ω′ of k such that
|ajιj(ω′)| ≤ C3 for j = 1, . . . , l +m

due to Dirichlet’s theorem (cf. (35)). Then it suffices to apply this to
(
ι1(b)/|Nk(b)|1/d, . . . , ιl+m(b)/|Nk(b)|1/d

)
.

We take a unit ν such that
‖ιk(νθ′)‖ ≤ C3|Nk(θ′)|1/d ≤ C3(39)

and put θ = θ′ν. Let
p′ = pθ = p′′ν, q′ = qθ = q′′ν

and

r′ = r′′ν−1, s′ = s′′ν−1, g′ =
(
p′ r′

q′ s′

)
.

Then

g′g−1
j =

(
νp′′dj − ν−1r′′bj −νp′′cj + ν−1r′′aj
νq′′dj − ν−1s′′bj −νq′′cj + ν−1s′′aj

)
∈ SL(2,Ok)

and g′ ∈ Γgj . �

If there exist p, q ∈ Ok such that q 6= 0 and ‖ιk(q) · ξ− ιk(p)‖ = 0, then take
θ ∈ k and g′ ∈ ⋃hi=1 Γgi as in Lemma 4.1. We have

‖ιk(q′) · ξ − ιk(p′)‖ = ‖ιk(θ)(ιk(q) · ξ − ιk(p))‖
≤ ‖ιk(θ)‖ ‖ιk(q) · ξ − ιk(p)‖ ≤ C3‖ιk(q) · ξ − ιk(p)‖ = 0

and

b(γ∗)(ιk(g′)−1 · γξ(λ)) = 1√
d

log
{(

l∏

i=1
|(q′)(i)|2

)(
l+m∏

i=l+1
|(q′)(i))|4

)
· e−
√
d λ

}

= 1√
d

log |Nk(q′)|2 − λ

by (25). For any ε > 0, we put

T0 = T0(τ) = 1√
d

log |Nk(q′)|2 + τ + 1 .

Then we have

b(γ∗)(ιk(g′)−1 · γξ(t)) ≤
1√
d

log |Nk(q′)|2 − T0 = −τ − 1 < −τ
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and
γξ(t) ∈ ιk(g′) ·B(γ∗, τ)

if t ≥ T0.
Therefore we suppose that ‖ιk(q) · ξ − ιk(p)‖ 6= 0 for any p, q ∈ Ok with

q 6= 0. Then, for each ε > 0, the set of inequalities
0 < ‖ιk(q)‖ ≤ C, 0 < ‖ιk(q) · ξ − ιk(p)‖ < εC−1

has a solution (p, q) ∈ (Ok)2 for all C greater than C0(ε).
For a given positive number τ > τ0, let

κ = e−τ/
√
d, ε = κ

2(C3)2 .

For this ε, we take the positive number C0(ε). Let C ′0(ε) = C0(ε) + 1 and

T0 = −τ + 2
√
d logC ′0(ε) +

√
d log 1

ε2 −
√
d log 2− 2

√
d logC3 .(40)

In other words,

C ′0(ε) =
√

2εeτ/
√

4deT0/
√

4dC3 .

We may assume that T0 > 0 by replacing C0(ε) with a larger number if neces-
sary. For a given number t ≥ T0, we put

C =
√

2εeτ/
√

4det/
√

4dC3 .

Then we have C ≥ C ′0(ε) > C0(ε), and hence there exist p, q ∈ Ok with q 6= 0
such that

0 < ‖ιk(q)‖ ≤ C, 0 < ‖ιk(q) · ξ − ιk(p)‖ < ε

C
.

Take θ ∈ k and g′ ∈ ⋃hi=1 Γgi as in Lemma 4.1. Then we have
0 < ‖ιk(q′) · ξ − ιk(p′)‖ = ‖ιk(θ)(ιk(q) · ξ − ιk(p))‖
≤ ‖ιk(θ)‖ ‖ιk(q) · ξ − ιk(p)‖ ≤ C3‖ιk(q) · ξ − ιk(p)‖ < C3

ε

C

and
0 < ‖ιk(q′)‖ = ‖ιk(θ)ιk(q)‖ ≤ ‖ιk(θ)‖ ‖ιk(q)‖ ≤ C3C .

From (25), we have
b(γ∗)(ιk(g′)−1 · γξ(λ))

≤
√
d log

{
‖ιk(q′)‖2e−λ/

√
d + ‖ιk(q′) · ξ − ιk(p′)‖2eλ/

√
d
}

(41)

for λ > 0. Let
X = eλ/

√
d, η = ‖ιk(q′) · ξ − ιk(p′)‖2
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and

f(X) = ηX2 − κX + ‖ιk(q′)‖2 .

Then

‖ιk(q′)‖2e−t/
√
d + ‖ιk(q′) · ξ − ιk(p′)‖2et/

√
d < e−τ/

√
d

if and only if f(X) < 0 for λ = t.
Let λ = t. Then we have

X = et/
√
d = C2κ

2ε2(C3)2

and

f(X) <
(
C3ε

C

)2
X2 − κX + (C3C)2 = (C3)2ε2

C2 · C2κ

2ε2(C3)2X − κX + C2(C3)2

= −κ2X + C2(C3)2 = − κ2C2

4ε2(C3)2 + C2(C3)2 = C2
{

(C3)2 − κ2

4ε2(C3)2

}
= 0 .

It follows from (41) that

b(γ∗)(ιk(g′)−1 · γξ(t)) ≤
√
d log

{
‖ιk(q′)‖2e−t/

√
d + ‖ιk(q′) · ξ − ιk(p′)‖2et/

√
d
}

<
√
d log e−τ/

√
d = −τ .

This shows that for any t ≥ T0, there exists an element g of
⋃h
j=1 Γgj such

that

γξ(t) ∈ ιk(g) ·B(γ∗, τ) .

Since τ > τ0 is arbitrary, it follows from Proposition 3.2 that Π ◦ γξ is
divergent. This completes the proof of Proposition 1.5. �

5. Geometric boundary of (SL(2, R)/SO(2))l × (SL(2, C)/SU(2))m

5.1. Geometric boundaries of V and V̂ . — Let M be an n-dimensional Hada-
mard manifold and dM the distance function on M induced from its Riemann-
ian metric. We say that two geodesic rays γ and σ are asymptotic if the convex
function t 7−→ dM (γ(t), σ(t)) is uniformly bounded on [0,∞). In this case
we also have dM (γ(t), σ(t)) ≤ dM (γ(0), σ(0)) for all t ≥ 0. Being asymp-
totic is an equivalence relation. Let M(∞) be the set of equivalence classes
of geodesic rays of M . The equivalence class of γ is denoted by γ(∞). If
w = γ(∞), we say that γ tends to w, or w is the point at infinity of γ. The
union M ∪M(∞) equipped with the “cone topology” (see [12], [11, §1.7]) is
homeomorphic to the n-dimensional closed ball, and this provides a natural
compactification of M . The boundary M(∞) equipped with the restriction of
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the cone topology, which is called the geometric boundary of M , is homeomor-
phic to the (n− 1)-dimensional sphere. Any isometry F : M −→M induces a
homeomorphism M(∞) −→M(∞):

F (γ(∞)) = (F ◦ γ)(∞) for any geodesic ray γ.

In the case of V , the geometric boundary V (∞) can be regarded as the real
line R compactified by adding one point ∞. More precisely, for a real number
a, let σa : [0,∞) −→ V be the geodesic ray defined by

σa(t) =
(

1 a
0 1

)(
e−t/2

et/2

)
· x0 =

(
1 a
0 1

)
· γ0(−t) = a+ e−t

√
−1 for t ≥ 0 .

(42)

We also define a geodesic ray σ∞ : [0,∞) −→ V by

σ∞(t) =
(
et/2

e−t/2

)
· x0 = γ0(t) = et

√
−1 for t ≥ 0 .(43)

Then the map Φ : R ∪ {∞} −→ V (∞) defined by
Φ(a) = σa(∞) for a ∈ R ∪ {∞}

is a bijection. We identify V (∞) with R ∪ {∞} through this map.
Similarly, the geometric boundary of V̂ can be regarded as the complex plane

C compactified by adding one point∞. For a complex number a, let σ̂a be the
geodesic ray of V̂ defined by

σ̂a(t) =
(

1 a
0 1

)(
e−t/

√
8

et/
√

8

)
· x̂0 =

(
1 a
0 1

)
· γ̂0(−t)

= (a, e−t/
√

2) for t ≥ 0 .

(44)

We also define a geodesic ray σ̂∞ of V̂ by

σ̂∞(t) =
(
et/
√

8

e−t/
√

8

)
· x̂0 = γ̂0(t) = (0, et/

√
2) for t ≥ 0 .(45)

Then the map Φ̂ : C ∪ {∞} −→ V̂ (∞) defined by

Φ̂(a) = σ̂a(∞) for a ∈ C ∪ {∞}

is a bijection. We identify V̂ (∞) with C ∪ {∞} through this map.
Under the identification V (∞) = R ∪ {∞}, the homeomorphic action of

SL(2,R) on V (∞) induced from the isometric action of SL(2,R) on V is
given by

g · a = pa+ r

qa+ s
for a ∈ R ∪ {∞} , g =

(
p r
q s

)
∈ SL(2,R) .
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Similarly, under the identification V̂ (∞) = C∪{∞}, the homeomorphic action
of SL(2,C) on V̂ (∞) induced from the isometric action of SL(2,C) on V̂ is
given by

g · a = pa+ r

qa+ s
for a ∈ C ∪ {∞} , g =

(
p r
q s

)
∈ SL(2,C) .

5.2. Geometric boundary of Ṽ . — In order to describe the geometric bound-
ary of Ṽ = V l × V̂ m, we recall that any geodesic ray of Ṽ can be written
as

γ(t) = (γ1(a1t), . . . , γl+m(al+mt)) ,(46)

where aj ≥ 0 for each j,
∑l+m
j=1 (aj)2 = 1, γj is a geodesic ray of V if j ≤ l and

a geodesic ray of V̂ if j ≥ l + 1. By the same argument as that in the proof of
[19, Lemma 6.1] we obtain the following.

Lemma 5.1. — The numbers a1, . . . , al+m in (46) depend only on the equiva-
lence class of γ. If aj 6= 0, then the point γj(∞) is uniquely determined by the
equivalence class of γ.

Proof. — Let γ′ : [0,∞) −→ Ṽ be another geodesic ray such that γ′(∞) =
γ(∞). Let

γ′(t) = (γ′1(b1t), . . . , γ′l+m(bl+mt)) ,

where bj ≥ 0 for each j,
∑l+m
j=1 (bj)2 = 1, γ′j is a geodesic ray of V if j ≤ l and

a geodesic ray of V̂ if j ≥ l + 1.
Let j ≤ l. Then the function

t 7−→ dV (γj(ajt), γ′j(bjt)) ≤ dṼ (γ(t), γ′(t)) ≤ d
Ṽ

(γ(0), γ′(0))
is bounded on [0,∞). If aj > bj , then we have

dV (γj(ajt), γ′j(bjt)) ≥ (aj − bj)t− dV (γj(0), γ′j(0))
from the triangle inequalities. This implies that

lim
t→∞

dV (γj(ajt), γ′j(bjt)) =∞ ,

a contradiction. So aj ≤ bj , and similarly aj ≥ bj . Hence we have aj = bj .
Since the function t 7−→ dV (γj(ajt), γ′j(bjt)) is bounded, we have γj(∞) =
γ′j(∞) if aj 6= 0.

The case j ≥ l + 1 is similar. �

Let

S =



a = (a1, . . . , al+m) ∈ Rl+m

∣∣∣∣∣∣

l+m∑

j=1
(aj)2 = 1; aj ≥ 0 for each j



 .
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This set is a subset of the (l +m− 1)-dimensional sphere Sl+m−1 of radius 1,
and topologically it can be regarded as an (l+m−1)-dimensional simplex. For
α1, . . . , αl ∈ R ∪ {∞}, αl+1, . . . , αl+m ∈ C ∪ {∞} and a = (a1, . . . , al+m) ∈ S,
we denote by

[α1, . . . , αl, αl+1, . . . αl+m; a]

the point at infinity of the geodesic ray

[0,∞) 3 t 7−→ (σα1(a1t), . . . , σαl(alt), σ̂αl+1(al+1t), . . . , σ̂αl+m(al+mt)) ∈ Ṽ ,

where σαi , σ̂αj are as in (42), (43), (44) and (45). Then

Ṽ (∞) =
{

[α1, . . . , αl, αl+1, . . . , αl+m; a]
∣∣ α1, . . . , αl ∈ R ∪ {∞} ;
αl+1, . . . , αl+m ∈ C ∪ {∞} ; a ∈ S

}
.

For α1, . . . , αl ∈ R ∪ {∞} and αl+1, . . . , αl+m ∈ C ∪ {∞}, let

Cα1,..., αl+m = {[α1, . . . , αl+m; a] |a ∈ S} ⊂ Ṽ (∞) .

The map a 7−→ [α1, . . . , αl+m; a] is a bijection from S to Cα1,..., αl+m . We regard
the set Cα1,..., αl+m as a topological space equipped with the topology induced
from the one of S through this bijection. Each Cα1,..., αl+m is called a closed
Weyl chamber at infinity of Ṽ . The geometric boundary Ṽ (∞) is a union of
closed Weyl chambers at infinity as a set:

Ṽ (∞) =
⋃

α1,..., αl∈R∪{∞}
αl+1,..., αl+m∈C∪{∞}

Cα1,..., αl+m .

We first consider the case l+m = 1. If l = 1, then Ṽ = V and Cα consists of
one point [α; 1] for each α ∈ R ∪ {∞}. Since Cα meets Cβ if and only if α = β,
V (∞) is a disjoint union of 0-dimensional simplices and can be regarded as a
0-dimensional simplicial complex. Similarly, if m = 1, then Ṽ = V̂ and Cα
consists of one point [α; 1] for each α ∈ C ∪ {∞}. Since Cα meets Cβ if and
only if α = β, V̂ (∞) is a disjoint union of 0-dimensional simplices and can be
regarded as a 0-dimensional simplicial complex.

Next, we consider the case l + m ≥ 2. Then Ṽ (∞) is obtained by pasting
(l +m− 1)-dimensional simplices together as follows. Let

α1, . . . , αl, β1, . . . , βl ∈ R ∪ {∞} ; αl+1, . . . , αl+m, βl+1, . . . , βl+m ∈ C ∪ {∞}
and

a = (a1, . . . , al+m), b = (b1, . . . , bl+m) ∈ S .
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We remark that [α1, . . . , αl+m; a] = [β1, . . . , βl+m; b] if and only if a = b and
αi = βi for all i such that ai 6= 0. Let J be the subset of {1, . . . , l +m} such
that αj = βj if and only if j /∈ J . Then we have

Cα1,..., αl+m ∩ Cβ1,..., βl+m

=
{

[α1, . . . , αl+m; (a1, . . . , al+m)] ∈ Cα1,...,αl+m | aj = 0 for j ∈ J
}

=
{

[β1, . . . , βl+m; (b1, . . . , bl+m)] ∈ Cβ1,...,βl+m | bj = 0 for j ∈ J
}
.

In other words, if Cα1,..., αl+m meets Cβ1,..., βl+m , then there exists an integer
i such that αi = βi, and the intersection is a boundary simplex of both
Cα1,..., αl+m and Cβ1,..., βl+m . If Cα1,..., αl+m 6= Cβ1,..., βl+m , then any point in
the interior of Cα1,..., αl+m does not belong to Cβ1,..., βl+m . Thus Ṽ (∞) becomes
an (l +m− 1)-dimensional simplicial complex.

With G as defined in Section 3, the simplicial complex Ṽ (∞) is a geometric
realization of the spherical Tits building constructed from the set of all para-
bolic R-subgroups of G. See [5], [34], [1] and [11] for more information on Tits
buildings.

For any subset D of Ṽ , let

D(∞) =
{
γ(∞)

∣∣ γ is a geodesic ray of Ṽ contained in D
}
.

We recall that the group A defined by (30) is the topological identity component
of the group of real points of a maximal R-split torus of G. For any geodesic
ray γ of Ṽ contained in A · z0, there exists a point (s1, . . . , sl+m) of Sl+m−1

such that the geodesic ray γ′ defined by
γ′(t) = (γ0(s1t), . . . , γ0(slt), γ̂0(sl+1t), . . . , γ̂0(sl+mt)) for t ≥ 0

is asymptotic to γ. Let εi = 0 if si ≤ 0, εi =∞ if si > 0. Then γ′(∞) coincides
with

[ ε1, . . . , εl+m; (s1, . . . , sl+m) ] ∈ Cε1,..., εl+m .

Thus we have
(A · z0)(∞) =

⋃

εi∈{0,∞}
Cε1,..., εl+m

and (A · z0)(∞) consists of 2l+m closed Weyl chambers at infinity. The map
(A · z0)(∞) 3 [ε1, . . . , εl+m; (s1, . . . , sl+m) ]

7−→ (δ1s1, . . . , δl+msl+m) ∈ Sl+m−1 ,

(47)

where δi = 1 if εi = ∞, and δi = −1 if εi = 0, is a homeomorphism, when we
equip (A · z0)(∞) with the restriction of the cone topology of Ṽ (∞).

For g = (g1, . . . , gl+m) ∈ G, we have
g · [α1, . . . , αl+m; a] = [g1 · α1, . . . , gl+m · αl+m; a]
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and

g · Cα1,..., αl+m = Cg1·α1,..., gl+m·αl+m .(48)

Any apartment of the Tits building Ṽ (∞) is of the form

(g · (A · z0))(∞) = g · ((A · z0)(∞))

for some g ∈ G. The apartment (g · (A · z0))(∞) consists of 2l+m closed Weyl
chambers at infinity:

(g · (A · z0))(∞) =
⋃

εi∈{0,∞}
g · Cε1,..., εl+m .

For any two closed Weyl chambers V, V ′ at infinity, there exists an apartment
containing both V and V ′.

5.3. Tits metric. — For a = (a1, . . . , al+m),b = (b1, . . . , bl+m) ∈ S, we define
dS(a,b) to be the minimum of the lengths of piecewise smooth curves in S
joining a and b, where the lengths of curves are measured in Rl+m. Then dS
is a distance function on S. In other words, dS(a,b) is the angle between a
and b, or the unique number θ ∈ [0, π] such that

cos θ =
l+m∑

j=1
ajbj .

On each Cα1,...,αl+m we have a distance induced from dS under the identifi-
cation of Cα1,...,αl+m with S. This distance is extended to the distance on the
whole Ṽ (∞) in the usual manner by considering the lengths of curves in this
connected simplicial complex if l + m ≥ 2. We denote the resultant distance
by Td. By the map (47), (A · z0)(∞) equipped with the restriction of Td is
isometric to the sphere Sl+m−1 equipped with the distance determined by the
induced metric from the standard flat metric of Rl+m.

If l +m = 1, then for v, w ∈ Ṽ (∞), we have

Td(v, w) =
{

0 if v = w

∞ if v 6= w .
(49)

In general, on the geometric boundary of a Hadamard manifold M , there
exists a distance called the “Tits metric,” which is preserved by the homeo-
morphism of M(∞) induced from any isometry of M (see [1, Section 4], [11,
Chapter 3]). From Proposition 3.1.2 and Proposition 3.4.3 (2) of [11], the re-
striction of the Tits metric on Ṽ (∞) to each apartment coincides with the
restriction of the above distance Td to the apartment. Hence Td is the Tits
metric on Ṽ (∞).
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6. Limit points of discrete subgroups of SL(2, R)l × SL(2, C)m

We first recall the definitions of limit points and conical limit points.

Definition 6.1 (cf. [11, Definition 1.9.5]). — Let Λ be a discrete subgroup
of G. We denote by Λ · z0 the closure in Ṽ ∪ Ṽ (∞) of the Λ-orbit of z0 (with
respect to the cone topology). We let L(Λ) = Λ · z0 ∩ Ṽ (∞) and call this set
the limit set of Λ. We also call each point of L(Λ) a limit point of Λ.

Remark 6.2. — Since ιk(Γ ) = ιk(SL(2,Ok)) is a nonuniform lattice of G, we
have L(Λ) = Ṽ (∞) if Λ = ιk(Γ ) (see [11, Proposition 1.9.32]).

Definition 6.3 (cf. [19, Definition B]). — Let Λ be a discrete subgroup of
G. We say that v ∈ Ṽ (∞) is a conical limit point of Λ if for some (and hence
every) geodesic ray γ tending to v, there exists a sequence (gi)i∈N of different
elements of Λ such that d

Ṽ
(gi · z0, γ([0,∞))) are uniformly bounded.

The following is well known to experts. However, we provide a proof for the
sake of completeness.

Proposition 6.4. — Let γ : [0,∞) −→ Ṽ be a geodesic ray. Then Π ◦ γ is
divergent if and only if γ(∞) is not a conical limit point of ιk(Γ ).

Proof. — Let z be the image under the projection Π of z ∈ Ṽ and let
d : (ιk(Γ )\Ṽ )× (ιk(Γ )\Ṽ ) −→ R

be the distance on ιk(Γ )\Ṽ defined by
d(z, w) = inf

g∈Γ
d
Ṽ

(z, ιk(g) · w) for z, w ∈ Ṽ .

Suppose that γ(∞) is a conical limit point. Then there exist a positive
number C and a sequence (gj)j∈N of different elements of Γ such that

d
Ṽ

(ιk(gj) · z0, γ([0,∞))) ≤ C .

This means that there exists a sequence (tj)j∈N in R such that
d
Ṽ

(ιk(gj) · z0, γ(tj)) = d
Ṽ

(ιk(gj) · z0, γ([0,∞))) ≤ C
for each j. Since Γ acts on Ṽ properly discontinuously, we have

lim
j→∞

d
Ṽ

(ιk(gj) · z0, z0) =∞

and limj→∞ tj =∞. Let

D =
{
x ∈ ιk(Γ )\Ṽ

∣∣ d(x, z0) ≤ C
}
.

Then D is compact and
Π ◦ γ(tj) = Π(ιk(gj)−1 · γ(tj)) ∈ D

for each j. Hence Π ◦ γ is not divergent.
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Suppose that Π ◦ γ is not divergent. Then there exist a compact subset
D of ιk(Γ )\Ṽ and a sequence (tj)j∈N in R such that limj→∞ tj = ∞ and
Π ◦ γ(tj) ∈ D for each j. Since D is compact, there exists a positive number C
such that

d(Π ◦ γ(tj), Π(z0)) ≤ C for all j .

This means that there exists a sequence (gj)j∈N in Γ such that

d
Ṽ

(z0, ιk(gj)−1 · γ(tj)) = d(Π(z0), Π ◦ γ(tj)) ≤ C ,

which shows that
d
Ṽ

(ιk(gj) · z0, γ([0,∞))) ≤ d
Ṽ

(ιk(gj) · z0, γ(tj)) ≤ C
for each j, and the sequence (gj)j∈N contains infinitely many different elements
of Γ because

d
Ṽ

(ιk(gj) · z0, z0) ≥ d
Ṽ

(γ(tj), z0)− d
Ṽ

(ιk(gj) · z0, γ(tj)) ≥ tj − C .

Hence γ(∞) is a conical limit point. �

The spherical Tits building constructed from the set of all parabolic Q-
subgroups of G is naturally realized as a subset of Ṽ (∞). We recall that the
subgroup AQ of A defined by (31) is the topological identity component of the
group of real points of a maximal Q-split torus of G. The group

GQ =
{

(g1, . . . , gl+m) ∈ G
∣∣ g1 ∈ SL(2,k); gj = ιj(g1) for each j

}

is isomorphic to the group of rational points of G. Let

(AQ)+ =
{

(a, . . . , a) ∈ G
∣∣∣∣ a =

(
α
α−1

)
, α ≥ 1 for each j

}
⊂ AQ .

Definition 6.5 (cf. [19, Definition 2.2]). — We call the set (g·((AQ)+·z0))(∞)
a closed Q-Weyl chamber at infinity if g ∈ GQ. We denote by WQ the union
of all the closed Q-Weyl chambers at infinity, which we call the rational Tits
building of G:

WQ =
⋃

g∈GQ

(g · ((AQ)+ · z0))(∞) .

Let

a0 =
(

1√
d
, . . . ,

1√
d
,

√
2√
d
, . . . ,

√
2√
d

)
∈ S ,

where the first l entries of a0 are 1/
√
d and the last m entries are

√
2/
√
d. From

(17), (43) and (45) we have
((AQ)+ · z0)(∞) = { [∞, . . . ,∞; a0] } .
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We also have
g · [∞, . . . ,∞; a0] = [ξ(1), . . . , ξ(l+m); a0]

if

g = (g1, . . . , gl+m) ∈ GQ, g1 =
(
p r
q s

)
∈ SL(2,k), q 6= 0 and ξ = p

q
.

Hence we obtain

Proposition 6.6. —
WQ =

{
[ξ(1), . . . , ξ(l+m); a0]

∣∣∣ ξ ∈ k
}
∪ {[∞, . . . ,∞; a0]} .

Proposition 6.7. — The set of all conical limit points of ιk(Γ ) is
{
v ∈ Ṽ (∞)

∣∣Td(v, WQ) ≥ π/2
}
.

Proof. — In the case l + m ≥ 2, this follows from Theorems A and B of [19],
since G is of Q-rank 1 and ιk(Γ ) is an irreducible nonuniform lattice.

In the case l+m = 1, this follows from (49) and Proposition 6.6, since γξ(∞)
is conical if and only if ξ /∈ k. �

Theorem 1.7 follows from Propositions 1.5, 6.4 and 6.7.

7. Proof of Theorem 1.3

In this section we prove Theorem 1.3.
Let ξ = (ξ1, . . . , ξl+m) ∈ kM . From Theorem 1.7 it suffices to show that

fk(ξ) < d/2 if and only if Td(γξ(∞), WQ) < π/2.
The case l + m = 1 is immediate from (49) and Theorem 1.7. For the case

l +m ≥ 2, it suffices to prove the following proposition.

Proposition 7.1. — Let l +m ≥ 2 and ξ ∈ kM . Then we have

cos (Td(γξ(∞), WQ)) = d− 2fk(ξ)
d

.(50)

Proof. — Since the point γξ(∞) and all the points of WQ are of the form
[α1, . . . , αl+m; a0]; α1, . . . , αl ∈ R ∪ {∞} ; αl+1, . . . , αl+m ∈ C ∪ {∞} ,

the set
{Td(γξ(∞), v) | v ∈ WQ}

is a discrete subset of [0,∞). Hence there exists a point v′ of WQ such that
Td(γξ(∞), v′) = Td(γξ(∞), WQ) .
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Then
v′ = [η(1), . . . , η(l+m); a0] for some η ∈ k

or v′ = [∞, . . . ,∞; a0] by Proposition 6.6.
In the case where v′ = [∞, . . . ,∞; a0], take

g′ =
(
a c
b d

)
∈ SL(2,Z)

such that b 6= 0 and
bξi + d 6= 0 for i = 1, . . . , l +m .

Let

ξ′ = (ξ′1, . . . , ξ′l+m) ∈ kM ; ξ′i = aξi + c

bξi + d
for i = 1, . . . , l +m .

Then it is easily seen that fk(ξ′) = fk(ξ). Let v′′ = ιk(g′) · v′. Then we have
γξ′(∞) = ιk(g′) · γξ(∞)

and
v′′ = [a/b, . . . , a/b; a0] .

Since ιk(g′) · WQ =WQ, we have
Td(γξ′(∞), v′′) = Td(ιk(g′) · γξ(∞), ιk(g′) · v′) = Td(γξ(∞), v′)
= Td(γξ(∞), WQ) = Td(ιk(g′) · γξ(∞), ιk(g′) · WQ) = Td(γξ′(∞), WQ) .

Hence this case is reduced to the first case.
Suppose that

v′ = [η(1), . . . , η(l+m); a0], η ∈ k .

Take the subsets I1 ⊂ N(l), I2 ⊂ N(l +m) r N(l) such that

ξk 6= η(k) if and only if k ∈ I1 ∪ I2 .

Let λ0 = #I1, µ0 = #I2,
ν = ιk(η) = (η(1), . . . , η(l+m)) ∈ ιk(k) ,

and
V = Cξ1,..., ξl+m , V ′ = Cη(1),..., η(l+m) .

Then γξ(∞) ∈ V and v′ = γν(∞) ∈ V ′. We take an apartment A that contains
both V and V ′. Suppose that

A = g · ((A · z0)(∞)), where g = (g1, . . . , gl+m) ∈ G .

For each j, let
gj · ∞ = ω∞j , gj · 0 = ω0

j .

BULLETIN DE LA SOCIÉTÉ MATHÉMATIQUE DE FRANCE



48 T. HATTORI

It follows from (48) that

A =
⋃

εi∈{0,∞}
g · Cε1,..., εl+m =

⋃

εi∈{0,∞}
Cg1·ε1,..., gl+m·εl+m

=
⋃

εi∈{0,∞}
C
ω
ε1
1 ,..., ω

εl+m
l+m

.

Suppose that
V = C

ω
ν1
1 ,..., ω

νl+m
l+m

and let g′ = (g′1, . . . , g′l+m) be the element of G such that

g′i = gi if νi =∞ and g′i = gi

(
0 1
−1 0

)
if νi = 0 .

Then A = g′ · ((A · z0)(∞)). Since
(

0 1
−1 0

)
· 0 =∞, hence gj

(
0 1
−1 0

)
· 0 = ω∞j ,

we may suppose that
V = Cξ1,..., ξl+m = Cω∞

1 ,..., ω∞
l+m

by replacing g with g′ if necessary. Then, under the identification of (A ·z0)(∞)
with Sl+m−1 by the map (47), we have

g−1 · V = C∞,...,∞ = S, g−1 · γξ(∞) = [∞, . . . , ∞; a0] = a0 .

The point g−1 · v′ belongs to the subset
{(

ε1√
d
, . . . ,

εl√
d
,
εl+1
√

2√
d

, . . . ,
εl+m

√
2√

d

) ∣∣∣∣ εj = ±1 for j = 1, . . . , l +m

}

of Sl+m−1. Suppose that

g−1 · v′ = x =
(
δ1√
d
, . . . ,

δl√
d
,
δl+1
√

2√
d

, . . . ,
δl+m

√
2√

d

)
.

Then λ0 coincides with the cardinality of the set {i | δi = −1, 1 ≤ i ≤ l}, and
µ0 coincides with the cardinality of the set {i | δi = −1, l + 1 ≤ i ≤ l +m}. Let
θ be the angle between x and a0. Then we have

θ = Td(γξ(∞), v′) = Td(γξ(∞), WQ)
and

cos θ = l − 2λ0 + 2(m− 2µ0)
d

= d− 2(λ0 + 2µ0)
d

.(51)

We claim that fk(ξ) = λ0 + 2µ0. If not, there exist integers λ′0, µ′0, subsets
I ′1 ⊂ N(l), I ′2 ⊂ N(l +m) r N(l), and an element η′ of k such that

λ′0 = #I ′1, µ′0 = #I ′2, λ′0 + 2µ′0 < λ0 + 2µ0
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and
ξk 6= (η′)(k) if and only if k ∈ I ′1 ∪ I ′2 .

Let
ξ′′ = ιk(η′) = ((η′)(1), . . . , (η′)(l+m)) ∈ ιk(k) ,
w = γξ′′(∞) = [(η′)(1), . . . , (η′)(l+m); a0] ∈ WQ

and θ′ = Td(γξ(∞), w). Repeating the same argument, we obtain

cos θ′ = d− 2(λ′0 + 2µ′0)
d

.

This shows that cos θ′ > cos θ and
Td(γξ(∞), w) = θ′ < θ = Td(γξ(∞), WQ) ,

which is a contradiction. Therefore we obtain fk(ξ) = λ0 + 2µ0.
The equation (50) now follows from (51). �

8. Proof of Theorem 1.4

We can now prove Theorem 1.4.
First, we remark that d′ is the maximum value of the elements of the set

{#I1 + 2 · (#I2) | I1 ⊂ N(l), I2 ⊂ N(l +m) r N(l)} ∩ [0, d/2) .

For η ∈ k and subsets I1 ⊂ N(l), I2 ⊂ N(l +m) r N(l), let

S(η; I1, I2) =
{
ξ = (ξ1, . . . , ξl+m) ∈ kM | ξi = η(i) for i /∈ I1 ∪ I2

}
.

For integers λ, µ such that 0 ≤ λ ≤ l, 0 ≤ µ ≤ m, let

S(η;λ, µ) =
⋃

#I1=λ,#I2=µ
S(η; I1, I2) .

We define
S(η) =

⋃

λ+2µ=d′

S(η;λ, µ), S(k) =
⋃

η∈k
S(η) .

Then we have
Sing(k) = S(k) .

Since
dimH(S(η; I1, I2)) = #I1 + 2 · (#I2) ,

we obtain
dimH(S(η;λ, µ)) = λ+ 2µ, dimH(S(η)) = d′ .
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This shows that
dimH(Sing(k)) = dimH(S(k)) = d′ ,

because k is a countable set.
We have Sing(k) = ιk(k) if and only if d′ = 0, and the latter is equivalent

to the condition that k is the rational field Q or a quadratic field or a totally
complex quartic field. This completes the proof.
Acknowledgements. — The author would like to thank the anonymous referee
for the careful reading of the manuscript and many valuable suggestions.
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PSEUDOVALUATIONS ON THE DE RHAM–WITT COMPLEX
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Abstract. — For a polynomial ring over a commutative ring of positive characteristic,
we define on the associated de Rham–Witt complex a set of functions, and show that
they are pseudovaluations in the sense of Davis, Langer and Zink. To achieve this, we
explicitly compute products of basic elements on the complex. We also prove that the
overconvergent de Rham–Witt complex can be recovered using these pseudovaluations.

Résumé (Pseudovaluations sur le complexe de de Rham–Witt). — Pour tout an-
neau polynomial sur un anneau commutatif de caractéristique strictement positive, on
définit sur le complexe de de Rham–Witt associé un ensemble de fonctions, et l’on
démontre que ce sont des pseudovaluations au sens de Davis, Langer et Zink. Pour y
parvenir, on calcule explicitement des produits d’éléments basiques du complexe. On
prouve également que le complexe de de Rham–Witt surconvergent peut être retrouvé
en employant ces pseudovaluations.
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Introduction

Davis, Langer and Zink introduced the overconvergent de Rham–Witt com-
plex in [2]. It is a complex of sheaves defined on any smooth variety X over a
perfect field k of positive characteristic. It can be used to compute both the
Monsky–Washnitzer and the rigid cohomology of the variety. This comparison
was first established by [2] for quasi-projective smooth varieties; the assumption
of quasi-projectiveness was then removed by Lawless [7].

This complex is defined as a differential graded algebra (dga) contained in the
de Rham–Witt complex WΩ•X/k of Deligne and Illusie. In order to achieve this
they defined for any ε > 0, in the case where X is the spectrum of a polynomial
ring k[X] over k, an order function γε : WΩ•k[X]/k → R ∪ {+∞,−∞}. The
overconvergent de Rham–Witt complex of X is the set of all x ∈ WΩ•k[X]/k,
such that γε(x) 6= −∞, for some ε > 0. In the general case, it is defined as the
functional image of this set for a surjective morphism of smooth commutative
algebras over k.

In degree zero (that is, for Witt vectors), these maps have nice properties.
One of these is that they are pseudovaluations. We recall the definition. A
pseudovaluation on a ring R is a function v : R→ R∪{+∞,−∞}, such that:

v(0) = +∞,
v(1) = 0,

∀r ∈ R, v(r) = v(−r) ,
∀r, s ∈ R, v(r + s) > min{v(r) , v(s)} ,

∀r, s ∈ R, (v(r) 6= −∞) ∧ (v(s) 6= −∞) =⇒ (v(rs) > v(r) + v(s)) .
The last formula will be referred to as the product formula in the remainder

of this article.
Pseudovaluations and their behaviour have been studied in [3]. It appears

that they form a convenient framework to study the overconvergence of recur-
sive sequences. However, there are counterexamples showing that in positive
degree, the maps γε are not pseudovaluations. This becomes an obstacle when
one wants to study the local structure of the overconvergent de Rham–Witt
complex, or when one tries to find an interpretation of F -isocrystals for the
overconvergent de Rham–Witt complex following the work of [4].

In this paper, we define new mappings
ζε : WΩ•k[X]/k → R ∪ {+∞,−∞} ,

for all ε > 0 and prove that these are pseudovaluations. Moreover, we show
that the set of all x ∈ WΩ•k[X]/k, such that ζε(x) 6= −∞, for some ε > 0, also
define the overconvergent de Rham–Witt complex.

In order to do so, in the first section we recall the main results concerning
the de Rham–Witt complex, especially in the case of a polynomial algebra.
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The second section, which is the most technical one, consists of computations
of products of specific elements of the de Rham–Witt complex. The results are
explicit and proven in the case where k is any commutative Z〈p〉-algebra. This
enables us in the last section to define the pseudovaluations and prove that
in the case of a perfect field of positive characteristic, we retrieve with these
functions the overconvergent de Rham–Witt complex.

The product formula comes in handy to control the overconvergence of se-
quences defined by recursion. This is the main motivation for this work, which
will allow us in subsequent papers to study the structure of the overconver-
gent de Rham–Witt complex and, eventually, to give an interpretation of F -
isocrystals as overconvergent de Rham–Witt connections.

1. The de Rham–Witt complex for a polynomial ring

Let p be a prime number. Let k be a commutative Z〈p〉-algebra. Throughout
this article, for any i, j ∈ N, we shall write:

Ji, jK := N ∩ [i, j] .

Let n ∈ N and write k[X] := k[X1, . . . , Xn]. We will first recall basic prop-
erties of the de Rham–Witt complex of k[X], denoted

(
WΩ•k[X]/k, d

)
(for an

introduction, see [5] or [6]). In degree zero, WΩ0
k[X]/k is isomorphic as a W (k)-

algebra to W (k[X]), the ring of Witt vectors over k[X].
There is a morphism of graded rings F : WΩ•k[X]/k → WΩ•k[X]/k called

the Frobenius endormorphism, a morphism V : WΩ•k[X]/k → WΩ•k[X]/k
of graded groups called the Verschiebung endormorphism, as well as a
morphism of monoids [•] : (k[X] ,×)→ (W (k[X]) ,×) called the Teichmüller
lift such that:

∀r ∈ k[X] , F ([r]) = [rp] ,(1)
∀m ∈ N, ∀x, y ∈WΩ•k[X]/k, V

m(xFm(y)) = V m(x) y,(2)
∀m ∈ N, ∀x ∈WΩ•k[X]/k, d(Fm(x)) = pmFm(d(x)) ,(3)

∀m ∈ N, ∀P ∈ k[X] , Fm(d([P ])) =
[
P p

m−1
]
d([P ]) ,(4)

∀i, j ∈ N, ∀x ∈WΩik[X]/k, ∀y ∈WΩjk[X]/k,

d(xy) = (−1)i xd(y) + (−1)(i+1)j
yd(x) ,

(5)

∀m ∈ N, ∀(xi)i∈J1,mK ∈ (W (k[X]))m ,

d

(
m∏

i=1
xi

)
=

m∑

i=1


 ∏

j∈J1,mKr{i}
xj


 d(xi) .

(6)
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We shall introduce basic elements on the de Rham–Witt complex, called
basic Witt differentials, and recall how any de Rham–Witt differential on k[X]
can be expressed as a series using these elements. We mostly follow [6].

Definition 1.1. — A weight function is a mapping a : J1, nK → N
[

1
p

]
; for

all i ∈ J1, nK, its values shall be written as ai. We define:

|a| :=
n∑

i=1
ai,

and:

Xa :=
n∏

i=1
Xi

ai .

For any weight function a and any J ⊂ J1, nK, we denote by a|J the weight
function that for all i ∈ J1, nK satisfies:

a|J(i) =
{
ai if i ∈ J ,
0 otherwise.

The support of a weight function a is the following set:
Supp(a) := {i ∈ J1, nK | ai 6= 0} .

A partition I of a weight function a is a subset I ⊂ Supp(a). Its size is
its cardinal. We will denote by P the set of all pairs (a, I), where a is a weight
function, and I is a partition of a.

In all this paper, the p-adic valuation shall be denoted vp. For a weight
function a, we fix the following total order � on Supp(a):

∀i, i′ ∈ Supp(a) , i � i′

⇐⇒ ((vp(ai) 6 vp(ai′)) ∧ ((vp(ai) = vp(ai′)) =⇒ (i 6 i′))) .
We will denote by ≺ the associated strict total order and we also let min(a) ∈

Supp(a) be the only element such that min(a) � i, for any i ∈ Supp(a).
Let m ∈ J0, nK. Let I := {ij}j∈J1,mK be a partition of a weight function a.

We will always suppose that ij ≺ ij′ , for all j, j′ ∈ J1,mK, such that j < j′. By
convention, we will say that i0 � i and i ≺ im+1 whenever i ∈ Supp(a). We
define the following m+ 1 subsets of Supp(a) for any l ∈ J0,mK:

Il := {i ∈ Supp(a) | il � i ≺ il+1} .
Let a be a weight function. We set:

vp(a) := min{vp(ai) | i ∈ J1, nK} ,
u(a) := max{0,− vp(a)} .
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If a is not the zero function, we put:

g(a) := Fu(a)+vp(a)
(
d
(
V u(a)

([
Xp− vp(a)a

])))
.

Furthermore, if I is a partition of a, and η is any element in W (k), we set:

e(η, a, I) :=




d
(
V u(a)

(
η
[
Xpu(a)a|I0

]))∏#I
l=2 g(a|Il

) if I0 = ∅ and u(a) 6= 0,

V u(a)
(
η
[
Xpu(a)a|I0

])∏#I
l=1 g(a|Il

) otherwise.

(7)

When I0 = ∅ and u(a) = 0, then V u(a)
(
η
[
Xpu(a)a|I0

])
= η. So one can

notice that, if one ignores η, the element defined above is a product of #I
factors whenever I0 = ∅, and of #I + 1 factors otherwise, the factors being the
images of an element through one of the functions d, g or V . We will use this
fact later, when we define the pseudovaluations on the de Rham–Witt complex
of a polynomial ring.

We recall the action of d, V and F on these elements.

Proposition 1.2. — For any (a, I) ∈ P and any η ∈W (k), we have:

d(e(η, a, I)) =





0 if I0 = ∅,
e(η, a, I ∪ {min(a)}) if I0 6= ∅ and vp(a) 6 0,
pvp(a)e(η, a, I ∪ {min(a)}) if I0 6= ∅ and vp(a) > 0.

Proof. — See [6, proposition 2.6]. �

Proposition 1.3. — For any (a, I) ∈ P and any η ∈W (k), we have:

F (e(η, a, I)) =





e(η, pa, I) if vp(a) < 0 and I0 = ∅,
e(pη, pa, I) if vp(a) < 0 and I0 6= ∅,
e(F (η) , pa, I) if vp(a) > 0.

Proof. — See [6, proposition 2.5]. �

Proposition 1.4. — For any (a, I) ∈ P and any η ∈W (k), we have:

V (e(η, a, I)) =





e
(
V (η) , ap , I

)
if vp(a) > 0,

e
(
pη, ap , I

)
if vp(a) 6 0 and I0 = ∅,

e
(
η, ap , I

)
if vp(a) 6 0 and I0 6= ∅.

Proof. — See [6, proposition 2.5]. �

The de Rham–Witt complex is endowed with a topology called the standard
topology [5, I. 3.1.]. In this article, it will not be necessary to recall its defini-
tion, as we will only need the fact that a series of the form

∑
(a,I)∈P e(ηa,I , a, I),
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with ηa,I ∈ W (k), for all (a, I) ∈ P, converges in WΩ•k[X]/k if and only if for
any m ∈ N, we have V u(a)(ηa,I) ∈ V m(W (k)) except for a finite number of
(a, I) ∈ P.

The following theorem is essential to the definition of the overconvergent de
Rham–Witt complex, and to its decomposition as a W (k)-module in the case
of a polynomial algebra.

Theorem 1.5. — For any differential x ∈ WΩ•k[X]/k, there exists a unique
function

η : P →W (k)
(a, I) 7→ ηa,I

such that:
x =

∑

(a,I)∈P
e(ηa,I , a, I) .

Proof. — See [6, theorem 2.8]. �

2. Computations

The goal of this section is to make explicit computations of the product of
two basic Witt differentials, that is, elements of the form (7).

Let k be a commutative Z〈p〉-algebra. Let n ∈ N. In what follows, we shall
denote k[X] := k[X1, . . . , Xn]. For any (a, I) ∈ P with a taking values in N,
we will write:

h(a, I) :=
∏

i∈Supp(a)rI
[Xi]ki

∏

j∈I
g
(
a|{j}

)
.

We will use the elements h defined above in order to achieve this, as they
appear to be more convenient for calculations.

Lemma 2.1. — Let R be a commutative k-algebra. Let x ∈ R and let m,m′ ∈
N, such that m + m′ 6= 0. Put a := vp(m+m′) and b := p−a(m+m′). Then
we have in the de Rham–Witt complex WΩ•R/k of R:

[x]m d
(

[x]m
′)

= m′

b
F a
(
d
(

[x]b
))

.

Proof. — Using (1) and (3), we get:

d
(

[x]m+m′
)

= d
(
F a
(

[x]b
))

= paF a
(
d
(

[x]b
))

.

Moreover, as:

(m+m′) [x]m d
(

[x]m
′)

= m′d
(

[x]m+m′
)
,
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we obtain in the case where k = Z〈p〉, R = Z〈p〉[X] and x = X the formula:

pab[x]m d
(

[x]m
′)

= pam′F a
(
d
(

[x]b
))

.

The ring W
(
Z〈p〉[X]

)
has no p-torsion, as Z〈p〉[X] itself has no p-torsion. So

we deduce from theorem 1.5 that WΩ•k[X]/k also has no p-torsion, which allows
us to conclude in this situation. For the general case, using the canonical
commutative diagram:

Z〈p〉[X] R

Z〈p〉 k,

where the upper arrow sends X to x, we conclude using the morphism of
W
(
Z〈p〉

)
-dgas WΩ•Z〈p〉[X]/Z〈p〉 → WΩ•R/k obtained by functoriality of WΩ••/•.

�

The next proposition gives a simple formula for products of values of h. The
goal of the subsequent lemmas will be to use it in order to get a formula for
products of elements of the form (7).

Proposition 2.2. — Let (a, I) , (b, J) ∈ P, such that a and b take values in
N. There exists m ∈ Z〈p〉, such that:

h(a, I)h(b, J) =
{
mh(a+ b, I ∪ J) if I ∩ J = ∅,
0 otherwise.

Proof. — First, we have by definition:

h(a, I)h(b, J)

=
∏

i∈Supp(a)rI
[Xi]ai

∏

i′∈I
g
(
a|{i′}

) ∏

j∈Supp(b)rJ
[Xj ]bj

∏

j′∈J
g
(
b|{j′}

)
.

Since WΩ•k[X]/k is alternating, this product is zero whenever I ∩ J 6= ∅.
Otherwise, we get:

h(a, I)h(b, J)

=
∏

i∈Supp(a+b)r(I∪J)

[Xi]ai+bi
∏

i′∈I
[Xi′ ]bi′ g

(
a|{i′}

) ∏

j′∈J
[Xj′ ]aj′ g

(
b|{j′}

)
.
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Moreover, for any i′ ∈ I we obtain:

[Xi′ ]bi′ g
(
a|{i′}

) (4)= [Xi′ ]

(
1−p

− vp

(
a|{i′}

))
ai′+bi′

d

(
[Xi]p

− vp

(
a|{i′}

)
ai′

)

2.1= p
− vp

(
a|{i′}

)
ai′

p− vp(ai′+bi′ )(ai′ + bi′)
g
(
(a+ b) |{i′}

)
.

Using the same argument, for any j′ ∈ J , one successfully gets:

[Xj′ ]aj′ g
(
b|{j′}

)
= p

− vp

(
b|{j′}

)
bj′

p− vp(aj′+bj′)(aj′ + bj′)
g
(
(a+ b) |{j′}

)
.

This concludes the proof, because:
∏

i∈Supp(a+b)r(I∪J)

[Xi]ai+bi
∏

i′∈I
g
(
(a+ b) |{i′}

) ∏

j′∈J
g
(
(a+ b) |{j′}

)

= h(a+ b, I ∪ J) . �

Lemma 2.3. — Let (a, I) ∈ P, such that a takes values in N. We have:

g(a) =
∑

j∈Supp(a)

pvp(aj)−vp(a)h(a, {j}) .

Proof. — Write S := Supp(a) for simplicity. We compute:

F vp(a)
(
d
([
Xp− vp(a)a

]))

(4)=
[
X(1−p− vp(a))a

]
d
([
Xp− vp(a)a

])

(6)=
[
X(1−p− vp(a))a

]∑

j∈S


 ∏

j′∈Sr{j}

[
Xj′

p− vp(a)aj′
]

 d
([
Xj

p− vp(a)aj

])

(4)=
∑

j∈S


 ∏

j′∈Sr{j}
[Xj′

aj′ ]


F vp(a)

(
d
([
Xj

p− vp(a)aj

]))

(1)
(3)=
∑

j∈S


 ∏

j′∈Sr{j}
[Xj′

aj′ ]


 pvp(aj)−vp(a)F vp(aj)

(
d
([
Xj

p− vp(aj)aj

]))

=
∑

j∈S
pvp(aj)−vp(a)h(a, {j}) .

This ends the proof because by definition g(a) = F vp(a)
(
d
([
Xp− vp(a)a

]))
.
�

tome 150 – 2022 – no 1



PSEUDOVALUATIONS ON THE DE RHAM–WITT COMPLEX 61

The next lemma will be used to write any value of the function h defined
above as a linear combination of elements of the form (7). The previous lemma
can be seen as a kind of reciprocal.

Lemma 2.4. — Let (a, I) ∈ P, such that a takes values in N. Denote by
P the set of partitions of Supp(a) of size #I. Then there exists a function
s : P → N ⊂W (k), such that:

h(a, I) =
∑

J∈P
e(s(J) , a, J) .

Proof. — Put m := #I. If m = 0, then obviously h(a, I) = e(1, a, I). Thus,
suppose that m 6= 0. Write {il}l∈J1,mK := I, with ij ≺ ij′ , for any pair j < j′ in
J1,mK, and for all j ∈ Supp(a) put vj := vp(aj) and bj = p−vjaj . By definition:

h(a, I) =
∏

i∈Supp(a)rI
[Xi]ai

∏

j∈I
F vj

(
d
(

[Xj ]bj

))
.

So we can write:

h(a, I) = h
(
a|Supp(a)rIm

, I r {im}
)
F vim

(
d
(

[Xim ]bim

)) ∏

i∈Imr{im}
[Xi]ai .

Moreover, we can compute:

F vim

(
d
(

[Xim ]bim

)) ∏

i∈Imr{im}
[Xi]ai

(1)= F vim


d
(

[Xim ]bim

) ∏

i∈Imr{im}
[Xi]p

−vim ai




(5)= F vim


d
(∏

i∈Im

[Xi]p
−vim ai

)
− [Xim ]bim d


 ∏

i∈Imr{im}
[Xi]p

−vim ai






(1)
(3)= g(a|Im)− F vim

(
[Xim ]bim

)
pvp(a|Imr{im})−vim g

(
a|Imr{im}

)

(1)= g(a|Im
)− pvp(a|Imr{im})−vim [Xim ]aim g

(
a|Imr{im}

)
.

So we get:
h(a, I) = h

(
a|Supp(a)rIm

, I r {im}
)
g(a|Im

)

− pvp(a|Imr{im})−vimh
(
a|{im}∪Supp(a)rIm

, I r {im}
)
g
(
a|Imr{im}

)
.

We can then deduce the lemma by induction on m = #I. Indeed, if we
suppose that h

(
a|Supp(a)rIm

, I r {im}
)
can be written as a linear combina-

tion of elements of the form e
(
1, a|Supp(a)rIm

, J ′
)
, where J ′ is a partition of
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Supp(a) r Im of size m− 1, then since

e
(
1, a|Supp(a)rIm

, J ′
)
g(a|Im

) = e(1, a, J ′ ∪ {im}) ,

the lemma is proven for the minuend of the above difference, and one can
conclude for the subtrahend by using the same reasoning. �

Lemma 2.5. — Let (a, I) , (b, J) ∈ P, such that a and b take values in N.
Let η, η′ ∈ W (k). Denoting by P the set of partitions of Supp(a+ b) of size
#I + #J , then there exists a function s : P → Z〈p〉 such that:

e(η, a, I) e(η′, b, J) =
∑

L∈P
e(s(L) ηη′, a+ b, L) .

Proof. — By definition we have e(η, a, I) = η
[
Xa|I0

]∏#I
i=1 g(a|Ii). There is

also a similar equation defining e(η′, b, J). Using lemma 2.3, for any i ∈
J1,#IK, we can write g(a|Ii) as a linear combination of elements of the form
h(a|Ii , {ji}) with ji ∈ Ii. Also, by definition,

[
Xa|I0

]
= h(a|I0 , ∅). Thus, we

can write e(η, a, I) as a linear combination of products of elements of the form
ηh(a|I0 , ∅)

∏#I
i=1 h(a|Ii

, {ji}), where all ji ∈ Ii, for any i ∈ J1,#IK. Again, we
can do the same with e(η′, b, J). We can conclude by using proposition 2.2 and
lemma 2.4. �

Lemma 2.6. — Let (a, I) , (b, J) ∈ P, such that u(a) > u(b) and I0 6= ∅.
Denote by P the set of partitions of size #I + #J of Supp(a+ b), and put:

v :=
{
u(b) if J0 6= ∅,
0 otherwise.

Then for any η, η′ ∈W (k), there exists a function s : P → Z〈p〉 with:

∀L ∈ P,
{
pv+u(a+b) | s(L) if L0 = ∅,
pv | s(L′) otherwise,

such that:

e(η, a, I) e(η′, b, J) =
∑

L∈P
e
(
s(L)V u(a)−u(a+b)

(
ηFu(a)−u(b)(η′)

)
, a+ b, L

)
.
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Proof. — Put Ĩ :=
⋃
i∈J1,#IK Ii. We can compute:

e(η, a, I) e(η′, b, J)
(2)= V u(a)

(
η
[
Xpu(a)(a|I0)

]
Fu(a)(e(1, a|Ĩ , I) e(η′, b, J))

)

1.3= V u(a)
(
η
[
Xpu(a)(a|I0)

]
e
(

1, pu(a)a|Ĩ , I
)
e
(
pvFu(a)−u(b)(η′) , pu(a)b, J

))

= V u(a)
(
e
(
η, pu(a)a, I

)
e
(
pvFu(a)−u(b)(η′) , pu(a)b, J

))
.

These computations have been done so that the basic Witt differentials
appearing in the last line are integral. In particular, we are now in position to
apply lemma 2.5. That is, there is a function s′ : P → Z〈p〉 such that:

e(η, a, I) e(η′, b, J) = V u(a)

(∑

L∈P
e
(
pvs′(L) ηFu(a)−u(b)(η′) , pu(a)(a+ b) , L

))
.

We can conclude by using proposition 1.4 and the fact that the Verschiebung
endomorphism is additive. �

In the last two statements of this section, we are interested in the case where
k has characteristic p. The results become clearer in this situation because we
have p = V (F (1)).

Lemma 2.7. — Suppose k has characteristic p. Let (a, I) , (b, J) ∈ P, such that
u(a) > u(b) and I0 6= ∅. Denote by P the set of partitions of size #I + #J of
Supp(a+ b), and put:

v :=
{
u(b) if J0 6= ∅,
0 otherwise.

Let α, β ∈ N. Then for any η ∈ V α(W (k)) and any η′ ∈ V β(W (k)), there
exists a function s : P →W (k) with:

∀L ∈ P,
{
s(L) ∈ V α+β+v+u(a)(W (k)) if L0 = ∅,
s(L) ∈ V α+β+v+u(a)−u(a+b)(W (k)) otherwise,

such that:

e(η, a, I) e(η′, b, J) =
∑

L∈P
e(s(L) , a+ b, L) .

Proof. — This is a special case of lemma 2.6 when k has characteristic p,
because in that case, we have px = F (V (x)) = V (F (x)) for any x ∈W (k), but
also ηη′ ∈ V α+β(W (k)) [1, proposition 5. p. IX.15]. �
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Proposition 2.8. — Suppose k has characteristic p. Let (a, I) , (b, J) ∈ P
with I0 6= ∅. Denote by P the set of partitions of size #I + #J of Supp(a+ b).
Let α, β ∈ N. Then, for any η ∈ V α(W (k)) and any η′ ∈ V β(W (k)), there
exists a function s : P →W (k) with:

∀L ∈ P,
{
s(L) ∈ V α+β+min{u(a),u(b)}(W (k)) if L0 = ∅,
s(L) ∈ V α+β+max{u(a),u(b)}−u(a+b)(W (k)) otherwise,

such that:
e(η, a, I) e(η′, b, J) =

∑

L∈P
e(s(L) , a+ b, L) .

Proof. — This statement is just a special case of lemma 2.7, except when
u(b) > u(a) and J0 = ∅. In that situation, if J ′ := J r {min(b)}, we deduce
from proposition 1.2 that:

e(η, a, I) e(η′, b, J)
= e(η, a, I) d(e(η′, b, J ′))

= (−1)#I (d(e(η, a, I) e(η′, b, J ′))− d(e(η, a, I)) e(η′, b, J ′)) .
This enables us to conclude using lemma 2.7 again. �

3. Pseudovaluations

We shall now consider the case where k is a commutative ring of character-
istic p. Let n ∈ N and let k[X] := k[X1, . . . , Xn]. Recall that theorem 1.5 says
that any x ∈WΩ•k[X]/k can be uniquely written as

∑
(a,I)∈P e(ηa,I , a, I), where

all ηa,I ∈ W (k). This allows us to define specific W (k)-submodules of the de
Rham–Witt complex.

Definition 3.1. — An element x =
∑

(a,I)∈P e(ηa,I , a, I) ∈ WΩ•k[X]/k is said
to be integral if ηa,I = 0, for all a with u(a) 6= 0. We denote by WΩint,•

k[X]/k the
subset of all integral elements of the de Rham–Witt complex.

The element x is said to be fractional if ηa,I = 0 for all a with u(a) = 0. We
denote by WΩfrac,•

k[X]/k the subset of all fractional elements of the de Rham–Witt
complex.

The element x is said to be pure fractional if ηa,I = 0 for all (a, I), such
that u(a) = 0 or I0 = ∅. We denote by WΩfrp,•

k[X]/k the subset of all pure
fractional elements of the de Rham–Witt complex.

Notice that we have the following decomposition as W (k)-modules:

WΩ•k[X]/k
∼= WΩint,•

k[X]/k ⊕WΩfrp,•
k[X]/k ⊕ d

(
WΩfrp,•

k[X]/k

)
.(8)
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This is a refinement of Langer and Zink’s decomposition into integral and
fractional parts [6, (3.9)]. Indeed, we have:

WΩfrac,•
k[X]/k

∼= WΩfrp,•
k[X]/k ⊕ d

(
WΩfrp,•

k[X]/k

)
.

In the whole chapter, for any x ∈ WΩ•k[X]/k, we will denote by x|int, x|frac,
x|frp and x|d(frp) the obvious projections for these decompositions.

We will also denote by vV the V -adic pseudovaluation on W (k). Davis,
Langer and Zink defined the following functions for any ε > 0 [2, (0.3)]:

γε :
WΩ•k[X]/k → R ∪ {+∞,−∞}∑

(a,I)∈P e(ηa,I , a, I) 7→ inf(a,I)∈P{vV (ηa,I) + u(a)− ε|a|} .
To see that this definition coincides with the one given by Davis, Langer and

Zink, it is necessary to see that in their definition of a basic Witt differential,
they ask that vV (ηa,I) > u(a), for all (a, I) ∈ P [6, p. 261]. The definition
given in this article has been modified, which is why we need to add u(a) in
the definition of γε.

The overconvergent de Rham–Witt complex of k[X] is the set of all x ∈
WΩ•k[X]/k, such that there exists ε > 0 with γε(x) 6= −∞.

One of the main obstacles to studying the overconvergence of recursive se-
quences containing products of de Rham–Witt differentials is that these func-
tions are not pseudovaluations. We will first study two counterexamples to
the product rule in the case where k[X] ∼= k[X,Y ] as k-algebras. That is,
we will find x, y ∈ WΩ•k[X]/k, such that for all ε > 0, we have γε(x) 6= −∞,
γε(y) 6= −∞ and γε(xy) < γε(x) + γε(y).

Example 3.2. — For any m ∈ N, notice that:

V m
([
Xpm−1

])
d(V m([X])) = pmd([X]) ,

γε

(
V m
([
Xpm−1

]))
= m− ε(pm − 1)

pm
,

γε(d(V m([X]))) = m− ε

pm
,

γε(pmd([X])) = m− ε < 2m− ε.
This first counterexample illustrates what happens when one takes the prod-

uct of two fractional elements. The phenomenon occurring here with x =
V m
([
Xpm−1]) and y = d(V m([X])) is that the power of the denominator of

the weight functions (which we denoted a 7→ u(a)) can get smaller when taking
products of differentials. Indeed, lemmas 2.6 and 2.7 and proposition 2.8 show
that multiplying basic elements translates as an addition for weight functions.
However, we notice in this example that the V -adic pseudovaluation we have to
calculate gets bigger; it is just not big enough, so it compensates the decrease
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of u. In this example, to get a function satisfying the product formula of pseu-
dovaluations, it seems to be enough to multiply the V -adic pseudovaluation by
2 in the definition of γε. It is still not sufficient in general, as can be seen in
the following counterexample.

Example 3.3. — Let m ∈ N. Then:

γε

(
V m
([
Xpm−1

]))
= m− ε(pm − 1)

pm
,

γε(d(V m([Y ]))) = m− ε

pm
,

γε

(
V m
([
Xpm−1

])
d(V m([Y ]))

)
= m− ε < 2m− ε.

Another type of counterexample thus appears taking x = V m
([
Xpm−1])

and y = d(V m([Y ])). In this situation, x, y and xy are basic Witt differentials,
and the image through u of their associated weight functions is always m.
This happens to be the main reason why the product formula fails with γε
in this context, as we need to add 2m when computing γε(x) + γε(x), but m
only appears once in the computation of γε(xy). So, in order for the product
formula to work in general, we need to multiply the value of u in the definition
of γε by the number of factors in the definition of (7). As this number is smaller
than n, as remarked after the first counterexample, we also have to multiply
the V -adic pseudovaluation by 2n.

This leads us to the definition below, which is a modification of Davis, Langer
and Zink’s definition. From now, n ∈ N is an arbitrary integer.

Definition 3.4. — For any ε > 0 put:

ζε :
WΩ•k[X]/k → R ∪ {+∞,−∞}

x 7→
{

inf(a,I)∈P{2n vV (ηa,I) + #Iu(a)− ε|a|} if I0 = ∅,
inf(a,I)∈P{2n vV (ηa,I) + (#I + 1)u(a)− ε|a|} if I0 6= ∅,

for x =
∑

(a,I)∈P e(ηa,I , a, I).

We will prove that these functions are pseudovaluations. Before we demon-
strate the product formula, we first give a few basic properties. It is, for
instance, immediate that:

∀x, y ∈WΩ•k[X]/k, ζε(x+ y) > min{ζε(x) , ζε(y)} .(9)

Also, a consequence of proposition 1.2 is that:
∀x ∈WΩ•k[X]/k, ζε(d(x)) > ζε(x) .(10)

The following proposition tells us that we recover the definition of the over-
convergent de Rham–Witt complex with these functions.
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Proposition 3.5. — Let x ∈WΩ•k[X]/k. There exists ε > 0, such that γε(x) 6=
−∞ if and only if ζε′(x) 6= −∞, for some ε′ > 0.

Proof. — Notice that whenever n 6= 0, we have:

∀x ∈WΩ•k[X]/k, 2nγ ε
2n

(x) > ζε(x) > γε(x) .

This ends the proof except when n = 0. However, when n = 0, then
WΩ•k[X]/k

∼= W (k) as W (k)-dgas, so there is nothing to do. �

We will now prove the product formula. We are doing this by exhaustion
using the decomposition (8). Even though most of the proofs below follow the
same, simple strategy, it is still interesting to carry them out in detail as one
gets stronger formulas in some cases.

Proposition 3.6. — For any ε > 0 and any x, y ∈WΩint,•
k[X]/k, we have:

(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε(xy) > ζε(x) + ζε(y) .

Proof. — By definition of WΩint,•
k[X]/k, we know that for all (a, I) , (b, J) ∈ P,

there exists ηa,I , η′b,J ∈W (k), such that:

x =
∑

(a,I)∈P
u(a)=0

e(ηa,I , a, I) ,

y =
∑

(b,J)∈P
u(b)=0

e
(
η′b,J , b, J

)
.

For any (a, I) , (b, J) ∈ P, such that u(a) = u(b) = 0, using lemma 2.5 we
get:

ζε
(
e(ηa,I , a, I) e

(
η′b,J , b, J

))
> 2n vV

(
ηa,Iη

′
b,J

)
+ (#I + #J)u(a+ b)− ε|a+ b|.

Since u(a+ b) = 0 and vV
(
ηa,Iη

′
b,J

)
> vV (ηa,I) + vV

(
η′b,J

)
because k has

characteristic p [1, proposition 5. p. IX.15], we can conclude. �

Proposition 3.7. — Let ε > 0. For any x ∈WΩint,•
k[X]/k and any y ∈WΩfrp,•

k[X]/k,
we have:

(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε
(
(xy) |d(frp)

)
> ζε(x) + ζε(y) + 1.
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Proof. — By definition of integral and pure fractional elements, we know that,
for all (a, I) , (b, J) ∈ P, there exists η′a,I , ηb,J ∈W (k) such that:

x =
∑

(b,J)∈P
u(b)=0

e(ηb,J , b, J) ,

y =
∑

(a,I)∈P
u(a)>0
I0 6=∅

e
(
η′a,I , a, I

)
.

Then, for any (a, I) , (b, J) ∈ P, such that u(a) > 0, I0 6= ∅ and u(b) = 0,
lemma 2.7 gives us:

ζε
((
e(ηb,J , b, J) e

(
η′a,I , a, I

))
|d(frp)

)

> 2n
(
vV (ηb,J) + vV

(
η′a,I

)
+ u(a)

)
+ (#I + #J)u(a+ b)− ε|a+ b|.

However, u(a+ b) = u(a), so
ζε
((
e(ηb,J , b, J) e

(
η′a,I , a, I

))
|d(frp)

)
> ζε(x) + ζε(y) + 1,

as needed. �

Proposition 3.8. — For any ε > 0, any j ∈ N, any x ∈ WΩint,j
k[X]/k and any

y ∈WΩfrp,•
k[X]/k, we get:

(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε((xy) |frp) > ζε(x) + ζε(y) + j.

Proof. — By definition of integral and pure fractional elements, we know that
for all (a, I) , (b, J) ∈ P, there exists η′a,I , ηb,J ∈W (k), such that:

x =
∑

(b,J)∈P
u(b)=0
#J=j

e(ηb,J , b, J) ,

y =
∑

(a,I)∈P
u(a)>0
I0 6=∅

e
(
η′a,I , a, I

)
.

Using lemma 2.7, we know that for any (a, I) , (b, J) ∈ P, such that u(a) > 0,
I0 6= ∅ and u(b) = 0, we have:

ζε
((
e(ηb,J , b, J) e

(
η′a,I , a, I

))
|frp
)

> 2n
(
vV (ηb,J) + vv

(
η′a,I

))
+ (#I + #J + 1)u(a+ b)− ε|a+ b|.

Furthermore, notice that u(a+ b) = u(a) > 0. Therefore, we obtain that
ζε
((
e(ηb,J , b, J) e

(
η′a,I , a, I

))
|frp
)
> ζε(x) + ζε(y) + #J , which ends this proof.

�
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Proposition 3.9. — Let ε > 0. For any x ∈WΩint,•
k[X]/k and any y ∈WΩ•k[X]/k,

we have:
(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε(xy) > ζε(x) + ζε(y) .

Proof. — Recall that y = y|int+y|frp+y|d(frp) and notice that ζε(y|int) > ζε(y),
ζε(y|frp) > ζε(y) and ζε

(
y|d(frp)

)
> ζε(y). Therefore, using proposition 3.7 we

get:
(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε

(
(x(y|frp)) |d(frp)

)
> ζε(x) + ζε(y) + 1.

Applying proposition 3.8 and (9) yields:
(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε((x(y|frp)) |frp) > ζε(x) + ζε(y) .

Using lemma 2.7, we obtain x(y|frp) ∈WΩfrac,•
k[X]/k. Thus, formula (9) implies

that:
(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε(x(y|frp)) > ζε(x) + ζε(y) .

Moreover, using proposition 3.6 we get:
(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε(x(y|int)) > ζε(x) + ζε(y) .

By applying (9) once more, we see that it only remains to show that:
(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε

(
x
(
y|d(frp)

))
> ζε(x) + ζε(y) .

Again by (9), it is sufficient to prove this in the case where x ∈ WΩik[X]/k,
for some i ∈ N, and y ∈ WΩjk[X]/k, for some j ∈ N. Let y′ ∈ WΩfrp,j−1

k[X]/k be
the element such that d(y′) = y|d(frp). Using proposition 1.2 we get ζε(y′) =
ζε
(
y|d(frp)

)
. However, by (5) we find:

x
(
y|d(frp)

)
= xd(y′) = (−1)i

(
d(xy′)− (−1)(i+1)(j−1)

y′d(x)
)
.

So one can conclude using (9), (10) as well as propositions 3.7 and 3.8. �

Proposition 3.10. — For any ε > 0 and any x, y ∈WΩfrp,•
k[X]/k, we get:

(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε((xy) |frp) > ζε(x) + ζε(y) + 1.

Proof. — Reasoning as in the proof of proposition 3.8, it is enough to prove
that for any (a, I) , (b, J) ∈ P with u(a) 6= 0, I0 6= ∅, u(b) 6= 0 and J0 6= ∅, and
any Witt vectors ηa,I , ηb,J ∈W (k), we have:

ζε((e(ηa,I , a, I) e(ηb,J , b, J)) |frp) > ζε(e(ηa,I , a, I)) + ζε(e(ηb,J , b, J)) + 1.
A consequence of lemma 2.7 is that:

ζε((e(ηa,I , a, I) e(ηb,J , b, J)) |frp)
> 2n(vV (ηa,I) + vV (ηb,J) + u(a) + u(b)− u(a+ b))

+ (#I + #J + 1)u(a+ b)− ε|a+ b|.
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Therefore, one can conclude if one has:

2n(u(a) + u(b)− u(a+ b)) + (#I + #J + 1)u(a+ b)
> (#I + 1)u(a) + (#J + 1)u(b) + 1.

Notice that #I + 1 6 n and #J + 1 6 n because we assumed that I0 6= ∅
and J0 6= ∅. Since u(a+ b) 6 max{u(a) , u(b)}, we get:

2n(u(a) + u(b)) + (#I + #J + 1− 2n)u(a+ b)
> 2nmin{u(a) , u(b)}+ (#I + #J + 1) max{u(a) , u(b)} .

This ends the proof whenever n 6= 0. If n = 0, there is nothing to show. �

Proposition 3.11. — Let ε > 0, x ∈ WΩfrp,•
k[X]/k and y ∈ d

(
WΩfrp,•

k[X]/k

)
. We

have:

(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε((xy) |frp) > ζε(x) + ζε(y) .

Proof. — We only have to demonstrate that for any (a, I) , (b, J) ∈ P with
u(a) 6= 0, I0 6= ∅, u(b) 6= 0 and J0 = ∅, and any Witt vectors ηa,I , ηb,J ∈W (k),
we have ζε((e(ηa,I , a, I) e(ηb,J , b, J)) |frp) > ζε(e(ηa,I , a, I)) + ζε(e(ηb,J , b, J)).
Using proposition 2.8, one obtains:

ζε((e(ηa,I , a, I) e(ηb,J , b, J)) |frp)
> 2n(vV (ηa,I) + vV (ηb,J) + max{u(a) , u(b)} − u(a+ b))

+ (#I + #J + 1)u(a+ b)− ε|a+ b|.
So we can conclude if we show:

2n(max{u(a) , u(b)} − u(a+ b)) + (#I + #J + 1)u(a+ b)
> (#I + 1)u(a) + #Ju(b) .

Notice that #I + 1 6 n because we assumed that I0 6= ∅ and #J 6 n. As
u(a+ b) 6 max{u(a) , u(b)}, we can see that:

2nmax{u(a) , u(b)}+ (#I + #J + 1− 2n)u(a+ b)
> (#I + #J + 1) max{u(a) , u(b)} . �

Proposition 3.12. — For any ε > 0 and any x, y ∈WΩfrp,•
k[X]/k, we have:

(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε
(
(xy) |d(frp)

)
> ζε(x) + ζε(y) + 3.

Proof. — We only have to verify that for any (a, I) , (b, J) ∈ P, such that
u(a) 6= 0, I0 6= ∅, u(b) 6= 0 and J0 6= ∅, and any ηa,I , ηb,J ∈ W (k), we have
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ζε
(
(e(ηa,I , a, I) e(ηb,J , b, J)) |d(frp)

)
> ζε(e(ηa,I , a, I))+ζε(e(ηb,J , b, J))+3. Due

to lemma 2.7 we can see that:
ζε
(
(e(ηa,I , a, I) e(ηb,J , b, J)) |d(frp)

)

> 2n(vV (ηa,I) + vV (ηb,J) + u(a) + u(b)) + (#I + #J)u(a+ b)− ε|a+ b|.
Therefore, the proof is complete if:

2n(u(a) + u(b)) + (#I + #J)u(a+ b) > (#I + 1)u(a) + (#J + 1)u(b) + 3.
In the fractional part that we are studying, we necessarily have u(a) > 0,

u(b) > 0 and u(a+ b) > 0. Moreover, #I + 1 6 n and #J + 1 6 n as we
assumed that I0 6= ∅ and J0 6= ∅. So we get:

2n(u(a) + u(b)) + (#I + #J)u(a+ b)
> (#I + 1)u(a) + (#J + 1)u(b) + 2 + #I + #J .

If #I + #J 6= 0, the proof is complete. Otherwise, it means that we are
multiplying two Witt vectors. In particular, the projection on d

(
WΩfrp,•

k[X]/k

)
is

0, but ζε(0) = +∞, so the proof becomes obvious. �

Proposition 3.13. — For any ε > 0 and any x, y ∈WΩfrp,•
k[X]/k, we have:

(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε((xy) |int) > ζε(x) + ζε(y) + 2.

Proof. — It is enough to prove that for any (a, I) , (b, J) ∈ P, such that
u(a) 6= 0, I0 6= ∅, u(b) 6= 0 and J0 6= ∅, and for any ηa,I , ηb,J ∈ W (k), we
have ζε((e(ηa,I , a, I) e(ηb,J , b, J)) |int) > ζε(e(ηa,I , a, I)) + ζε(e(ηb,J , b, J)) + 2.
However, using lemma 2.7 one gets:

ζε((e(ηa,I , a, I) e(ηb,J , b, J)) |int)
> 2n(vV (ηa,I) + vV (ηb,J) + u(a) + u(b))− ε|a+ b|

because in the integral part, we always have u(a+ b) = 0, which ends the proof
as n > #I + 1 and n > #J + 1 since we assumed that I0 6= ∅ and J0 6= ∅. �

Proposition 3.14. — For any ε > 0 and any x, y ∈WΩfrac,•
k[X]/k, we have:

(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε((xy) |int) > ζε(x) + ζε(y) .

Proof. — We will first show that for any (a, I) , (b, J) ∈ P, such that u(a) 6= 0,
I0 6= ∅ and u(b) 6= 0, and any ηa,I , ηb,J ∈W (k), we always have:

ζε((e(ηa,I , a, I) e(ηb,J , b, J)) |int) > ζε(e(ηa,I , a, I)) + ζε(e(ηb,J , b, J)) .
Due to proposition 2.8 we can see that:

ζε((e(ηa,I , a, I) e(ηb,J , b, J)) |int)
> 2n(vV (ηa,I) + vV (ηb,J) + min{u(a) , u(b)})− ε|a+ b|
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because in the integral part we have u(a+ b) = 0, which is only possible if
u(a) = u(b). This proves this specific case because 2n > (#I + 1 + #J) if
J0 = ∅, and 2n > (#I + 1 + #J + 1) otherwise.

For the general case, notice that if I0 = ∅, then proposition 1.2 gives us the
equality:

e(ηa,I , a, I) e(ηb,J , b, J) = d(e(ηa,I , a, I r {min(a)}) e(ηb,J , b, J))

− (−1)#I−1
e(ηa,I , a, I r {min(a)}) d(e(ηb,J , b, J)) .

Therefore, we can conclude using the first paragraph as well as (10). �

Proposition 3.15. — Let ε > 0, x ∈ WΩfrp,•
k[X]/k and y ∈ d

(
WΩfrp,•

k[X]/k

)
. We

have:

(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε
(
(xy) |d(frp)

)
> ζε(x) + ζε(y) + 1.

Proof. — We only have to show that for any (a, I) , (b, J) ∈ P, such that
u(a) 6= 0, I0 6= ∅, u(b) 6= 0 and J0 = ∅, and any ηa,I , ηb,J ∈ W (k), we
have ζε

(
(e(ηa,I , a, I) e(ηb,J , b, J)) |d(frp)

)
> ζε(e(ηa,I , a, I))+ζε(e(ηb,J , b, J))+1.

Using proposition 2.8 one finds that:

ζε
(
(e(ηa,I , a, I) e(ηb,J , b, J)) |d(frp)

)

> 2n(vV (ηa,I) + vV (ηb,J) + min{u(a) , u(b)})
+ (#I + #J)u(a+ b)− ε|a+ b|.

So the proof is over if:

2nmin{u(a) , u(b)}+ (#I + #J)u(a+ b) > (#I + 1)u(a) + #Ju(b) + 1.

Since #I + 1 6 n and 1 6 #J 6 n because we assumed that I0 6= ∅
and J0 = ∅, and since u(a+ b) 6= 0 because we study the fractional part,
this inequality becomes obvious whenever u(a) = u(b); if not, then u(a+ b) =
max{u(a) , u(b)}, and we are done. �

Proposition 3.16. — For any ε > 0 and any x, y ∈ d
(
WΩfrp,•

k[X]/k

)
, we get:

(ζε(x) 6= −∞∧ ζε(y) 6= −∞) =⇒ ζε
(
(xy) |d(frp)

)
> ζε(x) + ζε(y) .

Proof. — One can suppose without any loss of generality that x ∈ WΩik[X]/k,
for some i ∈ N. Put y′ ∈WΩfrp,•

k[X]/k, such that d(y′) = y. Using proposition 1.2
we get ζε(y′) = ζε(y). However, xy = (−1)i d(xy′), so we can conclude due to
(9), (10) as well as proposition 3.11. �
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We will now study the cases not treated in the previous statements of this
section. Notice that if one takes x, y ∈ WΩint,•

k[X]/k, then xy ∈ WΩint,•
k[X]/k. In

particular, (xy) |frp = (xy) |d(frp) = 0, which implies:

∀ε > 0, ζε((xy) |frp) = ζε
(
(xy) |d(frp)

)
= +∞.

In a similar fashion, if x ∈WΩint,•
k[X]/k and y ∈WΩfrac,•

k[X]/k, lemma 2.7 implies
that:

∀ε > 0, ζε((xy) |int) = +∞.

Also, if x, y ∈ d
(
WΩfrp,•

k[X]/k

)
, then as xy lies in the image of d, we get

(xy) |frp = 0, which in turn implies that:

∀ε > 0, ζε((xy) |frp) = +∞.

The following table compiles all of the propositions that we have shown
concerning the function ζε, for any ε > 0 (we will always suppose that ζε(x) 6=
−∞ and ζε(y) 6= −∞).

ζε((xy) |int) > ζε((xy) |frp) > ζε
(
(xy) |d(frp)

)
>

x ∈WΩint,•
k[X]/k

y ∈WΩint,•
k[X]/k

ζε(x) + ζε(y) +∞ +∞

x ∈WΩfrp,•
k[X]/k

y ∈WΩint,•
k[X]/k

+∞ ζε(x) + ζε(y) ζε(x) + ζε(y) + 1

x ∈ d
(
WΩfrp,•

k[X]/k

)

y ∈WΩint,•
k[X]/k

+∞ ζε(x) + ζε(y) ζε(x) + ζε(y)

x ∈WΩfrp,•
k[X]/k

y ∈WΩfrp,•
k[X]/k

ζε(x) + ζε(y) + 2 ζε(x) + ζε(y) + 1 ζε(x) + ζε(y) + 3

x ∈ d
(
WΩfrp,•

k[X]/k

)

y ∈WΩfrp,•
k[X]/k

ζε(x) + ζε(y) ζε(x) + ζε(y) ζε(x) + ζε(y) + 1

x ∈ d
(
WΩfrp,•

k[X]/k

)

y ∈ d
(
WΩfrp,•

k[X]/k

) ζε(x) + ζε(y) +∞ ζε(x) + ζε(y)
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In particular, this proves the main theorem of this paper:

Theorem 3.17. — For any ε > 0, the function ζε is a pseudovaluation.

Proof. — This is straightforward using (9) and the previous table. �

Corollary 3.18. — Let ε > 0. Let ϕ : k[X]→ R be a surjective morphism of
commutative k-algebras. Then:

ζε,ϕ : WΩ•R/k → R ∪ {+∞,−∞}
x 7→ sup

{
ζε(y) | y ∈ ϕ−1({x})

}

is a pseudovaluation.

Proof. — According to [3, p. 4], this map is a pseudovaluation if and only if
ζε,ϕ(1) 6= +∞. We will show that ζε,ϕ(1) 6 0. Let y ∈ WΩ•k[X]/k such that
ζε(y) > 0. Write y =

∑
(a,I)∈P e(ηa,I , a, I) with ηa,I ∈ W (k), for all (a, I) ∈ P

using theorem 1.5. Then, by definition of ζε, for all (a, I) ∈ P, such that
ηa,I 6= 0, we must have 2n vV (ηa,I) + u(a) > 0. If n = 0, this cannot happen,
otherwise then either vV (ηa,I) > 0 or u(a) > 0. In all cases, this implies that
e(ηa,I , a, I) is in the image of V . In turn, y is also in the image of V , and by
functoriality of WΩ••/k, so is ϕ(y). In particular, ϕ(y) 6= 1, so ζε,ϕ(1) 6 0, and
we are finished. �

In subsequent papers, we will use these results and this table in order to
study the local structure of the overconvergent de Rham–Witt complex, and
give an interpretation of F -isocrystals in this context.
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Abstract. — In this paper, we prove a periodicity theorem for certain continued
fractions with partial quotients in the ring of integers of a fixed quadratic field. This
theorem generalizes the classical theorem of Lagrange to a large set of continued frac-
tion expansions.

As an application we consider the β-continued fractions and show that for any
quadratic Perron number β, the β-continued fraction expansion of elements in Q(β) is
either finite or eventually periodic.

More generally, we examine the finiteness and periodicity of the β-continued frac-
tions for all quadratic integers β, thus studying problems raised by Rosen and Bernat.

Résumé (Finitude et périodicité des fractions continues sur des corps de nombres
quadratiques). — Dans cet article, nous prouvons un théorème de périodicité pour
certaines fractions continues avec les quotients incomplets dans l’anneau des entiers
d’un corps quadratique fixé, qui généralise le théorème classique de Lagrange.
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Comme application, nous considérons les β-fractions continues et montrons que
pour tout nombre de Perron quadratique β, le développement en β-fractions continues
des éléments dans Q(β) est soit fini, soit éventuellement périodique.

Plus généralement, nous examinons la finitude et la périodicité des β-fractions
continues pour tous les entiers quadratiques β, étudiant ainsi des problèmes soulevés
par Rosen et Bernat.

1. Introduction

1.1. A periodicity result for continued fractions with partial quotients in a real
quadratic field. — As is well known, a theorem due to Lagrange states that the
simple continued fraction expansion of quadratic irrationals is periodic. In this
paper, we present an extension of Lagrange’s theorem, which applies to many
different continued fraction expansions. Our main theorem is the following:

Theorem 1.1. — Let ξ ∈ R be a quadratic irrational number, let Q(ξ) =
Q(
√
D) (where D a positive squarefree integer) be the field generated by ξ over

Q and denote by O its ring of integers.
Let ξ = [a0, a1, . . . ] be any infinite continued fraction converging to ξ and

such that the following conditions are satisfied for every n ≥ 0:
an ∈ O, an ≥ 1, |a′n| ≤ an,

where a′n denotes the image of an under the nontrivial Galois automorphism of
the field Q(ξ).

Then the sequence (an)n∈N is eventually periodic, and either all partial quo-
tients in the period belong to Z, or they all belong to

√
DZ.

Moreover, there is an effective constant Cξ, which bounds from above the
lengths of the period and of the pre-period.

If every partial quotient ai belongs to Z, we recover the statement of the
classical theorem of Lagrange. Theorem 1.1, however, also applies to many
other representations of ξ as a continued fraction with partial quotients in a
quadratic field. We will present a class of such expansions and we will focus
in particular on the β-continued fractions; in this setting, we will apply our
theorem to study some open problems on the subject.

We remark that there are, indeed, nontrivial examples in which all partial
quotients belong to

√
DZ, as we will see in Section 6.2.

The proof of Theorem 1.1 is given in Section 3 and relies on diophantine
approximation and algebraic number theory. An explicit expression of the
bound Cξ is discussed in Remark 3.4. In the Appendix, we present a more
elementary argument, which is nevertheless capable of proving a weaker version
of the main theorem.
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1.2. A question of Rosen and β-continued fractions. — In 1977, Rosen [18]
stated the following research problem: “Is it possible to devise a continued
fraction that represents uniquely all real numbers, so that the finite continued
fractions represent the elements of an algebraic number field, and conversely,
every element of the number field is represented by a finite continued fraction”?
The classical regular continued fraction has this property with respect to the
field of rational numbers.

For λ = 2 cos πq with q ≥ 3 odd, Rosen gave a definition of λ-continued
fractions, whose partial quotients are integral multiples of λ. Rosen showed, as
a consequence of his own work [17], that if q = 5 (i.e. λ = ϕ = 1

2 (1 +
√

5) the
golden ratio), the λ-continued fraction satisfies his desired property.

A rather different construction was presented by Bernat [2]. He defined ϕ-
continued fractions whose partial quotients belong to the set of the so-called
ϕ-integers, i.e. numbers whose greedy expansion in base ϕ uses only non-
negative powers of the base. Bernat showed that his ϕ-continued fractions also
represent every element of Q(

√
5) finitely. His proof is established using a very

detailed and tedious analysis of the behaviour of ϕ-integers under arithmetic
operations. This approach crucially depends on the arithmetic properties of
ϕ-integers, descending from the fact that ϕ is a quadratic Pisot number.

It is natural to ask whether the analogously-defined continued fraction ex-
pansion based on the β-integers would provide finite representation of Q(β) for
any other choice of a quadratic Pisot number β. When trying to adapt Bernat’s
proof to other values of β, already in the case of the next smallest quadratic
Pisot number β = 1 +

√
2, the necessary analysis becomes even more technical,

preventing one from proving the finiteness of the expansions. Bernat remarked
that we do not even know whether for some other value of β other than ϕ,
this construction provides at least an eventually periodic representation of all
elements of Q(β).

In this paper, we have taken a different approach, considering more general
continued fractions whose partial quotients belong to some discrete subset M
of the ring of integers in a real quadratic field K. The β-continued fraction
of Bernat is a special case of such M -continued fractions when M is chosen
to be the set Zβ of β-integers (see Section 5). With the aim of answering
Bernat’s problem and classifying all quadratic numbers β according to the
qualitative behaviour of the β-continued fraction expansion of elements ofQ(β),
we introduce the following definitions.

Let β > 1 be a real algebraic integer.

(CFF) We say that β has the continued fraction finiteness property (CFF),
if every element of Q(β) has a finite β-continued fraction expansion.

(CFP) We say that β has the continued fraction periodicity property (CFP),
if every element of Q(β) has a finite or eventually periodic β-continued
fraction expansion.
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We show that all quadratic Perron numbers and the square roots of positive
integers satisfy (CFP) (Theorems 6.4 and 6.9). We prove (CFF) for four qua-
dratic Perron numbers, including the golden ratio ϕ (Theorem 6.5). Moreover,
assuming a conjecture stated by Mercat [14], we show that these four Perron
numbers are the only ones with (CFF).

We also consider the case of non-Perron quadratic β. In this case, if the
algebraic conjugate of β is positive, we are able to construct a class of elements
in Q(β) having aperiodic β-continued fraction expansion, thus showing that
neither (CFF) nor (CFP) hold (Theorem 6.10). To achieve a full characterisa-
tion of the numbers for which neither (CFF) nor (CFP) hold, it remains to give
a complete answer when β is a non-Perron number with a negative algebraic
conjugate. Computer experiments suggest that (CFF) is not satisfied by any
such β, with some of them having (CFP) and some not. In Theorem 6.14, we
are able to construct counterexamples to (CFF) for a large class of such β, but
even assuming Mercat’s conjecture the matter is not fully settled.

The full picture of what we are able to prove is summarized in Table 1.1,
where β > 1 is a quadratic integer, and β′ is its algebraic conjugate.

Table 1.1. Entries in black are unconditional, entries in blue
assume the validity of Mercat’s conjecture.

(CFP) (CFF)

β′ > β
NO

(Theorem 6.10)
NO

(Theorem 6.10)

|β′| < β
YES

(Theorem 6.4)
YES if β = 1+

√
5

2 , 1 +
√

2, 1+
√

13
2 , 1+

√
17

2
NO otherwise

(Theorem 6.5 and Corollary 6.7)

β′ = −β YES
(Theorem 6.9)

NO
(Theorem 6.9)

−β− 3≤β′<−β Open
Probably NO

but still open for 20 values of β
(Table 6.2)

β′ ≤ −β − 4 Open NO
(Theorem 6.14)

These theorems on β-continued fractions are obtained with a wide range
of different techniques, ranging from diophantine approximation to algebraic
number theory and dynamics.
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1.3. Further lines of inquiry. — One could also study the properties (CFF),
(CFP) for algebraic integers β of degree bigger than 2. The issue is consider-
ably more intricate, and already in the cubic Pisot case, we can find instances
of different β’s that seem to have (CFF), (CFP), and aperiodic β-continued
fraction expansions. A modification of some of our arguments may be possible
in the case of higher degree fields, but its application is likely to be non-trivial.

Another setting in which the same problem might be stated is that of func-
tion fields; a function field analogue of β-continued fractions was studied in [11].

We also mention, as a different path of inquiry that could lead to the study
ofM -continued fractions for other choices ofM , the recent work [4]. There, the
authors studied periodic continued fractions with fixed lengths of pre-period
and period and with partial quotients in the ring of S-integers of a number
field, describing such continued fractions as S-integral points on some suitable
affine varieties.

2. Preliminaries

We will denote by N the set of non-negative integers.

2.1. Continued fractions. — Let (ai)i∈N be a sequence of real numbers, such
that ai > 0 for i ≥ 1, and define two sequences (pn)n≥−2, (qn)n≥−2 by the
linear second-order recurrences

pn = anpn−1 + pn−2, p−1 = 1, p−2 = 0 ,
qn = anqn−1 + qn−2, q−1 = 0, q−2 = 1 .(1)

This recurrence can be written in matrix form as
(
pn+1 pn
qn+1 qn

)
=
(
pn pn−1
qn qn−1

)(
an+1 1

1 0

)
, n ≥ −1 .

Taking determinants, it can be easily shown that

pn−1qn − pnqn−1 = (−1)n, n ≥ −1 .(2)

By induction, one can also show that

[a0, a1, . . . , an] := a0 + 1

a1 +
1

. . . +
1

an−1 +
1
an

= pn
qn

.

Notice that the assumption of positivity of ai ensures that the expression on
the right-hand side is well defined for every n.
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2.1.1. Continuants. — The numerator and denominator pn, qn can be ex-
pressed in terms of the ai using the so-called continuants: multivariate poly-
nomials defined by the recurrence

K−1 = 0, K0 = 1,
Kn(t1, . . . , tn) = tnKn−1(t1, . . . , tn−1) +Kn−2(t1, . . . , tn−2) .

Then pn = Kn+1(a0, . . . , an) and qn = Kn(a1, . . . , an). It is clear from the
definition thatKn is a polynomial with positive integer coefficients in t1, . . . , tn,
and that each of the ti appears in at least one monomial with a non-zero
coefficient.

The continuants satisfy a number of useful properties. We will, in particular,
need that Kn(t1, . . . , tn) = Kn(tn, . . . , t1) and that, for all k, l ≥ 1, we have

Kk+l(t1, . . . , tk+l) = Kk(t1, . . . , tk)Kl(tk+1, . . . , tk+l)
+Kk−1(t1, . . . , tk−1)Kl−1(tk+2, . . . , tk+l) .

(3)

We refer the reader to [10, Chapter X] for the classical theory of continued
fractions and the proofs of the properties that we list in this section. Properties
of continuants are given in [8, Section 6.7].
2.1.2. Convergence. — For an infinite sequence of ai, i ≥ 1, the continued
fraction [a0, a1, a2, . . . ] is defined as the limit

[a0, a1, a2, . . . ] := lim
n→∞

pn
qn

,(4)

if the limit exists. The numbers ai are called partial quotients, and the fractions
pn
qn

the convergents of the continued fraction [a0, a1, a2, . . . ].
Under our assumptions (positivity of the ai), the limit (4) exists if and only

if limn→∞ qn = +∞; this is implied by the first equality in (7) below (see [10,
Sections 10.7 and 10.8]). A sufficient condition to guarantee the convergence
is that infi ai > 0; indeed, if c = infi ai, then qn �

(
1 + c

2
)n.

2.1.3. Approximation properties. — Suppose that the continued fraction con-
verges. For each i ≥ −1, we have that

ξ = a0 +
1

a1 +
1

. . . +
1

ai +
1
ξi+1

= ξi+1pi + pi−1
ξi+1qi + qi−1

,(5)

where the ξi = [ai, ai+1, . . . ] are the so-called complete quotients.
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From (5), we derive

ξ − pi
qi

= pi−1qi − qi−1pi
qi(ξi+1qi + qi−1) = (−1)i

qi(ξi+1qi + qi−1) ,(6)

which is different from zero; the last equality follows from (2).
As (qj)j≥1 tends to infinity, and the convergents pi/qi tend to ξ, equation (6)

allows us to quantify the rate of convergence with the following estimates:∣∣∣∣ξ −
pi
qi

∣∣∣∣ = 1
qi(ξi+1qi + qi−1) ≤

1
qi(ai+1qi + qi−1) = 1

qiqi+1
≤ 1
ai+1q2

i

.(7)

If infi ai ≥ 1, then ξi+1 ≤ ai+1 + 1, and we also have the lower estimate∣∣∣∣ξ −
pi
qi

∣∣∣∣ ≥
1

qiqi+2
.

2.1.4. Uniqueness of the expansion. — When the partial quotients of a contin-
ued fraction [a0, a1, . . . ] take values in the integers and ai ≥ 1 for i ≥ 1, then
the so-called regular continued fractions represent uniquely any real number
ξ = limn→∞

pn
qn
, except for the ambiguity [a0, . . . , an] = [a0, . . . , an − 1, 1] in

the finite continued fractions representing rational numbers.
Something similar can be shown in a slightly more general setup.

Lemma 2.1. — Let m > 0 and A ⊆ R, such that
• a ≥ m ∀a ∈ A;
• |a− b| ≥ 1/m ∀a, b ∈ A distinct.

Then every real number has at most one expression as an infinite continued
fraction with partial quotients in A.

Proof. — Let ξ = [a0, a1, a2, . . . ] be a convergent continued fraction with par-
tial quotients in A. We have that

a0 < ξ = a0 + 1
ξ1
< a0 + 1

a1
≤ a0 + 1

m
,

which implies

ξ − 1
m
< a0 < ξ .

Due to the hypothesis that no two elements of A are less than 1/m apart, this
identifies uniquely the value of a0 and thus also that of ξ1. The statement now
follows by induction. �
2.1.5. Finiteness and periodicity. — It is a well-known fact that finite regu-
lar continued fractions represent precisely the rational numbers. Lagrange’s
theorem states that irrational quadratic numbers have an eventually periodic
regular continued fraction expansion. Galois proved that a quadratic number
ξ has a purely periodic regular continued fraction, if and only if ξ > 1, and its
algebraic conjugate ξ′ belongs to the interval (−1, 0).
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2.2. The Weil height of algebraic numbers. — The Weil height is an important
tool that measures, broadly speaking, the arithmetic complexity of algebraic
numbers. It can be described in different ways, but the usual definition involves
an infinite product decomposition in local factors.

Let K be a number field and MK the set of representatives for the places
of K (i.e. equivalence classes of non-trivial absolute values over K), suitably
normalized in such a way that a product formula

∏
v∈MK

|x|v = 1 holds for all
x ∈ K∗. Then we can define the (multiplicative) Weil height of any x ∈ K as

H(x) =
∏

v∈MK

max{1, |x|v} ,

where it is easily seen that all but finitely many factors of the infinite product
are equal to 1. Due to the choice of the normalization, this definition extends to
a function H : Q→ [1,+∞), where Q denotes the algebraic closure of rational
numbers. The function H, so normalized, has the following properties:

Proposition 2.2. — For all x, y ∈ Q, we have
(i) H(x+ y) ≤ 2H(x)H(y);
(ii) H(xy) ≤ H(x)H(y);
(iii) H(xn) = H(x)|n| for all n ∈ Z;
(iv) H(σ(x)) = H(x) for all σ ∈ Gal(Q/Q);
(v) H(x) = 1 if and only if x is zero or root of unity (Kronecker’s theo-

rem);
(vi) for all B,D > 0, the set {ξ ∈ Q | H(ξ) ≤ B and [Q(ξ) : Q] ≤ D} is

finite (Northcott’s theorem).

We refer the reader to the first two chapters of [3] for a thorough introduction
to the theory of heights and the proof of the properties listed above.

Remark 2.3. — Let ξ ∈ Q, and let d be the (positive) leading coefficient of
the minimal polynomial of ξ over Z. Then

H(ξ)[Q(ξ):Q] = d
∏

σ:Q(ξ)→Q

max {1, |σ(ξ)|} ,

where σ in the product ranges over all field homomorphisms from Q(ξ) into Q.

We will only use heights of numbers in real quadratic fields, so we give
the exact normalization of the absolute values in this case. Let K be a real
quadratic number field and let p be a prime ideal of OK lying over a prime
number p. Then we normalize |·|p in such a way that |p|p = p−1, if the prime
p is inert or ramifies in OK , and |p|p = p−1/2, if the prime p splits. The two
non-Archimedean absolute values are normalized as follows: |x|+ = |x|1/2 and
|x|− = |x′|1/2, where by x′ we denote the algebraic conjugate of x in K.
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3. Continued Fractions over Quadratic Fields

In this section, we focus on continued fractions with positive partial quotients
in the ring of integers of a real quadratic field. Let K be a real quadratic field
and let OK be its ring of integers. For an element x ∈ K we denote by x′

its image under the unique non-trivial automorphism of K. We will prove the
main Theorem 1.1.

We start with a lemma controlling the growth of the complete quotients.

Lemma 3.1. — Let K be a real quadratic field. Let ξ = [a0, a1, . . . ] be an
infinite continued fraction with an ∈ OK , such that an > 0 for n ≥ 0. Assume
that ξ ∈ K. Then the height of the complete quotients ξn can be estimated as

H(ξn+1) ≤ H(ξ)
min{qn, qn+1}1/2 max

{
|ξ′q′n − p′n|, |ξ′q′n−1 − p′n−1|

}1/2
.

If furthermore an ≥ 1 and |a′n| ≤ an, for all n ≥ 0, then

H(ξn) ≤
√

3H(ξ),
H(an) ≤ an ≤ 3H(ξ)2 ,

and, therefore, only finitely many distinct complete quotients and partial quo-
tients may occur.

Proof. — Denote for simplicity An := ξqn − pn ∈ OK + ξOK . By (7) we have
|An| ≤ q−1

n+1. From the ultra-metric inequality and the integrality of pn, qn, it
follows that, for all non-Archimedean absolute values of K,

|An|v ≤ max {|ξqn|v , |pn|v} ≤ max {|ξ|v , 1} .(8)

Due to (5), the complete quotients ξn can be expressed as

ξn+1 = −An−1
An

for any n ≥ −1 .

Consider now, for all n ≥ 0, the following chain of inequalities

H(ξn+1) =
∏

v∈MK

max {|An−1/An|v , 1} =
∏

v∈MK

max {|An−1|v , |An|v}

= max {|An−1| , |An|}1/2 max
{∣∣A′n−1

∣∣ , |A′n|
}1/2 ∏

v finite
max {|An−1|v , |An|v}

≤ (min{qn, qn+1})−1/2 max
{
|A′n| ,

∣∣A′n−1
∣∣}1/2

H(ξ) ,

where the second equality follows from the product formula and the last in-
equality from (8). This proves the first part of the statement.

Under the condition that an ≥ 1 we know that the sequences of the pn and
qn are nondecreasing, and under the assumption that |a′n| ≤ an, we have that

BULLETIN DE LA SOCIÉTÉ MATHÉMATIQUE DE FRANCE



86 Z. MASÁKOVÁ, T. VÁVRA & F. VENEZIANO

|p′n| ≤ pn and |q′n| ≤ qn. Therefore,
max {|An−1| , |An|} ≤ max

{
q−1
n , q−1

n+1
}

= q−1
n ,

and

max
{∣∣A′n−1

∣∣ , |A′n|
}
≤ max {|ξ′| qn−1 + pn−1, |ξ′| qn + pn} = |ξ′| qn + pn .

Hence,

H(ξn+1)

= max {|An−1| , |An|}1/2 max
{∣∣A′n−1

∣∣ , |A′n|
}1/2 ∏

v finite
max {|An−1|v , |An|v}

≤
(
|ξ′|+ pn

qn

) 1
2 ∏

v finite
max {|ξ|v , 1} ≤ (|ξ′|+ |ξ|+ 1)1/2

∏

v finite
max {|ξ|v , 1}

≤
√

3 max {|ξ′| , 1}1/2 max {|ξ| , 1}1/2 ∏

v finite
max {|ξ|v , 1} =

√
3H(ξ) ,

where we used the elementary inequality 1 + a+ b ≤ 3 max{1, a}max{1, b}, for
all a, b ≥ 0.

Finally,

H(an) = max {1, |an|}1/2 max {1, |a′n|}
1/2 ≤ an < ξn ≤ H(ξn)2 .

Since the heights of the partial and complete quotients are bounded, North-
cott’s theorem (item (vi) of Proposition 2.2) implies that they can take only
finitely many values. �

The following proposition concerns the elements of the field K that can be
expressed as a purely periodic continued fraction. By an algebraic argument
we show that, in order for the value of the continued fraction to lie in K, the
numbers pn, qn need to satisfy a certain arithmetic condition.

Proposition 3.2. — Let K = Q(
√
D) be a real quadratic field (with D a pos-

itive squarefree integer). Let ξ = [a0, a1, . . . , an] be a purely periodic continued
fraction with ai ∈ OK . Assume that ξ ∈ K. Then pn + qn−1 ∈ Z ∪

√
DZ.

Proof. — Assume that ξ = [a0, . . . , an] is a purely periodic continued fraction
with partial quotients in OK representing an element in K. Then by (5), ξ
satisfies a quadratic equation over K, namely,

qnξ
2 + (qn−1 − pn)ξ − pn−1 = 0 .

The discriminant of this equation,

∆ = (qn−1 − pn)2 + 4qnpn−1 = (qn−1 + pn)2 + 4(−1)n = y2 ,

must be a square of an element y of K, because ξ ∈ K.
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Let us write x = pn + qn−1, so we have

4(−1)n = (y + x)(y − x) ,(9)

where x, y ∈ OK .
Let us show that this implies that x′ = ±x.
If the prime 2 remains inert in K, then 2 must divide y + x or y − x by

definition of a prime ideal. Then it must divide the other, because it divides
their sum. So we have

(−1)n = y + x

2
y − x

2 ,

and both y+x
2 , y−x2 are units in OK . Let us write u = y+x

2 . Then y−x
2 =

(−1)nu−1 = (−1)nεu′, where ε = NK/Q(u) = ±1. So x = u− (−1)nεu′, which
means that x′ = ±x.

If, instead, the prime 2 ramifies as 2OK = p2, then as ideals p4 = (y+x)(y−
x), so at least one of y + x or y − x must be divisible by p2 = (2), and the
argument proceeds as in the previous case.

If the prime 2 splits as 2OK = pp′, then as ideals p2p′2 = (y + x)(y − x), so
either one of y + x or y − x is divisible by (2), and we argue again as above,
or (without loss of generality) p2 = (y + x) and p′2 = (y − x) as ideals. This
means that there is a unit u such that y− x = u(y′+ x′). Substituting back in
(9) we obtain ±4 = uNK/Q(x + y), which implies that u ∈ Q, and so u = ±1.
Now y − uy′ = x + ux′ with u = ±1 implies that x′ = ±x. However, clearly,
the elements of Z ∪

√
DZ are the only numbers in OK satisfying x′ = ±x. �

Proposition 3.3. — Let K = Q(
√
D) be a real quadratic field. Let ξ =

[a0, . . . , an] be a purely periodic continued fraction with ak ∈ OK and ak ≥ 1,
for all k ≥ 0. Assume that ξ ∈ K and that |a′k| ≤ ak, for k = 0, . . . , n.

Then either ak ∈ Z, for all k = 0, . . . , n, or ak ∈
√
DZ for all k = 0, . . . , n.

Proof. — By Proposition 3.2 we have that pn + qn−1 ∈ Z ∪
√
DZ, which im-

plies that pn + qn−1 =
∣∣p′n + q′n−1

∣∣. As explained in Section 2.1, pn + qn−1 =
Kn+1(a0, . . . , an) + Kn−1(a1, . . . , an−1) is a polynomial with positive integer
coefficients in the variables a0, . . . , an; therefore

pn + qn−1 =
∣∣p′n + q′n−1

∣∣ ≤ Kn+1(|a′0| , . . . , |a′n|) +Kn−1(|a′1| , . . . ,
∣∣a′n−1

∣∣)
≤ Kn+1(a0, . . . , an) +Kn−1(a1, . . . , an−1) = pn + qn−1 .

This implies that equality must hold at every point, so, in particular, |a′k| = ak,
for all k, which shows that each ak is in Z ∪

√
DZ.

Assume now that the period a0, . . . , an contains both an ai ∈ Z and an
aj ∈

√
DZ. Take the minimal k ∈ {0, . . . , n}, such that akak+1 ∈

√
DZ. Then
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by (3)

pn = K(a0, . . . , ak)K(ak+1, . . . , an) +K(a0, . . . , ak−1)K(ak+2, . . . , an)
=
(
akK(a0, . . . , ak−1) +K(a0, . . . , ak−2)

)(
ak+1K(ak+2, . . . , an)

+K(ak+3, . . . , an)
)

+K(a0, . . . , ak−1)K(ak+2, . . . , an)
= (akak+1 + 1)K(a0, . . . , ak−1)K(ak+2, . . . , an)

+K(a0, . . . , ak−2)K(ak+3, . . . , an) + akK(a0, . . . , ak−1)K(ak+3, . . . , an)
+ ak+1K(a0, . . . , ak−2)K(ak+2, . . . , an) .

Note that we have omitted the indices of the continuants since they are clear
from the context. By assumption, we have akak+1 + 1 ∈ Z+ +

√
DZ+. Since

all the partial quotients are positive, we see that x = pn+ qn−1 ∈ Z+ +
√
DZ+.

Then obviously, |x′| < x, which is a contradiction. �

Proof of Theorem 1.1. — We are in the hypotheses of the second part of Lem-
ma 3.1, so only finitely many distinct complete quotients occur in the continued
fraction [a0, a1, a2, . . . ]. Note that their number can be effectively bounded in a
way that depends only on the height of ξ and not on the number fieldK, because
the degree of K over Q is fixed, see item (vi) of Proposition 2.2. Necessarily
at least one complete quotient occurs infinitely many times. Consider any two
occurrences of the same complete quotient, say ξr = ξr+s. Then we have

ξr = [ar, ar+1, . . . ] = [ar, ar+1, . . . , ar+s−1, ξr+s] = [ar, ar+1, . . . , ar+s−1] .

By Proposition 3.3, we have ar+i ∈ Z for all i = 0, . . . , s − 1, or ar+i ∈
√
DZ,

for all i = 0, . . . , s− 1.
Since the same consideration can be done for any two occurrences of the

complete quotient ξr, we derive that there exist k0 such that ak ∈ Z, for
all k ≥ k0, or ak ∈

√
DZ, for all k ≥ k0. In both cases, we have ξr =

[ak0 , ak0+1, . . . ], with partial quotients in a discrete set with distances between
consecutive elements ≥ 1. Such a sequence represents the number ξ uniquely,
see Lemma 2.1. Therefore the continued fraction of ξr is purely periodic, and
the continued fraction of ξ is eventually periodic. �

Remark 3.4. — A possible value for the constant Cξ of Theorem 1.1 is given
by #{x ∈ K | H(x) ≤

√
3H(ξ)}. We remark that for a real quadratic field K,

the cardinality of the finite set {x ∈ K | H(x) ≤ B} is asymptotic (for large
B) to cKB4, where cK has an explicit expression in terms of the discriminant,
regulator, number of ideal classes, number of roots of unity and the Dedekind
zeta function of the field K (see [19, Corollary]).
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A bound that does not depend on the field K is given by

#{x ∈ Q | H(x) ≤ B and [Q(x) : Q] = 2} ≤ 8
ζ(3)B

6 + 16690B4 logB ,

for B ≥
√

2 (see [9, Theorem 11.1]).
In the Appendix, we present a different proof of Theorem 1.1 in the case that

|a′n| < an, which gives a better estimate for the number of irrational partial
quotients.

4. M -Continued Fractions

In the classical theory of continued fractions, the partial quotients are taken
to be positive integers (except possibly the first one), and there is a canonical
algorithm defined through the Gauss map that attaches to every ξ ∈ R a con-
tinued fraction converging to ξ. We now define a different expansion, using,
instead of the classical integral part, the M -integral part for certain subsets M
of the real line.

LetM = (mn)n∈Z be an infinite subset of the reals without any accumulation
points, enumerated in increasing order. Assume that m0 = 0, m1 ≤ 1 and
mn+1 −mn ≤ 1/m1, for all n ∈ Z.

For ξ ∈ R, we define its M -integral part and its M -fractional part as

bξcM := max{y ∈M : y ≤ ξ}, {ξ}M := ξ − bξcM ,

respectively.
The M -continued fraction expansion of a number ξ ∈ R is now defined as

a direct generalization of the regular continued fraction expansion obtained if
M = Z, as explained below.

Let ξ ∈ R. Set ξ0 := ξ. For n ≥ 0 define inductively:
an = bξncM ,

ξn+1 = 1
ξn − an

if ξn /∈M ,

pn = anpn−1 + pn−2, p−1 = 1, p−2 = 0 ,
qn = anqn−1 + qn−2, q−1 = 0, q−2 = 1 .

(10)

If some ξn ∈M , then the algorithm stops, and we say that theM -continued
fraction [a0, . . . , an] is finite. Note that conditions on the set M ensure that
an > 0 for n ≥ 1.

Remark 4.1. — In the classical case (M = Z), it is possible to prove that
any infinite sequence of positive integers is the continued fraction expansion of
some real number. For a general setM , it might happen that certain sequences
of positive partial quotients in M are not allowed, i.e. they never occur in the
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output of the iteration (10), for any ξ ∈ R. We will see an example of this later
in Lemma 5.6.

Remark 4.2. — It is clear that if the M -continued fraction expansion of ξ is
finite, then ξ ∈ Q(M). If the continued fraction expansion of ξ is eventually
periodic, then ξ is quadratic over Q(M).

5. β-Integers and β-Continued Fractions

5.1. β-integers. — In view of generalizing the result of [2], one of the inter-
ests of the present paper is to describe properties of M -continued fraction
expansions for a special class of sets M , the so-called β-integers, as defined
in [5]. Consider a real base β > 1. Any real x can be expanded in the form
x = ±∑k

i=−∞ xiβ
i, where the digits xi ∈ Z satisfy 0 ≤ xi < β. Under the

condition that the inequality
j∑

i=−∞
xiβ

i < βj+1(11)

holds for each j ≤ i, we have that such a representation is unique up to the
leading zeroes; this is called the greedy β-expansion of x, see Rényi [16]. For
the greedy expansion of x, we write

(x)β = xkxk−1 · · ·x0 • x−1x−2 · · ·
If β /∈ N, then not every sequence of digits in {k ∈ N : 0 ≤ x < β} corresponds
to the greedy β-expansion of a real number. Admissibility of digit sequences
as β-expansions is described by the so-called Parry condition [15].

The β-expansions respect the natural order of real numbers in the radix
ordering. In particular, if x =

∑k
i=−∞ xiβ

i and y =
∑l
i=−∞ yiβ

i with xk, yl 6=
0 are the β-expansions of x, y, respectively, then x < y if and only if k < l, or
k = l and xkxk−1 · · · is lexicographically smaller than ykyk−1 · · · .

A real number x is called a β-integer if the greedy β-expansion of its absolute
value |x| uses only non-negative powers of the base β; we denote by Zβ the set
of β-integers and by Z+

β the set of non-negative β-integers, i.e.
Zβ = {x ∈ R : (|x|)β = xkxk−1 · · ·x0 • 00 · · · } ,
Z+
β = {x ∈ R : (x)β = xkxk−1 · · ·x0 • 000 · · · } .

If the base β is in Z, the β-integers are rational integers, i.e. Zβ = Z.
Otherwise, it is an aperiodic set of points that can be ordered into a sequence
(tj)∞j=−∞, such that ti < ti+1 for i ∈ Z and t0 = 0. The smallest positive
β-integers are

1, 2, . . . , bβc, β, . . .
We can derive the following property of β-integers.
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Lemma 5.1. — Let β > 1 be an algebraic number and let σ be a Galois em-
bedding of Q(β) in C.

(i) Assume that |σ(β)| < β. Then for any x ∈ Z+
β \ {0, 1, . . . , bβc}, we

have
|σ(x)|
x
≤ bβc+ |σ(β)|

bβc+ β
< 1 .

(ii) Assume that σ(β) ∈ R and σ(β) > β. Then for any x ∈ Z+
β \

{0, 1, . . . , bβc}, we have
σ(x)
x
≥ bβc+ σ(β)
bβc+ β

> 1 .

Moreover, if bσ(β)c > bβc, then for any pair x, y ∈ Zβ, x 6= y, we
have |σ(x)− σ(y)| ≥ 1.

(iii) Assume that c= |σ(β)|
β > 1+2 bβcβ−1 . Then for any x∈Z+

β \{0, 1, . . . , bβc},
we have

|σ(x)|
x

>
c(β − 1)− bβc
β − 1 + bβc > 1 .

(iv) Assume that |σ(β)| = β. Then for any x ∈ Z+
β , we have |σ(x)| ≤ x.

In cases (i),(ii) and (iii), we have that Z+
β ∩Q = {0, 1, . . . , bβc}.

Proof. — Let x =
∑k
i=0 xiβ

i ∈ Z+
β \ {0, 1, . . . , bβc}, so that x0 ≤ bβc, and∑k

i=1 xiβ
i ≥ β. Let us prove the first item (i). Denote c := |σ(β)| /β < 1.

Then for the algebraic conjugate σ(x) of x, we have

|σ(x)|
x

=

∣∣∣x0 +
∑k
i=1 xiσ(β)i

∣∣∣
x0 +

∑k
i=1 xiβ

i
≤ x0 +

∑k
i=1 xic

iβi

x0 +
∑k
i=1 xiβ

i

≤ x0 + c
∑k
i=1 xiβ

i

x0 +
∑k
i=1 xiβ

i
≤ bβc+ cβ

bβc+ β
= bβc+ |σ(β)|

bβc+ β
< 1 .

Very similarly, to prove part (ii) denote c := σ(β)/β > 1. Then for the
algebraic conjugate σ(x) of x, we have

σ(x)
x

= x0 +
∑k
i=1 xiσ(β)i

x0 +
∑k
i=1 xiβ

i
= x0 +

∑k
i=1 xic

iβi

x0 +
∑k
i=1 xiβ

i

≥ x0 + c
∑k
i=1 xiβ

i

x0 +
∑k
i=1 xiβ

i
≥ bβc+ cβ

bβc+ β
= bβc+ σ(β)
bβc+ β

> 1 .

Suppose now that bσ(β)c = M > m = bβc. We shall estimate the distance
|σ(x) − σ(y)| of two distinct β-integers x =

∑k
i=0 xiβ

i, y =
∑l
i=0 yiβ

i. If
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k = l = 0, obviously |σ(x) − σ(y)| ≥ 1. Otherwise, we can without loss of
generality assume that k > l, xk > 0. We have

|σ(x)− σ(y)| =
∣∣∣
k∑

i=0
xiσ(β)i −

l∑

i=0
yiσ(β)i

∣∣∣ ≥ σ(β)k −
k−1∑

i=0
mσ(β)i .(12)

Here, we have used that m = bβc is the maximal digit allowed in the β-
expansion. Now consider the expansion in base σ(β). The maximal allowed
digit is M = bσ(β)c > m. It can be easily derived from the Parry condi-
tion [15] that

∑k−1
i=1 mσ(β)i + (m+ 1) is an admissible greedy σ(β)-expansion.

By definition (11), we have
k−1∑

i=1
mσ(β)i + (m+ 1) < σ(β)k ,

which is equivalent to

σ(β)k −
k−1∑

i=0
mσ(β)i > 1 .

Comparing with (12) we have the statement of item (ii).
In the same way as the proof of part (i), we can show part (iii) as follows:

|σ(x)|
x
≥
xk(cβ)k −

∣∣∣
∑k−1
i=0 xiσ(β)i

∣∣∣
xkβk +

∑k−1
i=0 xiβ

i
≥

(cβ)k −
∣∣∣
∑k−1
i=0 xiσ(β)i

∣∣∣
βk +

∑k−1
i=0 xiβ

i

≥ (cβ)k −∑k−1
i=0 xic

iβi

βk +
∑k−1
i=0 xiβ

i
≥ ck−1 cβ

k −∑k−1
i=0 xiβ

i

βk +
∑k−1
i=0 xiβ

i

≥
cβk − bβc βk−1

β−1

βk + bβc βk−1
β−1

>
c− bβc

β−1

1 + bβc
β−1

= c(β − 1)− bβc
β − 1 + bβc > 1 .

The part (iv) is easily proved, by checking that

|σ(x)| =
∣∣∣
k∑

i=0
xiσ(β)i

∣∣∣ ≤
k∑

i=0
xi |σ(β)|i = x .

In order to show that in cases (i) and (ii), it holds thatZ+
β ∩Q = {0, 1, . . . , bβc},

we realize that in these cases, any x ∈ Z+
β \ {0, 1, . . . , bβc} is not fixed by the

Galois isomorphism, and therefore it cannot be rational. �

Remark 5.2. — Notice that the final assertion of the lemma, namely that
Z+
β ∩ Q = {0, 1, . . . , bβc}, does not hold in general. Obvious counterexamples

are given by β’s, which are square roots of rational integers, in which case all
even powers of β are in Z+

β ∩ Q. Less trivial counterexamples can occur for
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some quadratic β’s with β′ < −β. For instance, if β is the positive root of
X2 + 2X − 9 = 0, then β2 + 2β = 9 ∈ Z+

β ∩Q.
More generally, if β is the positive root of X2 +mX − (2m2 + 1), for m ≥ 2,

then it can be shown that bβc = m and that β2 +mβ = 2m2 + 1 ∈ Z+
β ∩Q.

A class of algebraic numbers satisfying the assumptions of Lemma 5.1 (i),
is formed by Perron numbers, i.e. algebraic integers β > 1, such that every
conjugate σ(β) of β satisfies |σ(β)| < β. Perron numbers appear as dominant
eigenvalues of primitive integer matrices. A special subclass of Perron numbers
are Pisot numbers, i.e. algebraic integers β > 1 whose conjugates lie in the
interior of the unit disc. Note that when β is chosen to be a Pisot number, the
Galois conjugates of the β-integers are uniformly bounded, and, consequently,
the β-integers enjoy many interesting properties, especially from the arithmeti-
cal point of view; see, e.g., [7] or [1]. We also mention that Perron numbers in
any given number field form a discrete subset.

5.2. β-continued fractions. — When setting M to be the set Zβ of β-integers,
it is clear that any finite β-continued fraction belongs to the field Q(β). The
opposite, however, is not obvious, as we will see in the sequel. For that, we
define properties (CFF) and (CFP).

Definition 5.3. — For a real number β > 1 set M = Zβ . The M -continued
fraction in this case is said to be the β-continued fraction. We say that a real
number β > 1 has the continued fraction finiteness property (CFF), if every
element of Q(β) has a finite β-continued fraction expansion. We say that β > 1
has the continued fraction periodicity property (CFP), if every element of Q(β)
has either finite or eventually periodic β-continued fraction expansion.

Note that properties (CFF) and (CFP) could also be studied for other
sets M .

Remark 5.4. — If β ∈ N, then Zβ = Z, and the β-continued fraction ex-
pansion is the classical regular continued fraction expansion; this implies that
integer β’s satisfy (CFF).

Remark 5.5. — Let β > 1 and ξ > 0. If the regular continued fraction
expansion of ξ only involves partial quotients strictly smaller than bβc, then it
coincides with the β-continued fraction expansion of ξ.

Based on the above remark, any sequence of integers in {1, 2, . . . , bβc−1} is
a β-continued fraction expansion of a real number x. In general, however, not
any sequence of β-integers will occur as some β-continued fraction expansion.
The following statement describes a sequence of partial quotients in Zβ that is
not admissible in a β-continued fraction expansion.
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Lemma 5.6. — Let β > 1 satisfy β−bβc ≤ β−1. Let ai, ai+1 be two consecutive
partial quotients in the β-continued fraction expansion of a real number ξ. If
ai = bβc, then ai+1 ≥ β.
Proof. — If ai = bξicZβ = bβc, then bβc < ξi < β. Thus ξi+1 = (ξi−bβc)−1 >

(β − bβc)−1 ≥ β. �

In what follows, we will study property (CFF) in quadratic fields. For qua-
dratic Pisot units β, the set of all rules for admissibility of strings of partial
quotients is given in [6]. Let us mention that a similar study can already be
found in [12]. In Lemma 5.6, we have cited only the rule that will be needed
later.

6. Properties of β-Continued Fractions for Quadratic Numbers

We aim to characterize which quadratic integers have properties (CFF) and
(CFP). We will apply the general results of Section 3 to the set M = Zβ
defined above. In view of Remark 5.5, it is clear that results on the classical
regular continued fractions can have implications on β-continued fractions for
β big enough. In this spirit, the following proposition shows that the (CFF)
property among quadratic numbers is rather rare.

Proposition 6.1. — For every real quadratic field K, there is a positive bound
mK > 1, such that no irrational number β > mK in K has property (CFF). In
particular, in a given real quadratic field K, only finitely many Perron numbers
can have property (CFF).

Proof. — Let ξ ∈ K \Q. The regular continued fraction expansion of ξ is even-
tually periodic. Denote by c the maximum of the partial quotients appearing
in the periodic part. Let β > c+ 1 be an element of OK \ Z. Then β does not
have (CFF), because by Remark 5.5 the complete quotient of ξ defined by the
purely periodic tail does not have a finite β-continued fraction expansion. We
can thus take mK = c+ 1. �

The matter of studying continued fractions with small partial quotients is
already very complicated for the classical regular continued fractions. In [13],
where the issue under the point of view of dynamics and geodesics on arithmetic
manifolds is studied, McMullen poses the following problem:

Problem ([13, p.22]). — Does every real quadratic field contain infinitely
many periodic continued fractions with partial quotients equal to 1 or 2?

Mercat conjectures an affirmative answer to a weaker version of this problem:

Conjecture 6.2 ([14, Conjecture 1.6]). — Every real quadratic field contains
a periodic continued fraction with partial quotients equal to 1 or 2.
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Remark 6.3. — If K = Q(
√
d), then standard estimates on the continued

fraction expansion of
⌊√

d
⌋

+
√
d imply that for the constant mK of Proposi-

tion 6.1, we can take mK = 2
⌊√

d
⌋

+ 1; see [14, Proposition 7.11].
If Mercat’s conjecture is true, we can takemK = 3, for all quadratic fieldsK.

6.1. Pisot numbers and Perron numbers. — Bernat [2] showed that the golden
ratio ϕ = 1

2 (1+
√

5) has property (CFF); we will now study whether other qua-
dratic Pisot numbers with (CFF) can be found. The quadratic Pisot numbers
can be characterized as the larger roots of one of the polynomials with integer
coefficients

X2 − aX − b, a ≥ b ≥ 1, X2 − aX + b, a ≥ b+ 2 ≥ 3 .

The golden ratio ϕ with minimal polynomial x2 − x− 1 is the smallest among
quadratic Pisot numbers.

We consider the more general quadratic Perron numbers. It is not difficult
to see that these are the larger roots of the polynomials

X2 − aX − b, a ≥ 1, such that a2 + 4b > 0,
√
a2 + 4b /∈ Q .

In view of Remark 6.3, we will focus on quadratic Perron numbers smaller
than 3.

An intermediate step towards establishing property (CFF) is formulated in
the following statement, which is a special case of Theorem 1.1.

Theorem 6.4. — Let β be a quadratic Perron number. Then the β-continued
fraction of any ξ ∈ Q(β) contains at most finitely many partial quotients in
Zβ\Z and, thus, it is either finite or eventually periodic with all partial quotients
in the period being rational integers.

In particular, any quadratic Perron number satisfy (CFP).

Proof. — It suffices to check that the assumptions of Theorem 1.1 are satisfied,
if the β-continued fraction expansion of ξ is not finite. Possibly after replacing
ξ by the first complete quotient ξ1, this is shown by item (i) of Lemma 5.1.
By Theorem 1.1, the partial quotients in the period belong to Z or

√
DZ. The

second possibility is, however, not possible, again by item (i) of Lemma 5.1. �

We apply Theorem 6.4 to establish (CFF) for the four smallest quadratic
Perron numbers. Note that Bernat [2] showed the statement for ϕ by com-
pletely different methods.

Theorem 6.5. — The four Perron numbers

ϕ = 1 +
√

5
2 , 1 +

√
2, 1 +

√
13

2 ,
1 +
√

17
2

have property (CFF).
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Proof. — Let β be one of the four Perron numbers above. From Theorem 6.4,
we derive that the β-continued fraction expansion of any ξ ∈ Q(β) is either
finite, or eventually periodic, with the partial quotients appearing in the period
being integers smaller than β.

If β = ϕ, then the only possible periodic tail is [1], but by Lemma 5.6 it is
not an admissible ϕ-continued fraction expansion.

If β is one of the other three values appearing in the statement, then 2 <
β < 18

7 , and the partial quotients in a periodic tail necessarily belong to {1, 2}.
Assume that the period contains at least one partial quotient equal to 1 and

one equal to 2. Up to replacing ξ by one of its complete quotients, we can
assume that the β-continued fraction expansion of ξ begins with [2, 1, a2, . . . ],
so that writing ξ3 for the third complete quotient we have

ξ = [2, 1, a2, ξ3] = 2 +
1

1 +
1

a2 +
1
ξ3

= 3a2ξ3 + 2ξ3 + 3
a2ξ3 + ξ3 + 1 ,

where a2 ∈ {1, 2}, and 1 < ξ3 < 3. This rational expression is easily seen to
be strictly increasing with a2 and strictly decreasing with ξ3, so we have that
ξ > 18

7 > β; this is a contradiction, because then the expansion would not start
with a 2.

The only possible periodic tails are, therefore, [1] = 1+
√

5
2 and [2] = 1 +

√
2.

The first possibility is excluded because ϕ 6∈ Q(β); for the same reason, the
second possibility could only occur if β = 1 +

√
2, and in this case, Lemma 5.6

again shows that [2] cannot be a β-continued fraction expansion.
We conclude that every ξ ∈ Q(β) has a finite β-continued fraction expansion.

�

Remark 6.6. — Notice that the first three numbers in the statement of Theo-
rem 6.5 satisfy the hypothesis of Lemma 5.6. This allows us, in the proof of the
theorem, to argue that the periodic tails cannot contain any partial quotient
equal to 2, which leads to a quicker conclusion. However, this argument does
not work for β = 1+

√
17

2 . For example,

164 + 65
√

17
251 = [1, 1, 2, 1, 1, 2, 2, 2, 2]

is a number whose classical continued fraction expansion is periodic and uses
only partial quotients equal to 1 and 2; but this is not its β-expansion, which
is

164 + 65
√

17
251 = [1, 1, β, 2β3 + β2 + 1, β3 + β + 1, 2, β + 1] .
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Corollary 6.7. — The Perron numbers

ϕ = 1 +
√

5
2 , 1 +

√
2, 1 +

√
13

2 ,
1 +
√

17
2

are the only quadratic Perron numbers smaller than 3 having property (CFF).
By assuming Mercat’s conjecture 6.2, they are the only quadratic Perron

numbers with property (CFF).

Proof. — Table 6.1 gives a full list of quadratic Perron numbers smaller than 3.

Table 6.1. Quadratic Perron numbers smaller than 3.

β Approximate value Minimal polynomial Pisot unit (CFF)
1
2 (1 +

√
5) 1.618033988... x2 − x− 1 yes yes

1
2 (1 +

√
13) 2.302775637... x2 − x− 3 no yes

1 +
√

2 2.414213562... x2 − 2x− 1 yes yes
1
2 (1 +

√
17) 2.561552812... x2 − x− 4 no yes

1
2 (3 +

√
5) 2.618033988... x2 − 3x+ 1 yes no

1 +
√

3 2.732050807... x2 − 2x− 2 no no
1
2 (1 +

√
21) 2.791287847... x2 − x− 5 no no

Theorem 6.5 shows that the first four of them have property (CFF). The
following counterexamples, which can respectively be shown to be β-continued
fraction expansions for the last three values of β in the list, show that these
values do not have property (CFF):

[1] = 1 +
√

5
2 ,

[1, 1, 1, 1, 1, 1, 1, 2, 1, 1, 2, 1, 2, 1, 1, 1, 2, 2] = 11055 + 10864
√

3
18471 ,

[1, 1, 1, 2, 1, 2, 1, 2, 2, 2, 1, 1, 2, 2] = 117 + 44
√

21
202 .

According to Remark 6.3, under Mercat’s conjecture 6.2, no other quadratic
Perron number can have property (CFF). �
Remark 6.8. — Refuting (CFF) for quadratic integers bigger than 3 depends
on the validity of Mercat’s conjecture. However, for the subclass of quadratic
Pisot units, we can provide explicit examples of bases β for which we can
disprove property (CFF). In this way, we are able to determine unconditionally
that the only quadratic Pisot units with property (CFF) are 1

2 (1 +
√

5) and
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1 +
√

2. The examples of infinite β-continued fractions in the field Q(β) for
other quadratic Pisot units β are the following:

• β > 1, root of X2 −mX − 1, m ≥ 3:
m even:

[(m− 2)/2, 1, 1] = m− 2 +
√
m2 + 4

4 = β − 1
2 ∈ Q(β) .

m odd, m ≥ 5:

[(m− 3)/2, (m+ 1)/2, 3, 1] = m2 − 3m− 3 +m
√
m2 + 4

4m+ 6 ∈ Q(β) .

m = 3:

[1, 1, 2, 2, 2] = 11 + 5
√

13
17 ∈ Q(

√
13) .

• β > 1, root of X2 −mX + 1, m ≥ 3:

[1,m− 2] = m− 2 +
√
m2 − 4

2(m− 2) ∈ Q(β) .

This last example was already given in [12].

6.2. Square roots. — The simplest example of a non-Perron quadratic integer
is an irrational square root of a rational integer D, i.e. β =

√
D /∈ Q. Such

β satisfies β′ = −β. For the study of finiteness and periodicity of β-continued
fractions, in this case, we apply results of Section 3.

Theorem 6.9. — Let D be a positive integer with an irrational square root.
Denote β =

√
D. Then β satisfies (CFP) and, under Mercat’s conjecture, does

not satisfy (CFF).

Proof. — The fact that β =
√
D satisfies (CFP) follows from Theorem 1.1 with

the use of Lemma 5.1 item (iv). Let us now focus on property (CFF). Assuming
Mercat’s conjecture, we only need to check β ∈ {

√
2,
√

3,
√

5,
√

6,
√

7,
√

8}.
To disprove (CFF), in these cases, it suffices to consider periodic β-continued
fractions

[4
√

2] = 3 + 2
√

2, [8
√

6, 2
√

6] = 2(5 + 2
√

6) ,

[3, 4] = 3 + 2
√

3
2 , [

√
7, 2
√

7] = 3 +
√

7
2 ,

[32
√

5, 2
√

5] = 16(9 +
√

5), [2
√

8] = 3 +
√

8 . �
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6.3. Non-Perron quadratic integers with positive conjugate. — Consider now
as base β a quadratic integer that is not Perron, so that Theorem 1.1 may
no longer be applied. We are, nevertheless, able to obtain information on the
β-continued fractions by other means. We will show that neither (CFF) nor
(CFP) hold by showing the existence of elements in the quadratic field Q(β)
with aperiodic infinite β-continued fraction expansion.

Theorem 6.10. — Let β > 1 be a quadratic integer with conjugate β′ satisfying
β′ > β. Then each ξ ∈ Q(β), such that ξ > β and ξ′ ∈ (−1, 0) has an aperiodic
β-continued fraction expansion.

In particular, β satisfies neither (CFF) nor (CFP).

The first step towards the proof is an application of the algebraic argument
in Proposition 3.2.

Proposition 6.11. — Let β > 1 be a quadratic integer, such that β′ > β. Let
ξ be an element in Q(β) whose β-continued fraction expansion is eventually
periodic. Then the period consists only of partial quotients in {1, . . . , bβc}.

Proof. — Assume (replacing it by a complete quotient if needed) that ξ =
[a0, . . . , an] is the purely periodic β-continued fraction expansion of an element
in Q(β). Then by Proposition 3.2, for x = pn + qn−1, we have that x′ = ±x.

Recall now that pn, qn−1 arise from the continuants, and thus also x is a
polynomial with positive coefficients in the partial quotients a0, . . . , an, all of
them appearing with positive degree. By item (ii) of Lemma 5.1, for each
partial quotient ai in Z+

β \{1, . . . , bβc}, its conjugate a′i satisfies a′i > ai. Thus,
we obtain that x′ 6= ±x, unless all partial quotients appearing in the period
belong to {1, . . . , bβc}, thus proving the statement. �

Remark 6.12. — Let β be a quadratic integer. Notice that |β − β′| is at least
1, because it is equal to the absolute value of the square root of the discriminant
of the minimal polynomial of β.

Proof of Theorem 6.10. — First notice that if ξ′i ∈ (−1, 0), then ξ′i+1 = 1
ξ′
i
−a′

i
∈

(−1, 0) because a′i ≥ 1. Thus, the β-continued fraction expansion of any ξ ∈
Q(β) with ξ′ ∈ (−1, 0) is infinite.

Next we prove that if ξ has eventually periodic β-continued fraction, then it
is, in fact, purely periodic. Then, by Proposition 6.11, all its partial quotients
belong to {1, . . . , bβc}. However, a0 = bξcβ ≥ β, which gives a contradiction.

To show pure periodicity of the β-continued fraction of ξ we argue as in the
characterization of purely periodic classical continued fractions. Assume that
ξ has an eventually periodic β-continued fraction expansion. Take k < l to be
the minimal indices, such that ξk = ξl. Then we either have k = 0, and the
proof is finished, or k > 0, and we have ξ′k−1 = a′k−1 + 1

ξ′
k
∈ (−1, 0), which
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implies

−1− 1
ξ′k

< a′k−1 < −
1
ξ′k
.(13)

By Remark 6.12, we have bβ′c > bβc, and, therefore, by item (ii) of Lemma 5.1,
the distances between the conjugates x′, y′ of β-integers x, y are at least 1.
Consequently, (13) defines a′k−1 = a′l−1 uniquely. Thus,

ξk−1 = ak−1 + 1
ξk

= al−1 + 1
ξl

= ξl−1 ,

which contradicts the minimality of indices k, l. �

Remark 6.13. — Let us mention that in refuting (CFF) for β with β′ > β
we did not use Mercat’s conjecture. Another interesting fact to mention is
that the infinitely many elements of Q(β) with aperiodic β-continued fraction
expansion found in Theorem 6.10 belong to the family of numbers with purely
periodic regular continued fraction.

6.4. Non-Perron quadratic integers with negative conjugate. — It remains to
treat the case when β > 1 is a quadratic integer such that β′ < −β. These β’s
are the positive irrational roots of the polynomials of the shape

X2 + bX − c, where b ≥ 1 and c ≥ b+ 2 are integers.(14)

Notice that in this case, β′ = −β − b. Here the situation appears to be more
complicated than in the other cases already treated. We shall prove the follow-
ing statement.

Theorem 6.14. — Let β > 1 be a root of (14) with b ≥ 4, i.e. β is a quadratic
integer with conjugate β′ satisfying β′ ≤ −β − 4. Let ξ ∈ Q(β) be such that
ξ′ ∈ (−1, 0). Then ξ does not have a finite β-expansion.

In particular, β does not satisfy property (CFF).

Lemma 6.15. — Let b ≥ 1 be integers and assume that β′ = −β− b. Then the
function

F (k) = β′2k+1 + bβc
k∑

i=0
β′2i , k ≥ 0 ,

is decreasing with k, and the function

G(k) = β′2k + bβc
k−1∑

i=0
β′2i+1 , k ≥ 1 ,

is increasing with k.
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Proof. — We see that
F (k + 1)− F (k) = β′2k+1 (β′2 − 1 + bβcβ′

)

G(k + 1)−G(k) = β′2k
(
β′2 − 1 + bβcβ′

)
.

However, bβc ≤ β, which implies that
β′2 + bβcβ′ − 1 ≥ β′2 + ββ′ − 1 = (β + b)b− 1 > 1 ,

which completes the proof. �

Proposition 6.16. — Assume that β′ ≤ −β − 4. Then for every non-zero
x ∈ Z+

β , we have that either x = 1, or x′ ≥ 2, or x′ < −4.

Proof. — Write β′ = −β − b, for b ≥ 4 an integer. Let x =
∑n
i=0 xiβ

i ∈ Z+
β .

Assume first that the highest power of β appearing in x is even. If this power
is 0, then x ∈ {1, . . . , bβc}, so x′ = 1 or x′ ≥ 2. Otherwise, write n = 2k with
k ≥ 1. Then

x′ =
n∑

i=0
xiβ
′i ≥ β′2k + bβc

k−1∑

i=0
β′2i+1

≥ β′2 + bβcβ′ ≥ β′(β′ + β) = (β + b)b ≥ 2 ,
where the second inequality follows from Lemma 6.15. Similarly, if the highest
power appearing in x is n = 2k + 1 odd, we have

x′ =
n∑

i=0
xiβ
′i ≤ β′2k+1 + bβc

k∑

i=0
β′2i

≤ β′ + bβc = bβc − β − b < −b ≤ −4 . �

Proof of Theorem 6.14. — By the previous proposition, we have that the con-
jugate of any partial quotient is either equal to 1, or is at least 2, or at most −4.
This allows us to track the position of the conjugates of the complete quotients
and to check that they never become zero. From the relation ξk+1 = 1/(ξk−ak),
we can derive the following list of implications, which is graphically represented
in Figure 6.1.

(1) if ξ′k ∈ (−1, 0), then
(a) a′k ≥ 1 =⇒ ξ′k+1 ∈ (−1, 0),
(b) a′k ≤ −3 =⇒ ξ′k+1 ∈ (0, 1

2 );
(2) if ξ′k ∈ (0, 1

2 ), then
(a) a′k ≥ 3

2 =⇒ ξ′k+1 ∈ (−1, 0),
(b) a′k ≤ −2 =⇒ ξ′k+1 ∈ (0, 1

2 ),
(c) ak = 1 =⇒ ξ′k+1 ∈ (−2,−1);

(3) if ξ′k ∈ (−2,−1), then
(a) a′k > 0 =⇒ ξ′k+1 ∈ (−1, 0),
(b) a′k ≤ −4 =⇒ ξ′k+1 ∈ (0, 1

2 ). �
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(0, 1/2)

(−2,−1)

(−1, 0)a′k ≤ −4

a′k = 1

a′k ≥ 2

a′k ≤ −4
a′k ≥ 1

a′k ≤ −4

a′k ≥ 1

Figure 6.1. Labeled graph representing the dynamics of the
conjugates of the complete quotients in the β-continued frac-
tion expansion of ξ.

Theorem 6.14 covers the cases when β is a root of (14) with b ≥ 4, but
for b = 1, 2, 3, we have to disprove property (CFF) by other means. Mercat’s
conjecture implies that if β > 3, (CFF) cannot hold. This leaves only 30 values
of β: the positive roots of polynomials

X2 + bX − c, b = 1, 2, 3, b+ 2 ≤ c < 3(b+ 3), c 6= 2(b+ 2) .

Table 6.2. Expected behaviour of the β-continued fractions
for non-Perron quadratic numbers with negative conjugate in
terms of the coefficients of its minimal polynomial x2 + bx− c.

(CFF) Reason
b = 1 c ≥ 12 No? Implied by Mercat’s conjecture
b = 1 5 ≤ c ≤ 11, c 6= 6 No We found a periodic expansion
b = 1 c = 3, 4 Open
b = 2 c ≥ 16 No? Implied by Mercat’s conjecture
b = 2 12 ≤ c ≤ 14 No We found a periodic expansion
b = 2 4 ≤ c ≤ 11, c 6= 8 Open
b = 3 c ≥ 18 No? Implied by Mercat’s conjecture
b = 3 c = 17 No We found a periodic expansion
b = 3 5 ≤ c ≤ 16, c 6= 10 Open
b ≥ 4 c ≥ b+ 2 No Theorem 6.14
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For 10 of these values, we have found elements of the corresponding quadratic
field Q(β) with periodic β-continued fraction expansion, thus refuting (CFF)
directly. However, there remain 20 cases for which the question of property
(CFF) remains open. The results supported by of our computational experi-
ments are summarized in Table 6.2.

Let us comment on what our computational experiments suggest about even-
tually periodic β-continued fraction expansions of elements of Q(β). Given
b ≥ 1, for sufficiently large c, we expect that property (CFP) holds. For inter-
mediate values of c, we can find in Q(β) both elements with eventually periodic
and (probably) aperiodic β-continued fraction expansion. For the smallest ad-
missible values of c ≥ b + 2, it is likely that all elements of Q(β) have either
finite or aperiodic β-continued fraction expansion. The exact behaviour is yet
to be investigated.

Appendix A.

Let us present here an alternative proof of the finiteness result in Theo-
rem 1.1, which is more elementary in nature and provides a better bound for
the number of irrational partial quotients.

In the entire Appendix, let ξ = [a0, a1, . . . ] be an infinite continued fraction
with the value in a quadratic field K, an ∈ OK and an ≥ 1, for all n. Let d be
the leading coefficient of the minimal polynomial of ξ over Z (which we take to
be positive). We will always denote by x′ the Galois conjugate of x ∈ K.

Theorem A.1. — Assume that |a′n| < an, for all n with an 6∈ Z. Then there
are at most

36H(ξ)2 logH(ξ) + 9 log(3)H(ξ)2

irrational partial quotients, and, therefore, the given continued fraction is even-
tually periodic.

Before plunging into the proof, let us briefly recall why all rational numbers
have a finite regular continued fraction expansion.

On the one hand, continued fractions give very good rational approxima-
tions, and if p/q is a convergent of a rational number a/b, then the majo-
ration

∣∣a
b −

p
q

∣∣ ≤ 1
q2 holds. On the other hand, rational numbers are badly

approximated by other rational numbers, and if a
b 6=

p
q , then a minoration∣∣a

b −
p
q

∣∣ ≥ |aq−bp|bq ≥ 1
bq holds. The two inequalities taken together imply that

for a fixed a/b, only finitely many distinct convergents p/q may exist.
The same majoration also holds for any convergent continued fraction, as

seen with (7), so in order to repeat the classical proof, we need an argument
of diophantine approximation to supply a minoration; this is given by the
following proposition.
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Proposition A.2. — For all n ≥ 0 the following inequality holds:
∣∣∣∣
q′n
qn

∣∣∣∣
∣∣∣∣ξ′ −

p′n
q′n

∣∣∣∣ >
an+1
d2 .

Proof. — The quantity qnξ − pn is not equal to zero because otherwise the
expansion of ξ would be finite. As d is the leading coefficient of the minimal
polynomial of ξ over Z, we see that dξ ∈ OK . Then the norm of d(qnξ − pn)
must be at least 1 in absolute value, because pn and qn are algebraic integers.
So we have that

1 ≤ |N(d(qnξ − pn))| = d2 |qnξ − pn| · |q′nξ′ − p′n| <
d2

an+1

∣∣∣∣
q′n
qn

∣∣∣∣ ·
∣∣∣∣ξ′ −

p′n
q′n

∣∣∣∣ ,

where the last inequality follows from (7). �

As the Euclidean absolute value over Q splits into two Archimedean absolute
values over the quadratic number field K, our minoration involves both the
convergents p/q and their conjugates p′/q′. The conjugates p′ and q′ obey the
same recurrence relations as p and q, with the partial quotients replaced by
their conjugates. These conjugates, however, need not be bounded away from
0, or even be positive, and we cannot guarantee in general that the ratio p′/q′
will converge to some value. In order to proceed with the proof we need a way
of controlling their growth, which we will do through an accurate analysis of
the recurrences (1).

We further state here two easily checked remarks, which we will use in the
proof below:

Remark A.3. — Let 0 < A < B be real numbers. The function f(x) = A+x
B+x

is strictly increasing on (0,+∞).

Remark A.4. — Let (αn)n∈N satisfy a linear recurrence of order 2. Then for
every n ≥ 0, αn = fnα1 +gnα0, where (fn)n∈N, (gn)n∈N satisfy the same linear
recurrence with initial conditions f0 = g1 = 0, f1 = g0 = 1.

Lemma A.5. — Let (αn)n∈N, (βn)n∈N be two real sequences satisfying the same
linear recurrence relation of order 2

xn = rnxn−1 + xn−2, n ≥ 2 ,(15)
with ri ≥ 1, for i ≥ 1, with initial conditions α1 > β1 > 0, α0 = β0 > 0. Then
for all n ≥ 3, we have

βn
αn

<
β1 + β0
α1 + α0

.

Proof. — Let (fn)n∈N, (gn)n∈N be the sequences from Remark A.4, such that
αn = fnα1 + gnα0, and βn = fnβ1 + gnβ0 = fnβ1 + gnα0. Since (fn)n∈N,
(gn)n∈N satisfy (15), they are both positive sequences for n ≥ 2. By induction,
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with the use of ri ≥ 1, one can show that gn < fn for n ≥ 3. Using Remark A.3,
we then have

βn
αn

= fnβ1 + gnβ0
fnα1 + gnα0

<
fnβ1 + fnβ0
fnα1 + fnα0

= β1 + β0
α1 + α0

,

where we have used that α0 = β0. �

We now prove a proposition that allows us to compare recurrent sequences
of the shape (1). We will apply it to the sequences (pn)n∈N, (qn)n∈N and their
conjugates.

Proposition A.6. — Let (an)n∈N be a sequence of positive reals and (bn)n∈N
be a sequence of complex numbers, such that an ≥ 1 and |bn| ≤ an, for every
n ≥ 0.

Let (sn)n, (tn)n satisfy for every n ≥ 0

sn = ansn−1 + sn−2, s−1 = t−1 > 0 ,
tn = bntn−1 + tn−2, s−2 = t−2 = 0 .

Let 0 < C < 1 and rn = #{0 ≤ k ≤ n | |bk| < Cak}. Then for all n ≥ 4, we
have

|tn|
sn
≤
(
C + 2

3

)rn−3

.

In particular, if |bk|ak < C for infinitely many k ∈ N, then

lim
n→+∞

tn
sn

= 0 .

Proof. — Let us define for each k ∈ N an auxiliary sequence (γ(k)
n )n∈N as

follows,

γ
(k)
−2 = 0, γ

(k)
−1 = s−1 ,

γ(k)
n = |bn|γ(k)

n−1 + γ
(k)
n−2 , for 0 ≤ n < k ,

γ(k)
n = anγ

(k)
n−1 + γ

(k)
n−2 , for n ≥ k .

Clearly, each sequence (γ(k))n∈N is strictly increasing for n ≥ 0, and we also
have

|tn| = γ(n+1)
n ≤ · · · ≤ γ(k+1)

n ≤ γ(k)
n ≤ · · · ≤ γ(0)

n = sn for every n ∈ N .(16)

Moreover, we have γ(k+1)
n = γ

(k)
n for n = 0, . . . , k − 1, and if |bk| < ak, then

γ
(k+1)
k < γ

(k)
k .
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Now consider a fixed index k ≥ 2, such that |bk|ak < C. We will show that
there exists a constant T < 1, independent of k, such that

γ
(k+1)
n

γ
(k)
n

< T for every n ≥ k + 2 .(17)

We will apply Lemma A.5 with αn = γ
(k)
k+n−1, and βn = γ

(k+1)
k+n−1, for n ≥ 0.

These sequences satisfy the same recurrence with rn = ak+n−1, and the as-
sumptions α1 > β1 > 0, α0 = β0 > 0 on initial conditions are satisfied.

For all n ≥ k + 2, we obtain

γ
(k+1)
n

γ
(k)
n

= βn−k+1
αn−k+1

<
β1 + β0
α1 + α0

γ
(k+1)
k + γ

(k+1)
k−1

γ
(k)
k + γ

(k)
k−1

=
|bk|γ(k+1)

k−1 + γ
(k+1)
k−2 + γ

(k+1)
k−1

akγ
(k)
k−1 + γ

(k)
k−2 + γ

(k)
k−1

=
(|bk|+ 1)γ(k+1)

k−1 + γ
(k+1)
k−2

(ak + 1)γ(k)
k−1 + γ

(k)
k−2

=
|bk|+ 1 + γ

(k+1)
k−2

γ
(k+1)
k−1

ak + 1 + γ
(k)
k−2

γ
(k)
k−1

,

where we have used that γ(k+1)
k−1 = γ

(k)
k−1. Since the sequences (γ(j)

n )n∈N are
strictly increasing, we derive by Remark A.3 that

γ
(k+1)
n

γ
(k)
n

<
|bk|+ 2
ak + 2 =

|bk|
ak

+ 2
ak

1 + 2
ak

≤
|bk|
ak

+ 2
3 <

C + 2
3 =: T ,

where we use again Remark A.3 with the fact that ak ≥ 1 and k is such that
|bk|
ak

< C. Since C < 1, also T < 1, which shows (17) is true.
By (16) and (17), for any k ≥ 2 and n ≥ k + 2, we have

|tn|
sn
≤ γ

(k)
n

γ
(0)
n

=
k−1∏

j=0

γ
(j+1)
n

γ
(j)
n

≤
k−1∏

j=0
Tj ,

where Tj = T for j, such that |bj |aj < C, and Tj = 1 otherwise. Thus, for every
n ≥ 4, by substituting k = n− 2 above, we obtain

0 ≤ |tn|
sn
≤
n−3∏

j=0
Tj = T rn−3 .

If rn tends to infinity with n, we obtain limn→∞
|tn|
sn

= 0. �

We are now ready for the final part of the argument.

Proof of Theorem A.1. — We first show that if |a′n| < an for every irrational
partial quotient an, then there exists a constant 0 < C < 1, such that for all
n ≥ 0 with an /∈ Z, we have |a

′
n|
an
≤ C.
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Since |a′n| ≤ an, for all n ≥ 0, by Lemma 3.1 the partial quotients satisfy
an ≤ 3H(ξ)2. Since an, a′n are algebraic integers, the quantities an + a′n and
an − a′n are in Z ∪

√
DZ, so that an − |a′n| ≥ 1, whenever it is not equal to 0.

Dividing by an we see that
|a′n|
an
≤ 1− 1

an
≤ 1− 1

3H(ξ)2 =: C .

We can now apply Proposition A.6 with (a′n)n as the sequence (bn)n, and
(pn)n, (p′n)n as the sequences (sn)n, (tn)n. Analogously but shifting all indices
by 1, so that the initial conditions are verified, we can do it for (qn+1)n, (q′n+1)n.
Therefore, for all n ≥ 5, we have that

|p′n|
pn

,
|q′n|
qn
≤
(
C + 2

3

)rn−4

,

where rn = #{0 ≤ k ≤ n | ak 6∈ Z}.
This implies that
∣∣∣∣
q′n
qn

∣∣∣∣ ·
∣∣∣∣ξ′ −

p′n
q′n

∣∣∣∣ ≤
∣∣∣∣
q′n
qn

∣∣∣∣ |ξ′|+
∣∣∣∣
p′n
pn

∣∣∣∣
∣∣∣∣
pn
qn

∣∣∣∣ ≤
(
C + 2

3

)rn−4

(|ξ′|+ |ξ|+ 1) .

On the other hand, by Proposition A.2
∣∣∣∣
q′n
qn

∣∣∣∣ ·
∣∣∣∣ξ′ −

p′n
q′n

∣∣∣∣ >
1
d2 ,

so combining them we obtain
(
C + 2

3

)−rn−4

< d2(|ξ′|+ |ξ|+ 1) ≤ 3H(ξ)4 ,

where the second inequality comes from Remark 2.3, and the elementary in-
equality 1 + a+ b ≤ 3 max{1, a}max{1, b}, for all a, b ≥ 0.

Taking logarithms we obtain

−rn−4 log
(

1− 1
9H(ξ)2

)
< 4 logH(ξ) + log 3 ,

and remembering that log(1 + x) ≤ x, for all x > −1, we obtain
rn−4 < 36H(ξ)2 logH(ξ) + 9 log(3)H(ξ)2 .

Letting n go to infinity this shows that the number of irrational partial quotients
is finite and does not exceed the stated bound.

As soon as the tail of the expansion contains only positive integers, the clas-
sical theory of simple continued fractions and the fact that ξ lies in a quadratic
field imply that the expansion is eventually periodic. �

Notice that, while this theorem gives a bound for the number of irrational
partial quotients, it does not tell us where they are. In comparison, Theorem 1.1
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shows that the irrational partial quotients can be effectively found. Neverthe-
less, we wanted to include this Appendix because the proof given here is self
contained, rather elementary, and gives a bound that is substantially lower
than those alluded to in Remark 3.4, which rely on much more sophisticated
techniques.
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Abstract. — The present contribution contains a quite extensive theory for the
stability analysis of plane periodic waves of general Schrödinger equations. On the
one hand, we put the one-dimensional theory, or in other words the stability theory
for longitudinal perturbations, on par with the one available for systems of Korteweg
type, including results on coperiodic spectral instability, nonlinear coperiodic orbital
stability, sideband spectral instability and linearized large-time dynamics in relation
with modulation theory, and resolutions of all the involved assumptions in both the
small-amplitude and large-period regimes. On the other hand, we provide extensions
of the spectral part of the latter to the multidimensional context. Notably, we provide
suitable multidimensional modulation formal asymptotics, validate those at the spec-
tral level, and use them to prove that waves are always spectrally unstable in both the
small-amplitude and the large-period regimes.
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Résumé (À propos des ondes planes périodiques des équations de Schrödinger non
linéaires). — Le travail présenté ici comprend une théorie relativement complète
permettant l’analyse de la stabilité des ondes planes périodiques des équations de
Schrödinger générales. D’une part, nous mettons la théorie unidimensionnelle, ou au-
trement dit la théorie de stabilité sous perturbations longitudinales, au niveau de celle
disponible pour les systèmes de type Korteweg, en y incluant des résultats sur l’instabi-
lité spectrale co-périodique, la stabilité orbitale non linéaire co-périodique, l’instabilité
spectrale latérale et la dynamique linéarisée en temps long et ses relations avec la théo-
rie de la modulation, et en résolvant toutes les hypothèses associées dans les régimes
de petite amplitude et de grande période. D’autre part, nous étendons la partie spec-
trale de cette analyse au contexte multidimensionnel. En particulier, nous développons
une asymptotique formelle de modulation multidimensionnelle, validons celle-ci au ni-
veau spectral et l’utilisons pour démontrer que les ondes sont toujours spectralement
instables à la fois dans les régimes de petite amplitude et de grande période.

1. Introduction

We consider Schrödinger equations in the form
i ∂tf = −divx

(
κ(|f |2)∇xf

)
+ κ′(|f |2) ‖∇xf‖2 f + 2W ′(|f |2) f(1)

(or some anisotropic generalizations) with W a smooth real-valued function
and κ a smooth positive-valued function, bounded away from zero, where the
unknown f is complex valued, f(t,x) ∈ C, and (t,x) ∈ R×Rd. Note that the
sign assumption on κ may be replaced with the assumption that κ is real valued
and far from zero since one may change the sign of κ by replacing (f, κ,W )
with (f,−κ,−W ).

Since the nonlinearity is not holomorphic in f , it is convenient to adopt a
real point of view and introduce real and imaginary parts f = a+i b, U =

(
a
b

)
.

Multiplication by − i is, thus, encoded in

J =
(

0 1
−1 0

)
,(2)

and Equation (1) takes the form

∂tU = J
(
−divx

(
κ(‖U‖2)∇xU

)
+ κ′(‖U‖2) ‖∇xU‖2 U + 2W ′(‖U‖2) U

)
.

(3)

The problem has a Hamiltonian structure
∂tU = J δH0[U] with H0 [U] = 1

2κ(‖U‖2)‖∇xU‖2 ,+W (‖U‖2),

with δ denoting the variational gradient1. Indeed, our interest in (1) originates
in the fact that we regard the class of equations (1) as the most natural class of

1. See the notational section at the end of the present Introduction for a definition.
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isotropic quasi/linear dispersive Hamiltonian equations, including most classi-
cal semilinear Schrödinger equations. See [54] for a comprehensive introduction
to the latter. In Appendix C, we also show how to treat some anisotropic ver-
sions of the equations.

Note that in the above form, invariances are embedded with respect to ro-
tations, time translations and space translations; if f is a solution, so is f̃
when

f̃(t,x) = e− iφ0 f(t,x) , φ0 ∈ R , rotational invariance ,

f̃(t,x) = f(t− t0,x) , t0 ∈ R , time translation invariance ,

f̃(t,x) = f(t,x− x0) , x0 ∈ Rd , space translation invariance .
Actually, rotations and time and space translations leave the Hamiltonian H0
essentially unchanged, in a sense made explicit in Appendix A. Thus, through
a suitable version of Noether’s principle, they are associated with conservation
laws, respectively on mass M[U] = 1

2‖U‖2, Hamiltonian H0[U] and momentum
Q[U] = (Qj [U])j , with Qj [U] = 1

2JU · ∂jU, j = 1, . . . , d. Namely, invariance
by rotation implies that any solution U to (3) satisfies the mass conservation
law

∂tM(U) =
∑

j

∂j

(
JδM[U] · ∇Uxj

H0[U]
)
.(4)

Likewise, invariance by time translation implies that (3) contains the conser-
vation law

∂tH0[U] =
∑

j

∂j

(
∇Uxj

H0[U] · JδH0[U]
)
.(5)

Finally, invariance by spatial translation implies that from (3) stems

∂t (Q[U]) = ∇x

(
1
2JU · JδH0[U]−H0[U]

)
+
∑

`

∂`(Jδ Q[U] · ∇Ux`
H0[U]) .

(6)

The reader is referred to Appendix A for a derivation of the latter.
We are interested in the analysis of the dynamics of near-plane periodic uni-

formly traveling waves of (1). Let us first recall that a (uniformly traveling)
wave is a solution whose time evolution occurs through the action of symme-
tries. We say that the wave is a plane wave when in a suitable frame it is
constant in all but one direction, and that it is periodic if it is periodic up to
symmetries. Given the foregoing set of symmetries, after choosing for the sake
of concreteness, the direction of propagation as2 e1 and the normalizing period

2. Throughout the text, we denote as ej the jth vector of the canonical basis of Rd. In
particular, e1 = (1, 0, . . . , 0).
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to be 1 through the introduction of wavenumbers, we are interested in solutions
to (1) of the form

f(t,x) = e− i(kφ (x−c
x
t)+ω

φ
t) f(kx (x− cx t))

= e− i(kφ x+(ωφ−kφ cx) t) f(kx x+ ωx t) ,

with profile f 1-periodic, wavenumbers (kφ, kx) ∈ R2, kx > 0, time frequencies
(ωφ, ωx) ∈ R2, spatial speed cx ∈ R, where

x = (x,y) ωx = −kx cx .
In other terms, we consider solutions to (3) in the form

U(t,x) = e(kφ (x−c
x
t)+ω

φ
t)J U(kx (x− cx t)) ,(7)

with U 1-periodic (and nonconstant). More general periodic plane waves are
also considered in Appendix D. Beyond references to results involved in our
analysis given along the text and comparison to the literature provided near
each main statement, in order to place our contribution in a bigger picture, we
refer the reader to [37] for a general background on nonlinear wave dynamics
and to [46, 30, 14] for material more specific to Hamiltonian systems.

To set the frame for linearization, we observe that going to a frame adapted
to the background wave in (7) by

U(t,x) = e(kφ (x−cx t)+ωφ t)J V(t, kx (x− cx t),y) ,
changes (3) into

∂tV = JδH[V] ,
(8)

H[V] := H0(V, (kx∂x + kφJ)V,∇yV)−ωφM[V] + cxQ1(V, (kx∂x + kφJ)V)
= H0(V, (kx∂x + kφJ)V,∇yV)−

(
ωφ− kφ cx

)
M[V]−ωxQ1[V] ,

and that (t, x,y) 7→ U(x) is a stationary solution to (8). Direct linearization of
(8) near this solution provides the linear equation ∂tV = LV with L defined
by

LV = J Hess H[U ](V) ,(9)
where Hess denotes the variational Hessian, that is, Hess = Lδ with L denoting
linearization. Incidentally, we point out that the natural splitting

H0 = Hx
0 + Hy , Hy [U] = 1

2κ(‖U‖2)‖∇yU‖2 ,
may be followed all the way through frame change and linearization

H= Hx + Hy ,

L = J Hess Hx[U ] + J Hess Hy[U ] =: Lx + Ly ,

with Ly = −κ(‖U‖2)J ∆y.
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As made explicit in Section 3.1 at the spectral and linear level, to make
the most of the spatial structure of periodic plane waves, it is convenient to
introduce a suitable Bloch–Fourier integral transform. As a result, one may
analyze the action of L defined on L2(R) through3 the actions of Lξ,η defined
on L2((0, 1)) with periodic boundary conditions, where (ξ,η) ∈ [−π, π]×Rd−1,
ξ being a longitudinal Floquet exponent and η a transverse Fourier frequency.
The operator Lξ,η encodes the action of J Hess H[U ] on functions of the form

x = (x,y) 7→ ei ξx+i η·y W(x) , W(·+ 1) = W ,

through

J Hess H[U ]
(
(x,y) 7→ ei ξx+i η·y W(x)

)
(x) = ei ξx+i η·y (Lξ,ηW)(x) .

In particular, the spectrum of L coincides with the union over (ξ,η) of the
spectra of Lξ,η. In turn, as recalled in Section 3.3, generalizing the analysis
of Gardner [25], the spectrum of each Lξ,η may be conveniently analyzed with
the help of an Evans function Dξ( · ,η), an analytic function whose zeros agree
in location and algebraic multiplicity4 with the spectrum of Lξ,η. A large part
of our spectral analysis hinges on the derivation of an expansion of Dξ(λ,η)
when (λ, ξ,η) is small (Theorem 3.2).

As derived in Section 2, families of plane periodic profiles in a fixed direc-
tion – here taken to be e1 – form four-dimensional manifolds when identified up
to rotational and spatial translations, parametrized by (µx, cx, ωφ, µφ), where
(µx, µφ) are constants of integration of profile equations associated with conser-
vation laws (4) and (6) (or, more precisely, its first component since we consider
waves propagating along e1). The averages along wave profiles of quantities of
interest are expressed in terms of an action integral Θ(µx, cx, ωφ, µφ) and its
derivatives. This action integral plays a prominent role in our analysis. A sig-
nificant part of our analysis, indeed, aims at reducing properties of operators
acting on infinite-dimensional spaces to properties of this finite-dimensional
function.

After these preliminary observations, we here give a brief account of each of
our main results and provide only later in the text more specialized comments
around precise statements. Our main achievements are essentially twofold.
On the one hand, we provide counterparts to the main upshots of [12, 13, 9,
10, 11, 50] – derived for one-dimensional Hamiltonian equations of Korteweg
type – for one-dimensional Hamiltonian equations of Schrödinger type. On the
other hand, we extend parts of this analysis to the present multidimensional
framework.

3. As, by using Fourier transforms on constant-coefficient operators one reduces their
action on functions over the whole space to finite-dimensional operators parametrized by
Fourier frequencies.

4. Defined, for the spectrum, as the rank of the residue of the resolvent map.
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1.1. Longitudinal perturbations. — To describe the former, we temporarily
restrict ourselves to longitudinal perturbations or somewhat equivalently to
the case d = 1. At the linear level, this amounts to setting η = 0.

The first set of results that we prove concerns perturbations that in the
above adapted moving frame are spatially periodic with the same period as the
background waves, so-called coperiodic perturbations. At the linear level, this
amounts to restricting ourselves to (ξ,η) = (0, 0). In Theorem 4.1, as in [9], we
prove that a wave of parameters (µ

x
, cx, ωφ, µφ), such that Hess(Θ)(µ

x
, cx, ωφ, µφ)

is invertible, is
1. H1 (conditionally) nonlinearly (orbitally) stable under coperiodic longi-

tudinal perturbations if Hess(Θ)(µ
x
, cx, ωφ, µφ) has negative signature 2

and ∂2
µxΘ(µ

x
, cx, ωφ, µφ) 6= 0;

2. spectrally (exponentially) unstable under coperiodic longitudinal per-
turbations if this negative signature is either 1 or 3, or equivalently if
Hess(Θ)(µ

x
, cx, ωφ, µφ) has negative determinant.

The main upshot here is that instead of the rather long list of assumptions that
would be required by directly applying the abstract general theory [27, 14],
assumptions are both simple and expressed in terms of the finite-dimensional
Θ.

Then, as in [10], we elucidate these criteria in two limits of interest, the
solitary-wave limit when the spatial period tends to infinity and the harmonic
limit when the amplitude of the wave tends to zero. To describe the solitary-
wave regime, let us point out that the solitary-wave profiles under consideration
are naturally parametrized by (cx, ρ, kφ), where ρ > 0 is the limiting value at
spatial infinities of its mass, and that families of solitary waves also come
with an action integral Θ(s)(cx, ρ, kφ), known as the Boussinesq momentum of
stability [16, 5, 6] and for Schrödinger-like equations associated with the famous
Vakhitov–Kolokolov slope condition [55]. The reader may consult [58, 41, 14]
as entering gates in the quite extensive mathematical literature on the latter.
In Theorem 4.3, we prove that

1. in nondegenerate small-amplitude regimes, waves are nonlinearly stable
to coperiodic perturbations;

2. in the large-period regimenear a solitarywaveof parameters (c(0)
x , ρ(0), k

(0)
φ ),

coperiodic spectral instability occurs when ∂2
cxΘ(s)(c(0)

x , ρ(0), k
(0)
φ ) < 0,

whereas coperiodic nonlinear orbital stability holds when
∂2
cxΘ(s)(c(0)

x , ρ(0), k
(0)
φ ) > 0.

Both results appear to be new in this context. Note in particular that our small-
amplitude regime is disjoint from the cubic semilinear one considered in [24]
since there the constant asymptotic mass is taken to be zero. Yet, in the large-
period regime, the spectral instability result could also be partly recovered by
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combining a spectral instability result for solitary waves available in the above-
mentioned literature for some semilinear equations, with a nontrivial spectral
perturbation argument from [26, 52, 57].

The rest of our results on longitudinal perturbations concerns sideband lon-
gitudinal perturbations, that is, perturbations corresponding to (ξ,η) = (ξ, 0)
with ξ small (but nonzero) and geometrical optics à la Whitham [56].

The latter is derived by inserting in (3) the two-phase slow/fast-oscillatory
ansatz

U(ε)(t, x) = e
1
εϕ

(ε)
φ

(ε t,ε x) J U (ε)

(
ε t, ε x; ϕ

(ε)
x (ε t, ε x)

ε

)
; ,(10)

with, for any (T,X), ζ 7→ U (ε)(T,X; ζ) periodic of period 1 and, as ε→ 0,

U (ε)(T,X; ζ) = U0(T,X; ζ) + εU1(T,X; ζ) + o(ε) ,

ϕ
(ε)
φ (T,X) = (ϕφ)0(T,X) + ε (ϕφ)1(T,X) + o(ε) ,

ϕ(ε)
x (T,X) = (ϕx)0(T,X) + ε (ϕx)1(T,X) + o(ε) .

Arguing heuristically and identifying orders of ε as detailed in Section 4.2, one
obtains that the foregoing ansatz may describe the behavior of solutions to
(3) provided that the leading profile U0 stems from a slow modulation of wave
parameters

U0(T,X; ζ) = U (µx,cx,ωφ,µφ)(T,X)(ζ) ,(11)

where U (µx,cx,ωφ,µφ) denotes a wave profile of parameters (µx, cx, ωφ, µφ), with
local wavenumbers (kφ, kx) = (∂X(ϕφ)0, ∂X(ϕx)0), and the slow evolution of
local parameters obeys

kxA0 Hess Θ (∂T + cx∂X)




µx
cx
ωφ
µφ


 = B0 ∂X




µx
cx
ωφ
µφ


 ,(12)

where

A0 :=




1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1


 , B0 :=




0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0


 .
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Let us point out that actually, in the derivation sketched above, System (12)
is first obtained in the equivalent form





∂T kx = ∂Xωx

∂Tq = ∂X (µx − cxq)
∂Tm = ∂X (µφ − cxm)
∂T kφ = ∂X (ωφ − cx kφ)

,(13)

with m and q denoting averages over one period of, respectively, M(U) and
Q1(U , (kφ J + kx∂ζ)U), with U = U (µx,cx,ωφ,µφ). Note that two of the equations
of (13) are so-called conservations of waves, whereas the two others arise as
averaged equations. For a more thorough introduction to modulation systems
such as (13) in the context of Hamiltonian systems, we refer the reader to the
introduction of [10] and references therein.

Our second set of results concerns spectral validation of the foregoing formal
arguments in the slow/sideband regime. More explicitly, as in [13], we obtain
in the specialization of Theorem 3.2 to η = 0 that

Dξ(λ, 0) (λ,ξ)→(0,0)= det
(
λA0 Hess Θ(µ

x
, cx, ωφ, µφ)− i ξB0

)

+O
(
(|λ|4 + |ξ|4) |λ|

)
,

(14)

for a wave of parameter (µ
x
, cx, ωφ, µφ). This connects the slow/sideband Bloch

spectral dispersion relation for the wave profile U as a stationary solution to
(8) with the slow/slow Fourier dispersion relation for (µ

x
, cx, ωφ, µφ) as a solu-

tion to (12). Among the direct consequences of (14) derived in Corollary 4.5,
we point out that this implies that if Hess(Θ)(µ

x
, cx, ωφ, µφ) is invertible, and

(12) fails to be weakly hyperbolic at (µ
x
, cx, ωφ, µφ), then the wave is spec-

trally exponentially unstable to sideband perturbations. Afterwards, as in [11],
in Theorem 4.6, we combine asymptotics for (12) with the foregoing instability
criterion to derive that waves are spectrally exponentially unstable to longitu-
dinal sideband perturbations

1. in nondegenerate small-amplitude regimes near a harmonic wave train,
such that δhyp < 0 or δBF < 0, with indices (δhyp, δBF ) defined explicitly
in (71) and (72);

2. in the large-period regimenear a solitarywaveof parameters (c(0)
x , ρ(0), k

(0)
φ ),

such that ∂2
cxΘ(s)(c(0)

x , ρ(0), k
(0)
φ ) < 0.

Again, these results are new in this context, except for the corollary about weak
hyperbolicity that overlaps with the recent preprint5 [20] – based on the recent

5. During the editorial process of the present paper it became a published paper.
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[40] –, which appeared during the preparation of the present contribution. Note,
however, that our proof of the corollary is different, and our assumptions are
considerably weaker.

Our third set of results concerning longitudinal perturbations shows that for
spectrally stable waves in a suitable dispersive sense, by including higher-order
corrections in (12), one obtains a version of (11)–(12) that captures at any
arbitrary order the large-time asymptotics for the slow/sideband part of the
linearized dynamics. Besides the oscillatory-integral analysis directly borrowed
from [50], this hinges on a spectral validation of the formal asymptotics –
obtained in Theorem 4.7 – as predictors for expansions of spectral projectors
(and not only of spectral curves) in the slow/sideband regime. The identified
decay is inherently of dispersive type, and we refer the curious reader to [42, 23]
for comparisons with the well-known theory for constant-coefficient operators.
Let us stress that deriving global-in-time dispersive estimates for nonconstant,
nonnormal operators is a considerably harder task and that the analysis in
[50] has provided the first-ever dispersive estimates for the linearized dynamics
about a periodic wave. We also point out that a large-time dynamical validation
of modulation systems for general data – as opposed to a spectral validation
or a validation for well-prepared data – requires the identification of effective
initial data for modulation systems, a highly nontrivial task that cannot be
guessed from the formal arguments sketched above.

At this stage, the reader could wonder how, in a not-so-large number of
pages, Schrödinger-like counterparts to Korteweg-like results, originally requir-
ing a quite massive body of literature [12, 13, 9, 10, 11, 50], can be obtained.
There are at least two phenomena at work. On the one hand, we have ac-
tually left a significant part of [11, 50] without counterparts. Results in [11]
were mainly motivated by the study of dispersive shocks, and the few stabil-
ity results adapted here from [11] were obtained there almost in passing. The
analysis in [50] studies the full linearized dynamics for the Korteweg–de Vries
equation. Yet, the underlying arguments being technically demanding, we have
chosen to adapt here only the part of the analysis directly related to modula-
tion behavior, for the sake of both consistency and brevity. On the other hand,
some of the results proved here are actually deduced from the results derived
for some Korteweg-like systems rather than proved from scratch.

The key to these deductions is a suitable study of Madelung’s transformation
[43]. As we develop in Section 2.3, even at the level of generality considered
here, Madelung’s transformation provides a convenient hydrodynamic formu-
lation of (1) of Korteweg type. A solution U to (3) is related to a solution
(ρ,v), with curl-free velocity v, of a Euler–Korteweg system through

U =
√

2 ρ eθ J
(

1
0

)
, v = ∇xθ .
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We refer the reader to [18] for some background on the transformation and its
mathematical use. Let us stress that the transformation changes the geometric
structure of the equations dramatically, in both its group of symmetries and its
conservation laws. A basic observation that makes the Madelung’s transforma-
tion particularly efficient here is that nonconstant periodic wave profiles stay
away from zero. Consistently, the asymptotic regimes that we consider also lie
in the far-from-zero zone. Our coperiodic nonlinear orbital stability result is in
particular proved here by studying in Lemma 4.2 correspondences through the
Madelung’s transformation. Even more efficiently, the identification of respec-
tive action integrals also reduces the asymptotic expansions of Hess Θ required
here to those already obtained in [10, 11]. For the sake of completeness, in
Section 3.2, we also carry out a detailed study of spectral correspondences.
Yet those fail to fully elucidate spectral behavior near (λ, ξ,η) = (0, 0, 0) and,
thus, they play no role in our spectral and linear analyses.

1.2. General perturbations. — In the second part of our analysis, we extend
the spectral results of the longitudinal part to genuinely multidimensional per-
turbations.

To begin with we provide an instability criterion for perturbations that are
longitudinally coperiodic, that is, that corresponds to ξ = 0. The correspond-
ing result, Corollary 5.1-(1), is made somewhat more explicit in Lemma 5.2.
Yet we do not investigate the corresponding asymptotics because in the mul-
tidimensional context, we are more interested in determining whether waves
may be stable against any perturbation, and the present coperiodic instabil-
ity criterion turns out to be weaker than the slow/sideband one contained in
Corollary 5.1-(2), which we describe now.

The second, and main, set of results of this second part focuses on slow/side-
band perturbations corresponding to the regime (λ, ξ,η) small. In the latter
regime, generalizing the longitudinal analysis, we derive an instability criterion,
interpret it in terms of formal geometrical optics, and elucidate it in both the
small-amplitude and large-period asymptotics.

Concerning geometrical optics, a key observation is that even if one is merely
interested in the stability of waves in the specific form (7), the relevant modu-
lation theory involves more general waves in the form

U(t,x) = e(kφ·(x−cx ex t)+ωφ t)J U(kx · (x− cx ex t)) ,(15)

with U 1-periodic and kx nonzero of unitary direction ex. The main departure
in (15) from (7) is that kx and kφ are no longer assumed to be colinear. To
stress comparisons with (7), let us decompose (kx,kφ) as

kx = kx ex , kφ = kφ ex + k̃φ ,
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with k̃φ orthogonal to ex. In Section 2.6, we show that this more general set of
plane waves may be conveniently parametrized by (µx, cx, ωφ, µφ, ex, k̃φ), with
(ex, k̃φ) varying in the 2(d − 1)-dimensional manifold of vectors, such that ex
is unitary, and k̃φ is orthogonal to ex.

With this in hand, adding possible slow dependence on y in (10) through

U(ε)(t,x) = e
1
εϕ

(ε)
φ

(ε t,εx) J U (ε)

(
ε t, εx; ϕ

(ε)
x (ε t, εx)

ε

)
(16)

and arguing as before leads to the modulation behavior

U0(T,X; ζ) = U (µx,cx,ωφ,µφ,ex ,̃kφ)(T,X)(ζ) ,(17)

with local wavevectors (kφ,kx) = (∇X(ϕφ)0,∇X(ϕx)0), and the slow evolution
of local parameters obeys





∂Tkx = ∇Xωx

∂Tq = ∇X

(
µx − cxq+ 1

2 τ0 ‖k̃φ‖
2
)

+ divX
(
τ1 k̃φ ⊗ k̃φ + τ2 (k̃φ ⊗ ex + ex⊗k̃φ) + τ3 (ex⊗ ex−Id)

)

∂Tm = divX
(

(µφ − cxm) ex +τ1 k̃φ
)

∂Tkφ = ∇X (ωφ − cx kφ)

,

(18)

with extra constraints (propagated by the time evolution) that kx and kφ are
curl free. In System (18), a ⊗ b denotes the matrix of (j, `)-coordinate a` bj ,
divX acts on matrix-valued maps row-wise, and q, τ0, τ1, τ2, and τ3 denote
the averages over one period of, respectively,

Q(U , (kφ J + kx∂ζ)U), κ′(‖U‖2) ‖U‖2, κ(‖U‖2) ‖U‖2,
κ(‖U‖2) JU · (kφ J + kx∂ζ)U and κ(‖U‖2) ‖(kφ J + kx∂ζ)U‖2 ,

with U = U (µx,cx,ωφ,µφ,ex ,̃kφ). Linearizing System (18) about the constant
(µ
x
, cx, ωφ, µφ, e1, 0) yields, after a few manipulations,





kxA0 Hess Θ (∂T + cx∂X)




µx
cx
ωφ
µφ


 = B0 ∂X




µx
cx
ωφ
µφ


+




0 0
τ3 τ2
τ2 τ1
0 0



(

divX(ex)
divX(k̃φ)

)

(∂T + cx∂X) ex = − (∇X − e1 ∂X) cx
(∂T + cx∂X) k̃φ = (∇X − e1 ∂X)ωφ

(19)
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with extra constraints that k̃φ and ex are orthogonal to ex = e1 and that
kxex + kx ex and kφex + kφ ex +k̃φ are curl free, where (kx, kφ) are deviations
given explicitly as

kx = −k2
x d (∂µxΘ)(µx, cx, ωφ, µφ) , kφ = kx

kx
kφ− kx d (∂µφΘ)(µx, cx, ωφ, µφ) ,

where total derivatives are taken with respect to (µx, cx, ωφ, µφ), and evaluation
is at (µ

x
, cx, ωφ, µφ, e1, 0). In System 19, Hess Θ = Hess(µx,cx,ωφ,µφ) Θ is like-

wise evaluated at (µ
x
, cx, ωφ, µφ, e1, 0), and A0 and B0 are as in System (12).

As made explicit in Section 5.1, our Theorem 3.2 provides a spectral valida-
tion of (18) in the form

λ2(d−1) ×Dξ(λ,η) (λ,ξ,η)→(0,0,0)=

det




λ

(
I2(d−1) 0

0 A0 Hess Θ

)
− i ξ

(
0 0
0 B0

)
+




0 0 0 − iη 0 0
0 0 0 0 iη 0
0 0 0 0 0 0

τ3
k
x

iηT τ2
k
x

iηT 0 0 0 0
τ2
kx

iηT τ1
kx

iηT 0 0 0 0
0 0 0 0 0 0







+O
(
|λ|2(d−1) (|λ|+ |ξ|+ ‖η‖)5

)
,

or equivalently in the form

Dξ(λ,η) (λ,ξ,η)→(0,0,0)= det
(
λA0 Hess Θ− i ξB0 + ‖η‖

2

λ
C0

)

+O
(
(|λ|+ |ξ|+ ‖η‖)5) ,

(20)

with

C0 :=




0 0 0 0
0 −σ3 σ2 0
0 −σ2 σ1 0
0 0 0 0


 , σj =

τ j
kx

, j ∈ {1, 2, 3} .

In the foregoing, again Hess Θ = Hess(µx,cx,ωφ,µφ) Θ(µ
x
, cx, ωφ, µφ, e1, 0). Note

that, consistently with the equality, the structure of B0 and C0 implies that the
apparent singularity in λ of the left-hand side of (20) is, indeed, spurious, each
factor ‖η‖2/λ being necessarily paired with a factor λ in the expansion of the
determinant. The only other rigorous spectral validation of a multidimensional
modulation system that we are aware of is [45], which deals with systems of
parabolic conservation laws.
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It follows directly from (20) that if (19) fails to be weakly hyperbolic at
(µ
x
, cx, ωφ, µφ, e1, 0), then the corresponding wave is spectrally exponentially

unstable. In Section 5.2, besides this most general instability criterion, we
provide two instability criteria, more specific but easier to check, corresponding
to the breaking of multiple roots near η = 0 (Proposition 5.4) and near ξ = 0
(Proposition 5.5)m respectively.

Afterwards, we turn to the elucidation of the full instability criterion in
the asymptotic regimes already studied in the longitudinal part. Our striking
conclusion is that, when d ≥ 2, in nondegenerate cases, plane waves of the
form (7) are spectrally exponentially unstable in both the small-amplitude
(Theorem 5.8) and the large-period (Theorem 5.6) regimes. More explicitly, we
prove that such waves are spectrally exponentially unstable to slow/sideband
perturbations

1. in nondegenerate, small-amplitude regimes near an harmonic wave train,
such that δhyp 6= 0 and δBF 6= 0, with indices defined explicitly in (71)
and (72);

2. in the large-period regimenear a solitarywaveof parameters (c(0)
x , ρ(0), k

(0)
φ ),

such that ∂2
cxΘ(s)(c(0)

x , ρ(0), k
(0)
φ ) 6= 0.

Let us stress that to obtain the latter we derive various instability scenarios
– all hinging on expansion (20), thus occurring in the region (λ, ξ,η) small –
corresponding to different instability criteria. The point is that the union of
these criteria covers all possibilities. In particular, in the harmonic limit, the
argument requires the full strength of the joint expansion in (λ, ξ,η), and it is
relatively elementary – see Appendix B – to check that the instability is non-
trivial in the sense that it occurs even in cases when the limiting constant states
is spectrally stable. We also stress that both asymptotic results are derived by
extending to the multidimensional context some of the finest properties of lon-
gitudinal modulated systems proved in [11] from the asymptotic expansions of
Hess Θ obtained in [10].

All the results about general perturbations are new, including this form
of the formal derivation of a modulation system. The only small overlap of
which we are aware is with [40] appearing during the preparation of the present
contribution and studying to leading order the spectrum of L(0,η) near λ = 0,
when η is small. Even for this partial result, our proof is different, and our
assumptions are considerably weaker. Let us also stress that [40] discusses
neither modulation systems nor asymptotic regimes. Finally, we point out that
the operator L(0,η) depends on η only through the scalar parameter ‖η‖2, so
that the problem studied in [40] fits the frame of spectral analysis of analytic
one-parameter perturbations, a subpart of general spectral perturbation theory
that is considerably more regular and simpler, even compared to two-parameter
perturbations like we consider here. Concerning the latter, we refer the reader
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to [38, 21] for a general background on spectral theory. In addition to [40],
in the large-period regime, we again expect that the spectral instability result
could be partly recovered by combining a spectral instability result for solitary
waves available in the literature for some specific semilinear equations [51], with
a nontrivial spectral perturbation argument as mentioned above [26, 52, 57].
Extensions and open problems. — Since such plane waves play a role in the
nearby modulation theory, the reader may wonder whether our main results
extend to more general plane waves in the form (15). As was pointed out in
Section 2.6, it is straightforward to check that it is so for all results concerning
longitudinal perturbations. Concerning instability under general perturbations,
a first obvious answer is that instabilities persist under perturbations and, thus,
extend to waves associated with small k̃φ. In Appendix D, we show how to
extend the results to all waves in the semilinear case, that is, when κ is constant,
and in the high-dimensional case, that is, when d ≥ 3.

Finally, in Appendix C, we show how to extend our results to anisotropic
equations, even with dispersion of mixed signature, for waves propagating in a
principal direction.

Although our results strongly hint at the multidimensional spectral insta-
bility of any periodic plane wave, they do leave this question unanswered,
even for semilinear versions of (1). In the reverse direction of leaving some
hope for stability, we stress that there are known natural examples of classes
of one-dimensional equations for which both small-amplitude and large-period
waves are unstable, but there are bands of stable periodic waves. The reader
is referred to [2, 35, 1] for examples on the Korteweg–de Vries/Kuramoto–
Sivashinsky equation and to [4, 3] for examples on shallow-water Saint-Venant
equations. We regard the elucidation of this possibility, even numerically, as
an important open question. We point out, as an intermediate issue whose
resolution would already be interesting, and probably more tractable, the de-
termination of whether there exist periodic waves of (1) associated with wave
parameters at which the modulation system (18) is weakly hyperbolic.

Let us conclude the global presentation of our main results by recalling
that more specialized discussions, including more technical comparisons to the
literature, are provided throughout the text.
Outline. — The next two sections contain general preliminary material: the
first one on the structure of wave profile manifolds and the following one on
adapted spectral theory. The latter, however, contains two highly nontriv-
ial results: spectral conjugations through a linearized Madelung’s transform
(Section 3.2) and the slow/sideband expansion of the Evans function (Theo-
rem 3.2) – a key block of our spectral analysis. After these two sections follow
two sections devoted, respectively, to longitudinal perturbations and to gen-
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eral perturbations. Appendices contain key algebraic relations stemming from
invariances and symmetries used throughout the text (Appendix A), the exam-
ination of constant-state spectral stability (Appendix B), extensions to more
general equations (Appendix C), and more general profiles (Appendix D) and
a table of symbols (Appendix E).

Subsections of the two main sections are in clear correspondence with various
sets of results described in the Introduction, so that the reader interested in
a specific class of results may jump to the relevant part of the analysis and
refer to the table of symbols to search for the definitions involved.
Notation. — Before engaging in more concrete analysis, we here make our
conventions for vectorial, differential and variational notation explicit.

Throughout we identify vectors with columns. The partial derivative with
respect to a variable a is denoted ∂a, or ∂j when variables are numbered and a is
the jth one. The piece of notation d stands for differentiation, so that d g(x)(h)
denotes the derivative of g at x in the direction h. The Jacobian matrix Jac g(x)
is the matrix associated with the linear map d g(x) in the canonical basis. The
gradient ∇g(x) is the adjoint matrix of Jac g(x), and we sometimes use suffix
a to denote the gradient with respect to a. The Hessian operator Hess is given
as the Jacobian of the gradient, Hess g = Jac(∇g). The divergence operator
div is the opposite of the dual of the ∇ operator. We say that a vector field is
curl free if its Jacobian is valued in symmetric matrices.

For any two vectors V and W in Rd0 , thought of as column vectors, V⊗W
stands for the rank-1, square matrix of size d0

V⊗W = V WT ,

whatever d0, where T stands for matrix transposition. Acting on square-valued
maps, div acts row-wise. A dot · denotes the standard scalar product. Since,
as a consequence of invariance by rotational changes, our differential operators
act mostly component-wise, we believe that no confusion is possible and do not
mark differences of meaning of · even when two vectorial structures coexist.
The convention is that summation in scalar products is taken over compatible
dimensions. For instance,

V · ∇UH0(U,∇xU) =
2∑

j=1
Vj ∂UjH0(U,∇xU) ,

ex ·∇∇xUH0(U,∇xU) =
d∑

j=1
(ex)j ∇∂jUH0(U,∇xU) ,

∇xU · ∇∇xUH0(U,∇xU) =
d∑

j=1

2∑

`=1
∂jU`∇∂jU`H0(U,∇xU) .
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We also use notation for differential calculus on functional spaces (thus, in
infinite dimensions), mostly in variational form. We use L to denote lineariza-
tion, analogously to d, so that L(F)[U]V denotes the linearization of F at U
in the direction V. Notation δ stands for variational derivative and plays a role
analogous to gradient, except that we use it on functional densities instead of
functionals. With suitable boundary conditions, this would be the gradient for
the L2 structure of the functional associated with the given functional density
at hand. We only consider functional densities depending on derivatives up to
order 1, so that this is explicitly given as

δA[U] = ∇UA(U,∇xU)− divx (∇∇xUA(U,∇U)) .
In this context, Hess denotes the linearization of the variational derivative,
Hess = Lδ, here explicitly

HessA[U]V = d(U,∇xU)(∇UA)(U,∇xU)(V,∇xV)
− divx

(
d(U,∇xU)(∇∇xUA)(U,∇xU)(V,∇xV)

)
.

Even when one is interested in a single wave, nearby waves enter in stability
considerations. We almost systematically use underlining to denote quantities
associated with the particular given background wave under study. In partic-
ular, when a wave parametrization is available, underlining denotes evaluation
at the parameters of the particular wave under study.

2. Structure of periodic wave profiles

To begin with, we gather some facts about plane traveling wave manifolds.
Up to Section 2.6, we restrict to waves in the form (7). Consistently, here, for
concision, we may set Q = Q1.

2.1. Radius equation. — To analyze the structure of the wave profiles, we step
back from (7) and look for profiles in the form

U(t,x) = eωφ tJ V(x− cx t) ,(21)
without normalizing to enforce 1-periodicity. The profile equation becomes

0 = δHu[V] , with Hu[V] = H0[V]− ωφM[V] + cxQ[V] .(22)
Moreover, we note that, as a consequence of the rotational and spatial trans-
lation invariances of Hu, (22) also contains the following form of mass and
momentum conservations

0 = − d
dx (V · J∇Ux

Hu[V]) ,(23)

0 = d
dx (−Hu[V] + ∂xV · ∇UxHu[V])(24)
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and introduce µφ and µx corresponding constants of integration, so that
µφ = JV · ∇Ux

Hu[V] ,(25)

µx = dV
dx · ∇UxHu[V]−Hu[V] .(26)

Observe that reciprocally by differentiating (25)–(26) one obtains

JV · δHu[V] = 0 and
(
V · dV

dx

)
V · δHu[V] = 0 ,

which yields (22) provided that the set where V · dV
d x vanishes has an empty

interior.
We now check that the above-mentioned condition on V · dV

d x excludes only
solutions of the form (21) that have constant modulus and travel uniformly in
phase. Since (22) is a differential equation, it is already clear that if V vanishes
on some nontrivial interval, then V ≡ 0, and from now on we exclude this
case from our analysis. Then, if V · dV

d x vanishes on some nontrivial interval, it
follows that on this interval ‖V‖ is a constant equal to some r0 > 0 and from
(25) that

V(x) = e
2µφ−cx r2

0
2κ(r2

0) r2
0
xJ (

r0 eϕφJ e1
)
,

for some ϕφ ∈ R. Since the formula provides a solution to (22) everywhere,
this holds everywhere, and henceforth we also exclude this case. However, these
constant solutions are discussed further in Appendix B.

Now to analyze (22) further we first recast (25)–(26) in a more explicit form,

µφ = κ(‖V‖2) JV · dV
dx + cx

2 ‖V‖
2 ,

µx = 1
2κ(‖V‖2)

∥∥∥∥
dV
dx

∥∥∥∥
2
−W (‖V‖2) + ωφ

2 ‖V‖
2 .

Then we set α = ‖V‖2 and observe that

α
dV
dx = 1

2
dα
dx V + JV · dV

dx JV ,

α

∥∥∥∥
dV
dx

∥∥∥∥
2

= 1
4

(
dα
dx

)2
+
(

JV · dV
dx

)2
.

In particular, from (25)–(26) stems

1
8κ(α)

(
dα
dx

)2
+Wα(α; cx, ωφ, µφ) = µx α ,(27)

with

Wα(α; cx, ωφ, µφ) := −W (α)α+ ωφ
2 α2 + 1

8
(2µφ − cx α)2

κ(α) .(28)
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Consistently going back to (22), one derives
1
4κ(α)d2 α

dx2 + κ′(α)
κ(α) (µx α−Wα(α)) + ∂αWα(α) = µx .(29)

As a consequence, since α ≥ 0, if α vanishes at some point, then its derivative
also vanishes there, and µφ = 0. From this we deduce near the same point

dα
dx = O(α) and JV · dV

dx = O(α) hence dV
dx = O(

√
α) ,

This implies µx = −W (0) and corresponds to the trivial solution to (22) given
by V ≡ 0 that we have already ruled out. Note that this exclusion may be
enforced by requiring (µx, µφ) 6= (−W (0), 0).

The foregoing discussion ensures that V actually does not vanish, so that in
particular r =

√
α = ‖V‖ is a smooth function solving

1
2κ(r2)

(
d r
dx

)2
+Wr(r; cx, ωφ, µφ) = µx,(30)

where Wr is defined by

Wr(r; cx, ωφ, µφ) := 1
r2Wα(r2; cx, ωφ, µφ)(31)

= −W (r2) + ωφ
2 r2 + 1

8
(2µφ − cx r2)2

κ(r2) r2 ,

and

κ(r2) d2 r

dx2 + 2r κ
′(r2)
κ(r2) (µx −Wr(r)) + ∂rWr(r) = 0 .(32)

Note that the excluded case where r is constant equal to some r0 happens only
when

µx = −Wr(r0; cx, ωφ, µφ) and 0 = ∂rWr(r0; cx, ωφ, µφ) .
When coming back from (30) to (22) some care is needed when µφ is zero

since thenWr may be extended to R, but solutions to (30) taking negative val-
ues must still be discarded. Except for that point, one readily obtains from (25)
that the family of solutions to (22)–(25)–(26) is associated with any solution r
to (30)

V(x) = e

(∫ x+ϕx

0

2µφ − cx r(y)
2κ(r(y)2) r(y)2 d y

)
J (
r(x+ ϕx) eϕφJ e1

)
,

parametrized by rotational and spatial shifts (ϕφ, ϕx) ∈ R2.
Classical arguments show that if parameters are such that (30) defines6 a

nontrivial closed curve in phase-space that is included in the half-plane r > 0,

6. The relation could define many connected components but implicitly we discuss them
one by one. See Figures 2.1 and 2.2.
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then the above construction yields a wave of the sought form, unique up to
translations in rotational and spatial positions.

2.2. Jump map. — Rather than focusing on the existence of periodic waves,
we now turn our focus to their parametrization, assuming the existence of
a given reference wave V. As announced, parameters associated with V are
underlined, and, more generally, any functional F evaluated at the reference
wave is denoted F .

In the unscaled framework, instead of wavenumbers (kx, kφ), we rather ma-
nipulate the spatial period Xx := 1/kx and the rotational shift7 ξφ := kφ/kx
that satisfy

V(·+Xx) = eξφ J V(·).

Our goal is to show the existence of nearby waves and to determine which
parameters are suitable for wave parametrization among
ωφ , rotational pulsation
cx , spatial speed

V(0), dV
dx (0), initial data for the wave profile ODE

µφ, µx, constants of integration associated with conservation laws
Xx, spatial period
ξφ, rotational shift after a period
ϕφ, ϕx, rotational and spatial translations.

It follows from the Cauchy–Lipschitz theory that functions V satisfying equa-
tion (22) are uniquely and smoothly determined by initial data (V(0), dV

d x (0)) =
(V0,V1), and parameters of the equation (ωφ, cx), on some common neighbor-
hood of [0, Xx] provided that (V0,V1, ωφ, cx) is sufficiently close to (V(0), dV

d x (0),
ωφ, cx). Note that the point 0 plays no particular role, and we may use a spa-
tial translation to replace it with another nearby point so as to ensure suitable
conditions on (V(0), dV

d x (0)). In particular, there is no loss in generality in
assuming that V(0) · dV

d x (0) 6= 0.
At this stage, to carry out algebraic manipulations it is convenient to intro-

duce notation

Sφ[U] := JU · ∇UxH0[U] ,
Sx[U] := −H0[U] + Ux · ∇UxH0[U] .

7. We refrain from using the word Floquet exponent for ξφ to avoid confusion with Floquet
exponents involved in integral transforms.
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so that (25)–(26) is written as
µφ = Sφ[V] + cxM[V] ,(33)
µx = Sx[V] + ωφM[V] .(34)

Now we observe that dUx
(Sφ,Sx)(V(0), dV

d x (0)) has the determinant
(κ(‖V(0)‖2))2 V(0) · dV

d x (0) 6= 0. In particular, as a consequence of the implicit
function theorem, for (V0,V1, cx, ωφ, µφ, µx) near (V(0), dV

d x (0), cx, ωφ, µφ, µx),

µφ = Sφ(V0,V1) + cxM(V0) ,
µx = Sx(V0,V1) + ωφM(V0) ,

is smoothly (and equivalently) solved as
V1 = V1(V0; cx, ωφ, µφ, µx) .

The same is true near (V(Xx), dV
d x (Xx), cx, ωφ, µφ, µx). This implies that, on

the one hand, one may replace (V0,V1, ωφ, cx) with (V0, ωφ, cx, µφ, µx) in the
parametrization of solutions to (22) and, on the other hand, since values of
(Sφ[V] + cxM[V],Sx[V] +ωφM[V]) are invariant under the flow of (22), that, as
a consequence of the Cauchy–Lipschitz theory, solutions to (22) defined on a
neighborhood of [0, Xx] extend as solutions on R such that V(·+Xx) = eξφ JV(·)
if and only if V(Xx) = eξφ JV(0).

We now show that we may replace (V0, ωφ, cx, µφ, µx) with (ϕφ, ϕx, ωφ, cx,
µφ, µx) by taking the solution corresponding to V0 = V(0) and acting with
rotational and spatial translations. The action of rotational and spatial trans-
lations is V(·) 7→ Vϕφ,ϕx := eϕφJ V(· + ϕx). Obviously, it leaves the set of
periodic-wave profiles invariant and, among parameters, interacts only with
initial data, thus, after the elimination of V1, only with V0. Let us denote by
V(µx,cx,ωφ,µφ) the solution to (22), such that

V(µx,cx,ωφ,µφ)(0) = V(0) , d
dxV

(µx,cx,ωφ,µφ)(0) = V1(V(0); cx, ωφ, µφ, µx) .

At background parameters the map
(ϕφ, ϕx, µx, cx, ωφ, µφ) 7→ (V(µx,cx,ωφ,µφ))ϕφ,ϕx(0)

has Jacobian determinant with respect to variations in (ϕφ, ϕx) equal to V(0) ·
dV
d x (0) 6= 0. Thus, as claimed, as a consequence of the implicit function
theorem, one may smoothly and invertibly replace (V0, ωφ, cx, µφ, µx) with
(ϕφ, ϕx, ωφ, cx, µφ, µx) to parametrize solutions to (22) near the background
profile.

As a conclusion, when identified up to rotational and spatial translations,
periodic-wave profiles are smoothly identified as the zero level set of the map

(µx, cx, ωφ, µφ, Xx, ξφ) 7→ V(µx,cx,ωφ,µφ)(Xx)− eξφJ V(µx,cx,ωφ,µφ)(0) .
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Now, at background parameters, the foregoing map has Jacobian determinant
with respect to variations in (Xx, ξφ) equal to V(0) · dV

d x (0) 6= 0. Therefore,
a third application of the implicit function theorem achieves the proof of the
following proposition.

Proposition 2.1. — Near a periodic-wave profile with nonconstant mass, pe-
riodic wave profiles form a six-dimensional manifold smoothly parametrized as

(ϕφ, ϕx, ωφ, cx, µφ, µx) 7→ (V(ωφ,cx,µφ,µx)
ϕφ,ϕx , Xx(ωφ, cx, µφ, µx), ξφ(ωφ, cx, µφ, µx)) ,

with, for any (ϕφ, ϕx),

V(ωφ,cx,µφ,µx)
ϕφ,ϕx (·) = eϕφJ V(ωφ,cx,µφ,µx)

0,0 (·+ ϕx) .

2.3. Madelung’s transformation. — To ease comparisons with the analyses in
[12, 13, 9, 10, 11] for dispersive systems of Korteweg type, including Euler–
Korteweg systems and quasi-linear Korteweg–de Vries equations, we now pro-
vide hydrodynamic formulations of (1)/(3) and correspondences between the
respective periodic waves. The reader is referred to [8] for similar discussions
concerning other kinds of traveling waves.

In the present section, we temporarily go back to the general multidimen-
sional framework. On the one hand, we consider for f = a + i b, U =

(
a
b

)
,

a system in the form

∂tU = J δH#[U] with H# [U] = Heff

(
M[U],Q[U], 1

2 ‖∇xU‖2
)
.

(35)

Then we introduce
U(ρ, θ) :=

√
2 ρ eθ J(e1) , (ρ, θ) ∈ R+ ×R ,

and

H#[(ρ,v)] := Heff

(
ρ, ρv, 1

4ρ‖∇xρ‖2 + ρ ‖v‖2
)

and observe that

ρ = M[U(ρ(·), θ(·))] , ∇xθ = Q[U(ρ(·), θ(·))]
M[U(ρ(·), θ(·))] ,

H#[(ρ,∇xθ)] = H# [U(ρ(·), θ(·))] .
We also point out that

U(ρ, θ) · J δH# [U(ρ(·), θ(·))] = divx (δvH#[(ρ,∇xθ)])(36)
1
2ρJU(ρ, θ) · J δH# [U(ρ(·), θ(·))] = δρH#[(ρ,∇xθ)] ,(37)
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so that if U solves (35) and is bounded away from zero, then

(ρ,v) :=
(
M[U], Q[U]

M[U]

)
(38)

solves

∂t

(
ρ
v

)
= J δH#[(ρ,v)] ,(39)

with the constraint that v is curl free, where J denotes the skew-symmetric
operator

J :=
(

0 divx
∇x 0

)
.

Note that the curl-free constraint is preserved by the time evolution, so that it
is sufficient to prescribe it on the initial data.

Reciprocally, if (ρ,v) solves (39), and ρ is bounded below away from zero,
then for any θ such that

∂tθ = δρH#[(ρ,v)] ,(40)
we have ∇vθ = v, and U := U(ρ(·), θ(·)) solves (35). Note, moreover, that
under such conditions, for any (t0,x0, θ0), (40) possesses a unique solution,
such that θ(t0,x0) = θ0 and that, for any x0, (40) could alternatively be
replaced by: for any t, ∂tθ(t,x0) = δρH#[(ρ,v)](t,x0) and ∇vθ(t, · ) = v(t, · ).

We point out that whereas the Madelung transformation U 7→ (ρ,v) quo-
tients the rotational invariance, it preserves the time and space translation
invariances. With respect to the latter, we consider

Qj [ρ,v] := ρv · ej , j = 1, . . . , d,
and observe that, on the one hand, Qj generates spatial translations along the
direction ej in the sense that if v is curl-free, then

ej ·∇
(
ρ
v

)
= J δQj [(ρ,v)] ,

and that, on the other hand,
Qj [(ρ,∇θ)] = Qj [U(ρ(·), θ(·))] .

We also note that (39) implies
∂t (Qj(ρ,v)) = ∂j (ρ ∂ρH#[(ρ,v)]−H#[(ρ,v)])

+ divx
(
vj ∇vH#[(ρ,v)] + ρxj ∇∇xρH#[(ρ,v)]

)
,

and, for comparison with (6), that when U = U(ρ(·), θ(·)), v = ∇xθ,
∇Uxj

Qj [U] · JδH#[U] = ρ ∂ρH#[(ρ,v)] ,
JδQj [U] · ∇Ux`

H#[U] = vj ∂v`H#[(ρ,v)] + ρxj ∂ρx`H#[(ρ,v)] .
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Concerning the time translation invariance, we note that (39) implies

∂t (H#(ρ,v)) = divx
(
δρH#[(ρ,v)]∇vH#[(ρ,v)]

+ divx(∇vH#[(ρ,v)])∇∇xρH#[(ρ,v)]
)

;

and, for comparison with (5), that when U = U(ρ(·), θ(·)), v = ∇xθ,

∇Uxj
H#[U] · JδH#[U] = δρH#[(ρ,v)] ∂vjH#[(ρ,v)]

+ divx(∇vH#[(ρ,v)]) ∂ρxjH#[(ρ,v)] .

In the hydrodynamic formulation, what replaces to some extent the rota-
tional invariance and its accompanying conservation law for M[U] is the fact
that the time evolution in (39) obeys a system of d+ 1 conservation laws and
that one may add to H# any affine function of (ρ,v) without changing (39).
With this respect, to compare (4) with the equation on ∂tρ, we note that when
U = U(ρ(·), θ(·)), v = ∇xθ,

JδM[U] · ∇Uxj
H#[U] = ∂vjH#[(ρ,v)] .

To make the discussion slightly more concrete, we compute that when H# = H0,
one receives

H0[(ρ,v)] := H#[(ρ,v)] = κ(2 ρ) ρ ‖v‖2 + κ(2 ρ)
4 ρ ‖∇ρ‖

2 +W (2 ρ) ,(41)

and that when H# = Hu, one receives

Hu[(ρ,v)] := H#[(ρ,v)] = H0[(ρ,v)]− ωφρ+ cxQ1(ρ,v) .

Turning to the identification of periodic traveling waves moving in the di-
rection e1, we now restrict the spatial variable to dimension 1 and consider
functions independent of time. We point out that V is a solution to

0 = δHu[V] , µφ = JV · ∇UxHu[V] ,

bounded away from zero if and only if V = U(ρ(·), θ(·)), with ρ bounded below
away from zero, v = d θ

d x , and 0 = δHEK[(ρ, v)], where

HEK[(ρ, v)] := Hu[(ρ, v)]− µφ v = H0[(ρ, v)]− ωφρ− µφ v + cxQ(ρ, v) .(42)

Moreover, then with µx as in (26),

µx = −Hu[(ρ, v)] + v µφ + ρx ∂ρxHu[(ρ, v)]
= ρx ∂ρxHEK[(ρ, v)]−HEK[(ρ, v)] ,

and

v = ν(ρ; cx, µφ) := µφ − cx ρ
2 ρ κ(2 ρ) .(43)
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Furthermore, we stress that under these circumstances, there exists kφ such
that x 7→ e−kφ xJ V(x) is periodic of period Xx if and only (ρ, v) is periodic of
period Xx, and when this happens, kφ is the average of v over one period.

With notation8 from [11], we have untangled the correspondences in param-
eters

cx = c , µx = µ , Xx = Ξ ,
ωφ = −λρ , µφ = −λv , kφ = 〈v〉 ,

in addition to the pointwise correspondences of mass, momentum, and Hamil-
tonian.

We also point out that we have recovered the reduction of profile equations
to a two-dimensional Hamiltonian system associated with

κ(2 ρ)
4 ρ

(
d ρ
dx

)2
+Wρ(ρ; cx, ωφ, µφ) = µx ,(44)

where

Wρ(ρ; cx, ωφ, µφ) := −W (2 ρ)− κ(2 ρ) ρ (ν(ρ))2

+ ωφ ρ+ µφ ν(ρ)− cxQ(ρ, ν(ρ)) ,
(45)

with ν(ρ) = ν(ρ; cx, µφ).

2.4. Action integral. — Motivated by the foregoing sections we introduce

Θ(µx, cx, ωφ, µφ) :=
∫ Xx

0

(
H0[V] + cxQ[V]− ωφM[V]− µφ

Q[V]
M[V] + µx

)
dx ,

(46)

with (Xx,V) associated with (µx, cx, ωφ, µφ) as in Section 2.2. Note that Θ is,
indeed, independent of (ϕφ, ϕx), and since

kφXx = ξφ =
∫ Xx

0

Q[V]
M[V] dx ,

we also have

Θ(µx, cx, ωφ, µφ) =
∫ Xx

0
(H0[V] + cxQ[V]− ωφM[V]− µφ kφ + µx) dx ,

with (Xx, kφ,V) associated with (µx, cx, ωφ, µφ) as in Section 2.2.
Based on (44) we stress the following basic alternative formula

Θ(µx, cx, ωφ, µφ) = 2
∫ ρmax

ρmin

√
µx −Wρ(ρ; cx, ωφ, µφ))

√
κ(2 ρ)
ρ

d ρ ,

8. Except that (ρ, v) plays the role of (v, u) in [11].
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where ρmin = ρmin(µx, cx, µφ, ωφ) and ρmax = ρmax(µx, cx, µφ, ωφ) are, respec-
tively, the minimum and maximum values of M[V]. Note that ρmin and ρmax
are (locally) characterized by

µx =Wρ(ρmin; cx, ωφ, µφ) , µx =Wρ(ρmax; cx, ωφ, µφ) .

A fundamental observation, intensively used in [12, 13, 9, 10, 11], is that




∂µxΘ(µx, cx, ωφ, µφ) = Xx ,

∂cxΘ(µx, cx, ωφ, µφ) =
∫ Xx

0
Q[V] dx ,

∂ωφΘ(µx, cx, ωφ, µφ) = −
∫ Xx

0
M[V] dx ,

∂µφΘ(µx, cx, ωφ, µφ) = −
∫ Xx

0

Q[V]
M[V] dx .

(47)

See, for instance, [12, Proposition 1] for a proof9 of this elementary fact. For
each of those, we also have

∂#Θ(µx, cx, ωφ, µφ) =
∫ ρmax

ρmin

∂#(µx −Wρ)(ρ; cx, ωφ, µφ)√
µx −Wρ(ρ; cx, ωφ, µφ))

√
2κ(2 ρ)

2 ρ d ρ .

2.5. Asymptotic regimes. — As in [10, 11], we shall specialize most of the
general results to two asymptotic regimes: small-amplitude and large-period
asymptotics.

We make explicit here the descriptions of both regimes in terms of parame-
ters. Let (ρ(0), k

(0)
φ ) ∈ (0,∞)×R. Then, for any φ(0) ∈ R,

V(0)(x) =
√

2ρ(0) e(φ(0)+k(0)
φ

x)J(e1)

defines an unscaled profile with parameters (µ(0)
x
, c

(0)
x , ω

(0)
φ , µ

(0)
φ ) determined by

(see (25),(26))

µ(0)
φ

= c(0)
x ρ(0) + κ(2ρ(0)) 2 ρ(0) k

(0)
φ ,

ω
(0)
φ = c(0)

x k
(0)
φ +

(
κ′(2ρ(0)) 2 ρ(0) + κ(2ρ(0))

)
(k(0)
φ )2 + 2W ′(2ρ(0))

µ(0)
x

= −1
2 κ(2ρ(0)) 2ρ(0) (k(0)

φ )2 −W (2ρ(0))− c(0)
x ρ(0)k

(0)
φ + ω

(0)
φ ρ(0) + µ(0)

φ
k

(0)
φ ,

except for c(0)
x ∈ R, which may be chosen arbitrarily. Using ν, and Wρ in-

troduced in (43)–(45), the determination of parameters is equivalently written

9. Let us recall that in this reference, the role of (ρ, v) is played by (v, u). Note that the
proof given there uses V · Vx(0) = 0, but this may be assumed up to an harmless spatial
translation.
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as
k

(0)
φ = ν(ρ(0); c(0)

x , µ(0)
φ

) ,

0 = ∂ρWρ(ρ(0); c(0)
x , ω

(0)
φ , µ(0)

φ
) ,

µ(0)
x

=Wρ(ρ(0); c(0)
x , ω

(0)
φ , µ(0)

φ
) .

In this alternate formulation, it is clear thatwe could instead fix (ρ(0), µ
(0)
φ , c

(0)
x ) ∈

(0,∞)×R2 and determine (k(0)
φ , ω

(0)
φ , µ(0)

x
) correspondingly.

We are only interested in nondegenerate constant solutions and, thus, assume

∂2
ρWρ(ρ(0); c(0)

x , ω
(0)
φ , µ(0)

φ
) 6= 0.

Under this condition, for any (c(0)
x , ω

(0)
φ , µ

(0)
φ ) in some neighborhood of

(c(0)
x , ω

(0)
φ , µ

(0)
φ ), there is a unique corresponding

(ρ(0), k
(0)
φ , µ(0)

x ) := (ρ(0), k
(0)
φ , µ(0)

x )(c(0)
x , ω

(0)
φ , µ

(0)
φ ) ,

in some neighborhood of (ρ(0), k
(0)
φ , µ(0)

x
).

When
∂2
ρWρ(ρ(0); c(0)

x , ω
(0)
φ , µ(0)

φ
) > 0 ,

to any (cx, ωφ, µφ, µx) sufficiently close to (c(0)
x , ω

(0)
φ , µ

(0)
φ , µ(0)

x
) and satisfying

µx > µ(0)
x (cx, ωφ, µφ)

corresponds a unique – up to rotational and spatial translations invariances
– periodic traveling wave with mass close10 to ρ(0)(cx, ωφ, µφ). The small-
amplitude limit denotes the asymptotics µx − µ

(0)
x (cx, ωφ, µφ) → 0, and the

small-amplitude regime is the zone where µx − µ
(0)
x (cx, ωφ, µφ) is small but

positive. Incidentally, we point out that the limiting small amplitude period is
given by

X(0)
x (cx, ωφ, µφ) := 2π

√
κ(2 ρ(0))

2ρ(0)∂2
ρWρ(ρ(0); cx, ωφ, µφ) ,(48)

with ρ(0) = ρ(0)(cx, ωφ, µφ).
When

∂2
ρWρ(ρ(0); c(0)

x , ω
(0)
φ , µ(0)

φ
) < 0 ,

there are at most two solitary wave profiles with parameters (c(0)
x , ω

(0)
φ , µ

(0)
φ ),

namely at most one with ρ(0) as both an infimum and an end state for its mass

10. Recall that there could be various branches corresponding to the same parameters.
We give this precision to exclude other branches; see Figure 2.1.
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Figure 2.1. Small-amplitude limit with two branches with
the same parameters. The upper graph is the graph of µx−Wρ

as a function of ρ. The lower graph is, in the (ρ, d ρ
d x ) phase

plane, the level set defined by (44). The two closed curves
correspond to two periodic waves, the curve of interest being
the one circling ρ(0).

and at most one with ρ(0) as both a supremum and an end state for its mass;
see Figure 2.2. Concerning the large-period regime, we restrict ourselves to the
case when the periodic-wave profile asymptotes a single solitary-wave profile
and leave aside the case11 when the periodic wave profile is asymptotically
obtained by gluing two pieces of distinct solitary wave profiles sharing the same
end state. From now on, we focus on the case where ρ(0) is an infimum. Note
that when there are two solitary waves with the same endstate/parameters,

11. There are yet more possibilities (involving fronts/kinks in addition to solitary waves),
but they may be thought of as degenerate in the sense that they form a manifold of a
smaller dimension. The two-bump case is nondegenerate but was left aside in [10] as a priori
significantly different from the single-bump case dealt with here and there.
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Figure 2.2. Solitary-wave limit with two branches with
the same parameters. The upper graph is the graph of µx−Wρ

as a function of ρ. The lower graph is, in the (ρ, d ρ
d x ) phase

plane, the level set defined by (44). In both graphs, we super-
impose images corresponding to parameters of the solitary-
wave limit and nearby parameters corresponding to periodic
waves of a large period. The curves of interest are the right-
hand ones.

they generate distinct branches of (single-bump) periodic waves, thus, may be
analyzed independently. Moreover, we point out that the related analysis of
the supremum case is completely analogous. The existence of a solitary wave
of such a type is equivalent to the existence of ρ(s) > ρ(0), such that

Wρ(ρ(s); c(0)
x , ω

(0)
φ , µ(0)

φ
) = µ(0)

x
, ∂ρWρ(ρ(s); c(0)

x , ω
(0)
φ , µ(0)

φ
) > 0 ,
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and

∀ρ ∈ (ρ(0), ρ(s)), Wρ(ρ; c(0)
x , ω

(0)
φ , µ(0)

φ
) 6= µ(0)

x
,

where (ρ(0), µ(0)
x

) = (ρ(0), µ
(0)
x )(c(0)

x , ω
(0)
φ , µ

(0)
φ ). The situation is stable by per-

turbation of parameters (c(0)
x , ω

(0)
φ , µ

(0)
φ ). Assuming the latter, one deduces that

to any (µx, cx, ωφ, µφ) sufficiently close to (µ(0)
x
, c

(0)
x , ω

(0)
φ , µ

(0)
φ ) and satisfying

µx < µ(0)
x (cx, ωφ, µφ),

corresponds aunique –up to rotational and spatial translations invariances – peri-
odic travelingwavewithmass average andmassminimumclose toρ(0)(cx, ωφ, µφ).
The large period limit denotes the asymptotics µx−µ(0)

x (cx, ωφ, µφ)→ 0 and the
large period regime is the zone where µx − µ(0)

x (cx, ωφ, µφ) is sufficiently small
but negative.

From the point of view of the solitary waves themselves, it is actually both
more natural and more convenient to keep a parametrization by (cx, ρ(0), kφ)
rather than by (cx, ωφ, µφ), with ρ(0) the end state. This is consistent with
the fact that variations in the end state (thus in (ρ, kφ)) play no role in the
classical stability analysis of solitary waves (under localized perturbations).
Assuming as above that there is a ρ(s) associated with (c(0)

x , ρ(0), k
(0)
φ ), one

deduces that for any (cx, ρ(0), kφ) sufficiently close to (c(0)
x , ρ(0), k

(0)
φ ), there

exists ρ(s) = ρ(s)(cx, ρ(0), kφ) close to ρ(s) such that

Wρ(ρ(s); cx, ω(0)
φ , µ

(0)
φ ) = (µx)(0) , ∂ρWρ(ρ(s); cx, ω(0)

φ , µ
(0)
φ ) > 0 ,

and

∀ρ ∈ (ρ(0), ρ
(s)), Wρ(ρ; cx, ω(0)

φ , µ
(0)
φ ) 6= (µx)(0) ,

where (ω(0)
φ , µ

(0)
φ ) = (ω(0)

φ , µ
(0)
φ )(cx, ρ(0), kφ) is defined implicitly by

(ρ(0), kφ) = (ρ(0), k
(0)
φ )(cx, ω(0)

φ , µ
(0)
φ ) ,

and (µx)(0) = (µx)(0)(cx, ρ(0), kφ) :=µ
(0)
x (cx, ω(0)

φ (cx, ρ(0), kφ), µ(0)
φ (cx, ρ(0), kφ)).

The mass of the corresponding solitary-wave profile ρ(s) = ρ(s)( · ; cx, ρ(0), kφ)
is then obtained by solving

κ(2 ρ(s))
2 ρ(s)

d2 ρ(s)

dx 2 = −
(
κ′(2 ρ(s))

2 ρ(s)
− κ(2 ρ(s))

4 ρ2
(s)

)(d ρ(s)

dx

)2

− ∂ρWρ(ρ(s); cx, ω(0)
φ , µ

(0)
φ ) ,
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with ρ(s)( 0 ; cx, ρ(0), kφ) = ρ(s)(cx, ρ(0), kφ). Then the unscaled profile V(s) =
V(s)( · ; cx, ρ(0), kφ) is obtained through12

V(s) =
√

2 ρ(s) eθ(s) J(e1) ,

θ(s)(x) =
∫ x

0
ν(ρ(s)( · ; cx, ρ(0), kφ); cx, µ(0)

φ (cx, ρ, kφ)) .

Stability conditions are expressed in terms of

Θ(s)(cx, ρ, kφ) :=
∫ ∞

−∞

(
H0[V(s)] + cxQ[V(s)]− ω(0)

φ M[V(s)]

− µ(0)
φ

Q[V(s)]
M[V(s)]

+ (µx)(0)

)
.

(49)

Concerning the small-amplitude limit, although this is less crucial, at some
point it will also be convenient to adopt a parametrization of limiting harmonic
wave trains by (kx, ρ(0), kφ) (rather than by (cx, ωφ, µφ)). Our starting point
was a parametrization by (cx, ρ(0), kφ), so that we only need to examine the
invertibility of the relation cx 7→ 1/X(0)

x at fixed (ρ, kφ). The equation to invert
is

∂2
ρWρ(ρ; cx, ωφ, µφ) = 1

2
κ(2 ρ)

2ρ (2π kx)2 ,

with (ωφ, µφ) associated with (cx, ρ, kφ) through
kφ = ν(ρ; cx, µφ) , 0 = ∂ρWρ(ρ; cx, ωφ, µφ) .(50)

Straightforward computations detailed in [11, Appendix A] show that

∂2
ρWρ(ρ; cx, ωφ, µφ) = 1

κ(2 ρ) 2ρ det(B HessH(0)(ρ, kφ) + cx I2)

−2κ(2 ρ) 2ρ ∂ρν(ρ; cx, µφ) = 2cx + Tr(B HessH(0)(ρ, kφ)) ,
where

B :=
(

0 1
1 0

)
, H(0)(ρ, v) := κ(2 ρ)ρ v2 +W (2 ρ) .(51)

Let us stress incidentally that H(0) is the zero dispersion limit of the Hamilton-
ian H0 of the hydrodynamic formulation of the Schrödinger equation,
and B is the self-adjoint matrix involved in this formulation. As a result, if
∂ρν(ρ(0); c(0)

x , µ
(0)
φ ) 6= 0, then locally one may, indeed, parametrize waves by

(kx, ρ, kφ), and we shall denote
cx = c(0)

x (kx, ρ, kφ) , ω(0)
x (kx, ρ, kφ) := −kx c(0)

x (kx, ρ, kφ) ,
the corresponding harmonic phase speed and associated spatial time frequency.

12. The choice of the point where the value ρ(s)(cx, ρ, kφ) is achieved (respectively of
θ(s)(0; cx, ρ, kφ)), quotients the invariance by spatial (respectively rotational) translation.
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2.6. General plane waves. — We now explain how to extend the foregoing
analysis to more general plane waves in the form (15). So far, we have discussed
explicitly the case when kφ and kx point in the direction of e1. The main task
is to show how to reduce to the case when kφ and kx are colinear, that is, when
k̃φ = 0.

Let us first observe that for any vector k̃φ, the frame change

U(t,x) = ek̃φ·x J Ũ(t,x)
changes (3) into

∂tŨ = JδH̃kφ
[Ũ] ,

H̃kφ
[Ũ] := H0(Ũ, (∇x + k̃φJ)Ũ)(52)

= H0(Ũ,∇xŨ) + 1
2 ‖Ũ‖

2 κ(‖Ũ‖2) ‖k̃φ‖2 + κ(‖Ũ‖2) k̃φ · Q[Ũ] .

As a consequence, if one is simply interested in analyzing the structure of
waves or the behavior of solutions arising from longitudinal perturbations or
more generally from perturbations depending only on directions orthogonal to
k̃φ, it is sufficient to fix ex and k̃φ (orthogonal to each other) and replace H0
with H0,̃kφ

defined by

H0,̃kφ
[Ũ] := H0(Ũ,∇xŨ) + 1

2 ‖Ũ‖
2 κ(‖Ũ‖2) ‖k̃φ‖2 ,

or equivalently to replace W with Wk̃φ
defined through

Wk̃φ
(α) := W (α) + 1

2 ακ(α) ‖k̃φ‖2 .

With this point of view, all quantities manipulated in previous subsections
of the present section should be thought of as implicitly depending on ex and
k̃φ. Note, however, that actually they do not depend on ex and depend on k̃φ
only through ‖k̃φ‖2. In particular, their first-order derivatives with respect to
k̃φ vanish at k̃φ = 0.

To prepare the analysis of stability under general perturbations, let us make
explicit the relations defining constants of integration and averaged quantities
for general plane waves taken in the form

U(t,x) = e
(

k̃φ·(x−c
x

e
x
t)+ω

φ
t
)

J V(ex ·(x− cx ex t)) ,
generalizing (21). We still have

µφ = Sφ[V] + cxM[V] ,
but Sφ should be taken as

Sφ[V] = JV · (ex ·∇Ux) H0,̃kφ
(V, ex ∂ζV) .
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Likewise
µx = Sx[V] + ωφM[V] ,

with
Sx[V] = −H0,̃kφ

(V, ex ∂ζV) + ∂ζV · (ex ·∇Ux) H0,̃kφ
(V, ex ∂ζV) .

This implies that

Q[U] = ex ·Q(V, ex ∂ζV) ex +M[V] k̃φ ,

JU · ∇UxH0[U] = ex (µφ − cxM[V]) + k̃φ κ(‖V‖2) 2M[V] ,
1
2JU · JδH0[U]−H0[U] = µx − cx ex ·Q(V, ex ∂ζV)

− κ(‖V‖2) ‖∂ζV‖2 + κ′(‖V‖2)M[V] ‖k̃φ‖2 ,

Jδ Qj [U] · ∇Ux`
H0[U] = κ(‖V‖2)

(
(ex)j ∂ζV + (k̃φ)j JV

)

·
(

(ex)` ∂ζV + (k̃φ)` JV
)
,

with right-hand terms evaluated at (ex ·(x− cx ex t)).

3. Structure of the spectrum

Now we turn to gathering key facts about the spectrum of operators arising
from linearization, in suitable frames, about periodic plane waves.

3.1. The Bloch transform. — Our first observation is that, due to a suitable
integral transform, the spectrum of the linearized operator L defined in (9)
may be studied through normal-mode analysis.

To begin with, we introduce a suitable Fourier–Bloch transform, as a mix of
a Floquet/Bloch transform in the x variable and the Fourier transform in the
y variable:

B(g)(ξ, x,η) = ǧ(ξ, x,η) :=
∑

j∈Z
ei 2jπx ĝ(ξ + 2jπ,η) ,(53)

where ĝ is the usual Fourier transform normalized so that for x = (x,y)

F(g)(ξ,η) = ĝ(ξ,η) := 1
(2π)d

∫

R
e− i ξx−i η·y g(x) d x,

g(x) =
∫

R
ei ξx+i η·y ĝ(ξ,η) d ξ dη .

Obviously, ǧ(ξ, · ,η) is periodic of period 1 for any (ξ, η), that is,
∀x ∈ R, ǧ(ξ, x+ 1,η) = ǧ(ξ, x,η) .
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As follows readily from (53) and basic Fourier theory, (2π)d/2 B is a total isom-
etry from L2(Rd) to L2((−π, π)× (0, 1)×Rd−1), and it satisfies the inversion
formula

g(x) =
∫ π

−π

∫

Rd−1
ei ξx+i η·y ǧ(ξ, x,η) d ξ dη .(54)

The Poisson summation formula provides an alternative equivalent formula for
(53)

ǧ(ξ, x,η) = 1
2π
∑

`∈Z
e− i ξ(x+`) Fy(g)(x+ `,η) ,

where Fy denotes the Fourier transform in the y-variable only.
The key feature of the transform B is that in some sense it diagonalizes

differential operators whose coefficients do not depend on y and are 1-periodic
in x. For large classes of such operators P = P (x, ∂x,∇y), stands

B(Pu)(ξ, x,η) = P (x, ∂x + i ξ, iη)B(u)(ξ, x,η) ,

so that the action of such operators on functions defined on Rd is reduced to
the action of Pξ,η = P (x, ∂x + i ξ, iη) on 1-periodic functions, parametrized by
(ξ,η).

In particular, for L as in (9) we have

(Lg)(x) =
∫ π

−π

∫

Rd−1
ei ξx+i η·y (Lξ,η ǧ(ξ, · ,η))(x) , d ξ dη,

where Lξ,η acts on 1-periodic functions and from H = Hx + Hy inherits the
splitting

Lξ,η := Lxξ + Ly
η , with Ly

η := ‖η‖2 κ(‖U‖2) J ,
and Lxξ given by

LxξV = J
(

d(U,Ux)(∇UH)(U,∇xU)(V, (∂x + i ξ)V)

− (∂x + i ξ)
(
d(U,Ux)(∇UxH)(U,∇xU)(V, (∂x + i ξ)V)

) )
.

On13 L2
per((0, 1)) each Lξ,η has a compact resolvent and depends analytically

on (ξ,η) in the strong resolvent sense.
It is both classical and relatively straightforward to derive from the latter and

the isometry of (2π)d/2 B that the spectrum of L on L2(R) coincides with the
union over (ξ,η) ∈ [−π, π]×Rd−1 of the spectrum of each Lξ,η on L2

per((0, 1)).
The reader is referred to [48, p.30-31] for more details on the argument, to [39]

13. We insist on the subscript per to emphasize that corresponding domains involve
Hs

per((0, 1)) spaces, thus effectively encoding periodic boundary conditions when s > 1/2.
Notation “Lper

ξ,η
acts on L2((0, 1))” would be mathematically more accurate but more

cumbersome.
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for a general background on the Bloch transform, and to [48, 49] for comments
on its use in periodic-wave stability problems.

3.2. Linearizing Madelung’s transformation. — We would like to point out
here how the analysis of Section 2.3 may be extended to the spectral level. We
stress that working with Bloch–Fourier symbols Lξ,η provides crucial simplifi-
cations in the arguments.

Firstly, we observe that linearizing (36)–(37) provides all the necessary alge-
braic identities. Secondly, we note that applying a Bloch–Fourier transform to
both sides of the foregoing identities yields the required algebraic conjugations
between the respective Bloch–Fourier symbols.

To go beyond algebraic relations, we start with a few notational or elemen-
tary considerations.

1. From elementary elliptic regularity arguments, it follows that the L2
per-

spectrum of each Lξ,η coincides with its H1
per-spectrum.

2. With L2
curlξ,η ((0, 1)) denoting the space of L2((0, 1); C)d-functions v,

such that14
(

(∂x + i ξ)
iη

)
∧ v = 0 ,

we observe that when (ξ,η) ∈ [−π, π]×Rd−1 \ {(0, 0)},

Iξ,η : H1
per((0, 1)) −→ L2

curlξ,η ((0, 1)) , θ 7→
(

(∂x + i ξ)
iη

)
θ

is a bounded invertible operator.
3. The linearization of the relation

U = e−
kφ
kx

(·)J U(ρ(·), θ(·)) ,

at U , (ρ, θ), is given by

m : H1
per((0, 1); C2) −→ H1

per((0, 1); C)2 , V 7→
(
U ·V, JU

2ρ ·V
)

and is bounded and invertible with inverse

m−1 : H1
per((0, 1); C)2 −→ H1

per((0, 1); C2) , (ρ, θ) 7→ ρ
U
2 ρ + θ JU .

Considering Lξ,η as an operator on H1
per and denoting Lξ,η the correspond-

ing Bloch–Fourier symbol for the associated Euler–Korteweg system (39), we

14. The condition means: (∂x + i ξ)vj = i ηj−1v1 for 2 ≤ j ≤ d, and ηjv` = η`vj for
1 ≤ j, ` ≤ d− 1. When d = 1, L2

curlξ,η
((0, 1)) = L2((0, 1); C).
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deduce when (ξ,η) ∈ [−π, π]×Rd−1 \ {(0, 0)}, the conjugation

Lξ,η = m−1
(

I 0
0 I−1

ξ,η

)
Lξ,η

(
I 0
0 Iξ,η

)
m .

Of course, the conjugation yields the identity of spectra, including algebraic
multiplicities but also the identity of the detailed algebraic structure of each
eigenvalue. When d = 1, by continuity of the eigenvalues with respect to ξ, one
also concludes that L0 and L0 share the same spectrum, including algebraic
multiplicities, but algebraic structures may differ (and as stressed below, in
general, they do). Note that to go from spectral to linear stability it is actually
crucial to examine semisimplicity of eigenvalues.

For this reason, we focus now a bit more on the case (ξ,η) = (0, 0). To begin
with, denoting L2

0((0, 1)) the space of L2((0, 1); C)d-functions v of the form
(
v
0

)
, with

∫ 1

0
v = 0 ,

we observe that

I(0) : H1
per((0, 1)) −→ L2

0((0, 1)) , θ 7→
(
∂x
0

)
θ

is a bounded invertible operator. Moreover, we point out that L0,0 leaves
H1

per((0, 1)) × L2
0((0, 1)) invariant,15 and its restriction is conjugated to L0,0

through

L0,0 = m−1
(

I 0
0 (I(0))−1

)
(L0,0)|H1

per((0,1))×L2
0((0,1))

(
I 0
0 I(0)

)
m .

Denoting π0 the orthogonal projector of H1
per((0, 1)) × L2

curl0,0((0, 1)) on
H1

per((0, 1)) × L2
0((0, 1)) we also note that (I − π0)L0,0 (I − π0) is identically

zero, and π0 L0,0 (I − π0) is bounded. As a conclusion, one derives when λ is
nonzero and does not belong to the spectrum of L(0,0) or equivalently, when λ
is nonzero and does not belong to the spectrum of L(0,0)

(λI− L(0,0))−1 = 1
λ

(I− π0)

+
(

I 0
0 I(0)

)
m−1(λI− L(0,0))−1 m

(
I 0
0 (I(0))−1

)(
π0 + 1

λ
π0 L0,0 (I− π0)

)
,

so that for nonzero eigenvalues, the algebraic structures16 of L(0,0) and L0,0 are
the same.

15. For an unbounded operator A defined on X with domain D, we say that Y , a subspace
of X, is left invariant by A if A(D ∩ Y ) ⊂ Y , and, in this case, A|Y is defined on Y with
domain D ∩ Y .

16. Recall that the algebraic structure of an eigenvalue λ0 of an operator A is read on the
singular part of λ 7→ (λI−A)−1 at λ = λ0.
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As we comment further below, in general, 0 is an eigenvalue of L(0,0) of
algebraic multiplicity 4 with two Jordan blocks of height 2, whereas, when
d = 1, 0 is an eigenvalue of L0 of algebraic multiplicity 4 with geometric
multiplicity 3 and one Jordan block of height 2.

3.3. The Evans function. — Since each Lξ,η acts on functions of a scalar vari-
able, it is convenient to analyze their spectra by focusing on spatial dynamics,
rewriting spectral problems in terms of ODEs of the spatial variable. Adapting
the construction of Gardner [25] to the situation at hand, this leads to the
introduction of a suitable Evans function.

To keep spectral ODEs as simple as possible, it is expedient to work with
unscaled equations as in Section 2. Explicitly, with the notation from Section 2,
for λ ∈ C and η ∈ Rd−1, we consider R( · , x0;λ,η) the solution operator of the
first-order four-dimensional differential operator canonically associated with
the second-order two-dimensional operator J Hess Hu[V] + ‖η‖2 κ(‖V‖2)J− λ.
Note that R(x0, x0;λ,η) = I4. Accordingly, we introduce the Evans function

Dx0
ξ (λ,η) = det

(
R(x0 +Xx, x0;λ,η)− ei ξ diag(eξφJ

, eξφJ)
)
.(55)

The choice of x0 is immaterial; we shall set x0 = 0 and drop the corresponding
superscript in the following.

The backbone of the Evans function theory is that λ0 belongs to the spec-
trum of Lξ,η if and only if λ0 is a root of Dξ( · ,η), and that its (algebraic)
multiplicity as an eigenvalue of Lξ,η agrees with its multiplicity as a root of
Dξ( · ,η). The first part of the claim is a simple reformulation of the fact that
the spectrum of Lξ,η contains only eigenvalues, whereas the second part may be
derived from the expression of resolvents of Lξ,η at λ in terms of solution oper-
ators R( · , ·;λ,η) and the characterization/definition of algebraic multiplicity
at λ0 as the rank of the residue at λ0 of the resolvent map.

To a large extent, the benefits from using an Evans function instead of
directly studying spectra are the same as those arising from the consideration
of characteristic polynomials to study finite-dimensional spectra.

3.4. High-frequency analysis. — It is quite straightforward to check that when
|<(λ)| is sufficiently large, λ does not belong to the spectrum of any Lξ,η. When
λ is real, and ξ ∈ {0, π}, Dξ(λ,η) is real valued, and we would like to go further
and determine its sign when (λ,η) is sufficiently large with λ real. This is useful
in order to derive instability criteria based on the intermediate value theorem.

Since the principal part of Lξ,η has nonconstant coefficients, this is not com-
pletely trivial, but one may reduce the computation to the constant-coefficient
case by a homotopy argument similar to the one in [9].

tome 150 – 2022 – no 1



NLS PERIODIC WAVES 147

Proposition 3.1. — Let V be an unscaled wave profile (in the sense of (22)).
There exists R0 > 0 such that for any (λ,η) ∈ R×Rd−1 satisfying |λ|+‖η‖2 ≥
R0, we have D0(λ,η) > 0 and Dπ(λ,η) > 0.

Proof. — An elementary Lax–Milgram type argument shows that when (λ,η)
is sufficiently large (with λ real) independently of θ ∈ [0, 1], λ does not belong
to the spectrum of

L(θ)
0,η := (1− θ)L0,η + θ J(−(kx ∂x + kφJ)2 + ‖η‖2)

on L2
per((0, 1)), for any θ ∈ [0, 1]. The needed estimates stem from the form

L(θ)
0,η = J((θ + (1− θ)κ(‖U‖2)) (−k2

x∂
2
x + ‖η‖2))

+ lower order terms independent of λ and η

and the fact that min(κ(‖U‖2)) > 0. Indeed, for some positive constants c, C
independent of (λ,η, θ) ∈ R ×Rd−1 × [0, 1]

〈(JV− sgn(λ)V, (L(θ)
0,η − λ)V)〉L2 ≥ c (‖V‖2H1 + (‖η‖2 + |λ|)‖V‖2)

− C ‖V‖H1 ‖V‖L2

≥ c

2 (‖V‖2H1 + (‖η‖2 + |λ|)‖V‖2) ,

provided that (λ,η) is sufficiently large and V ∈ H2
per((0, 1)). A similar bound

holds for the adjoint problem.
For the correspondingEvans functions, this implies that (λ,η, θ) 7→ D

(θ)
0 (λ,η)

has a constant sign on
{

(λ,η, θ) ∈ R ×Rd−1 × [0, 1] ; |λ|+ ‖η‖ ≥ R0 ,
}

for some R0 > 0. This sign is easily evaluated by considering either D(1)
0 (λ, 0)

when λ is large or17 D
(1)
0 (0,η) when ‖η‖ is large. The foregoing computations

can be made even more explicit running first another homotopy argument mov-
ing J(−(kx ∂x + kφJ)2 + ‖η‖2) to J(−k2

x ∂
2
x + ‖η‖2), thus reducing to ξ

φ
= 0;

in this case, we have D(1)
0 (0,η) = (e‖η‖Xx −1)2 (e−‖η‖Xx −1)2.

The study of Dπ(λ,η) is nearly identical and thus omitted. �

3.5. Low-frequency analysis. — Now we turn to the derivation of an expansion
of Dξ(λ,η) when (λ, ξ,η) is small. We begin with a few preliminary remarks
to prepare such an expansion.

For the sake of brevity in algebraic manipulations, we introduce the notation

[A]0 := A(Xx)− eξφJ
A(0) .

17. When d = 1, this requires us to first embed artificially the spectral problem at hand
in a corresponding higher-dimensional problem.
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Let us observe that if A[U] = A(U, Ux) is rotationally invariant,

LA[U]V = LA[eϕφJ U] eϕφJ V ,

for any ϕφ ∈ R; hence if V(·+Xx) = eξφJ V(·),

(LA[V]ψ)(0) = d(U,Ux)A(V(Xx),Vx(Xx))(eξφJ
ψ(0), eξφJ

ψx(0)) ,
(LA[V]ψ)(Xx)− (LA[V]ψ)(0) = d(U,Ux)A(V(Xx),Vx(Xx))([ψ]0, [ψx]0) .

All relevant quantities depend on η only through ‖η‖2 and a wealth of infor-
mation on the regime (λ, ξ,η) small – used repeatedly below without mention
– is obtained by differentiating (22), (33) and (34); for a = ωφ, cx, µφ, µx,

[∂aV]0 = ∂aξφ eξφJ JV(0)− ∂aXx eξφJ Vx(0) ,(56)
(L(Sφ + cxM)[V]∂aV)(0) = ∂aµφ − ∂acxM[V](0) ,(57)
(L(Sx + ωφM)[V]∂aV)(0) = ∂aµx − ∂aωφM[V](0) .(58)

Finally, from Appendix A we derive that if

λψ = J Hess Hu[V]ψ + ‖η‖2 κ(‖V‖2)Jψ ,

then

λLM[V]ψ = ∂x (L(Sφ + cxM)[V]ψ)− ‖η‖2 κ(‖V‖2) JV ·ψ ,(59)
λLQ1[V]ψ = ∂x

(
L(Sx + ωφM)[V]ψ

)
− ‖η‖2 κ(‖V‖2)Vx ·ψ(60)

+ ∂x

(
1
2JV ·

(
λψ − ‖η‖2 κ(‖V‖2)Jψ

))
.

Moreover, as has already been mentioned in Section 2.2

det(dUx
(Sφ,Sx)(V(Xx),Vx(Xx)) = (κ(‖V(0)‖2))2 V(0) · Vx(0) .

Theorem 3.2. — With the notation from Section 2, consider an unscaled wave
profile V such that V · Vx 6≡ 0. Then the corresponding Evans function expands
uniformly in ξ ∈ [−π, π] as

Dξ(λ,η) = det
(
λΣt − (ei ξ −1)I4 + ‖η‖2

λ Σy

)(61)

+O
(
(|λ|+ |ξ|+ ‖η‖2) (|λ|2 + |ξ|2 + ‖η‖2) (|λ|(|λ|+ |ξ|) + ‖η‖2)

)
,
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when (λ,η)→ (0, 0), with

Σt =




∂aξφ

∂aXx∫X
x

0 LM[V]∂aV + M[V](0) ∂aXx∫Xx
0 LQ1[V]∂aV + Q1[V](0) ∂aXx



a=ωφ,cx,µφ,µx

,

Σy =




0 0 0 0

0 0 0 0
∫X

x

0 κ(‖V‖2) ‖V‖2 −
∫X

x

0 κ(‖V‖2) JV · Vx 0 0
∫X

x

0 κ(‖V‖2)Vx · JV −
∫X

x

0 κ(‖V‖2) ‖Vx‖2 0 0



.

Note that the structure of Σy is consistent with the fact that there is actually
no singularity in the low-frequency expansion of the Evans function; every
power of ‖η‖2/λ is balanced by a corresponding power of λ.

Proof. — By a density argument on the point where the Evans function is
considered, we may reduce the analysis to the case when V(0) · Vx(0) 6= 0.

Guided by rotation and translation invariance, we introduce

Ψ1( · ;λ,η) =R( · , 0;λ,η)
(

JV(0)
JVx(0)

)
Ψ2( · ;λ,η) =R( · , 0;λ,η)

(
Vx(0)
Vxx(0)

)
,

Ψ3( · ;λ,η) =R( · , 0;λ,η)
(
∂µφV(0)
∂µφVx(0)

)
Ψ4( · ;λ,η) =R( · , 0;λ,η)

(
∂µxV(0)
∂µxVx(0)

)
,

so that in particular

Ψ1( · ; 0, 0) =
(

JV
JVx

)
, Ψ2( · ; 0, 0) =

(
Vx
Vxx

)

Ψ3( · ; 0, 0) =
(
∂µφV
∂µφVx

)
, Ψ4( · ; 0, 0) =

(
∂µxV
∂µxVx

)
.

Then we set Ψ =
(

Ψ1 Ψ2 Ψ3 Ψ4

)
and observe that from the computations in

Section 2.2 stems

Dξ(λ,η) = (κ(‖V(0)‖2))2

× det
(

[Ψ( · ;λ,η)]0 − (ei ξ −1) diag(eξφJ
, eξφJ)Ψ(0;λ,η)

)
.
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Note that each Ψ`( · ;λ,η) splits as (ψ`( · ;λ,η), (ψ`)x( · ;λ,η)) for some
ψ`( · ;λ,η) and that

λψ` = J Hess Hu[V]ψ` + ‖η‖2 κ(‖V‖2)Jψ` .

We may now use the identities (59) (60)) and perform line combinations so
as to obtain that (V(0) · Vx(0))×Dξ(λ,η) coincides with the determinant of a
matrix of the form



[ψ`]0 − (ei ξ −1) eξφJ
ψ`(0)

λ
∫ X

x

0 LM[V](ψ`) + ‖η‖2 ∫ Xx

0 κ(‖V‖2) JV · ψ` − (ei ξ −1) (L(Sφ + cxM)[V]ψ`)(0)

λ
∫ X

x

0 LQ1[V](ψ`) + ‖η‖2 ∫ Xx

0 κ(‖V‖2)Vx · ψ`
−(ei ξ −1)

((
L(Sx + ωφM)[V] +

(
λ
2 JV − ‖η‖2 κ(‖V‖2)V

)
·
)
ψ`
)

(0)



`

,

in the limit (λ,η) → (0, 0) (where we have left implicit the dependence of
ψ` on (λ,η) for the sake of concision). Then we observe that it follows from
invariances by rotational and spatial translations that the first two columns of
the foregoing matrix are of the form




O(|λ|+ |ξ|+ ‖η‖2)
O(|λ|+ |ξ|+ ‖η‖2)

O(|λ| (|λ|+ |ξ|) + ‖η‖2)
O(|λ| (|λ|+ |ξ|) + ‖η‖2)



,

when (λ,η) → (0, 0) and that, as follows by comparing respective equations,
both ∂λψ1( · ; 0, 0) and ∂ωφV on the one hand and ∂λψ2( · ; 0, 0), and −∂cxV on
the other hand, differ only by a linear combination of ψ1( · ; 0, 0), ψ2( · ; 0, 0),
ψ3( · ; 0, 0) and ψ4( · ; 0, 0).

Therefore, from a direct expansion and a column manipulation, one derives
that

(−V(0) · Vx(0))×Dξ(λ,η) = det
(
C1 C2 C3 C4

)
,

with

C1 =




λ [∂ωφV]0 − (ei ξ −1) eξφJ JV(0)
λ2 ∫Xx

0 LM[V]∂ωφV + ‖η‖2
∫Xx

0 κ(‖V‖2) ‖V‖2
λ2 ∫Xx

0 LQ1[V]∂ωφV + ‖η‖2
∫X

x

0 κ(‖V‖2)Vx · JV




+




O(|λ|(|λ|+ |ξ|) + ‖η‖2)
O((|λ|2 + ‖η‖2)(|λ|+ |ξ|) + ‖η‖4)
O((|λ|2 + ‖η‖2)(|λ|+ |ξ|) + ‖η‖4)


 ,
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C2 =




λ [∂cxV]0 + (ei ξ −1) eξφJ Vx(0)
λ2 ∫Xx

0 LM[V]∂cxV +λ (ei ξ −1)M[V](0)−‖η‖2
∫Xx

0 κ(‖V‖2) JV · Vx
λ2 ∫Xx

0 LQ1[V]∂cxV +λ (ei ξ −1)Q1[V](0)−‖η‖2
∫Xx

0 κ(‖V‖2) ‖Vx‖2




+




O(|λ|(|λ|+ |ξ|) + ‖η‖2)
O((|λ|2 + ‖η‖2)(|λ|+ |ξ|) + ‖η‖4)
O((|λ|2 + ‖η‖2)(|λ|+ |ξ|) + ‖η‖4)


 ,

C3 =




[∂µφV]0 − (ei ξ −1) eξφJ
∂µφV(0)

λ
∫X

x

0 LM[V]∂µφV + ‖η‖2
∫X

x

0 κ(‖V‖2) JV · ∂µφV − (ei ξ −1)
λ
∫Xx

0 LQ1[V]∂µφV + ‖η‖2
∫Xx

0 κ(‖V‖2)Vx · ∂µφV




+




O(|λ|+ ‖η‖2)
O((|λ|+ ‖η‖2)(|λ|+ |ξ|+ ‖η‖2))
O((|λ|+ ‖η‖2)(|λ|+ |ξ|+ ‖η‖2))


 ,

and

C4 =




[∂µxV]0 − (ei ξ −1) eξφJ
∂µxV(0)

λ
∫Xx

0 LM[V]∂µxV + ‖η‖2
∫Xx

0 κ(‖V‖2) JV · ∂µxV
λ
∫X

x

0 LQ1[V]∂µxV + ‖η‖2
∫X

x

0 κ(‖V‖2)Vx · ∂µxV − (ei ξ −1)




+




O(|λ|+ ‖η‖2)
O((|λ|+ ‖η‖2)(|λ|+ |ξ|+ ‖η‖2))
O((|λ|+ ‖η‖2)(|λ|+ |ξ|+ ‖η‖2))


 .

Then the result follows steadily from an expansion of the determinant and a
few manipulations on the first two lines based on Formula (56) for [∂aV]0. �

4. Longitudinal perturbations

We begin by completing and discussing consequences of the latter sections on
the stability analysis for longitudinal perturbations. For results derived – via
Madelung’s transformation – from corresponding known results for larger classes
of Euler–Korteweg systems, we also provide some hints about direct proofs.

4.1. Coperiodic perturbations. — As in [12, 9], we connect stability with re-
spect to coperiodic longitudinal perturbations with properties of the Hessian
of the action integral Θ. We remember that Θ is considered as a function of
(µx, cx, ωφ, µφ), in that order.

At the spectral level, restricting ourselves to coperiodic longitudinal pertur-
bations corresponds to focusing on L0,0, the Bloch–Fourier symbol at (ξ,η) =
(0, 0). It is thus worth pointing out that it follows from identities in (47) that
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the matrix Σt in Theorem 3.2 is such that

Σt =




0 0 0 1
1 0 0 0
0 0 1 0
0 1 0 0



(

I2 0
0 −I2

)
Hess Θ




0 0 0 1
0 1 0 0
1 0 0 0
0 0 1 0


(62)

so that
D0(λ, 0) = λ4 det (Hess Θ) +O

(
|λ|5

)
(63)

as |λ| → 0. Combining it with Proposition 3.1 provides the first half of the
following theorem. Incidentally, we point out that we expect that this half could
alternatively be derived by counting Krein signatures and refer the reader to
[9, Remark 3] and [37, Chapter 13] for more information on the latter.

Theorem 4.1. — Let U be a wave profile of parameter (µ
x
, cx, ωφ, µφ), such

that Hess Θ(µ
x
, cx, ωφ, µφ) is nonsingular.

1. The number of eigenvalues of L0,0 in (0,+∞), counted with algebraic
multiplicity, is
• even if det (Hess Θ) (µ

x
, cx, ωφ, µφ) > 0 ;

• odd if det (Hess Θ) (µ
x
, cx, ωφ, µφ) < 0.

In particular, in the latter case, the wave is spectrally exponentially un-
stable to coperiodic longitudinal perturbations.

2. Assume that ∂2
µxΘ(µ

x
, cx, ωφ, µφ) 6= 0 and that the negative signature of

Hess Θ(µ
x
, cx, ωφ, µφ) equals 2. Then the wave is conditionally orbitally

stable in H1
per((0, Xx)).

By conditional orbital stability in H1
per((0, Xx)), we mean that for any

δ0 > 0, there exists ε0 > 0 such that for any U0 satisfying
inf

(ϕφ,ϕx)∈R2

∥∥U0 − eϕφJ U( ·+ ϕx )
∥∥
H1

per((0,1)) ≤ ε0

and any solution18 U to (8) defined on an interval I containing 0, starting from
U(0, · ) = U0 and sufficiently smooth to guarantee that
• U ∈ C0(I;H1

per((0, 1)));
• t 7→

∫X
x

0 M[U(t, · )], t 7→
∫X

x

0 Q1[U(t, · )] and t 7→
∫X

x

0 H[U(t, · )] are
constant on I;

then for any t ∈ I,
inf

(ϕφ,ϕx)∈R2

∥∥U(t, · )− eϕφJ U( ·+ ϕx )
∥∥
H1

per((0,1)) ≤ δ0 .

18. Knowing in which precise sense does not matter since only conservations are used in
the stability argument.
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To go from conditional orbital stability to orbital stability one needs to know
that for the notion of solution at hand controlling the H1-norm is sufficient to
prevent finite-time blowup. This is in particular the case when κ is constant;
see e.g., [19, Section 3.5]).

Proof. — The first point is a direct consequence of identity (63) andD0(λ, 0) > 0
for λ real and large (Proposition 3.1).

The second part is deduced from a corresponding result for the Euler–Korte-
weg system (39): (ρ, u) is conditionally orbitally stable in H1

per×L2
per((0, 1)) if

the negative signature of Hess Θ(µ
x
, cx, ωφ, µφ) equals 2. See Theorem 3 and

its accompanying remarks in [9, Section 4.2] (conveniently summarized as [10,
Theorem 1]). The conversion to our setting stems from the following lemma
and the fact that System (39) preserves the integral of v1. �

Lemma 4.2. — 1. For any c0 > 0, there exist ε > 0 and C, such that if
U ∈ H1

per((0, 1)) satisfies ‖U‖ ≥ c0, then for any (ϕφ, ϕx) ∈ R2 and any
U ∈ H1

per((0, 1)) satisfying
∥∥U− eϕφJ U( ·+ ϕx )

∥∥
H1

per((0,1)) ≤ ε ,

with

(ρ, ṽ) =
(
M[U], Q1[U]

M[U]

)
, (ρ, ṽ) =

(
M[U ], Q1[U ]

M[U]

)
,

there holds (ρ, ṽ), (ρ, ṽ) ∈ H1
per((0, 1))× L2((0, 1)),

∫ 1
0 ṽ =

∫ 1
0 ṽ = 0, and

∥∥(ρ, ṽ)− (ρ, ṽ)( ·+ ϕx )
∥∥
H1

per×L2
per

≤ C
(

1 + ‖U‖3H1
per

)∥∥U− eϕφJ U( ·+ ϕx )
∥∥
H1

per
.

2. There exists C such that if

U =
√

2ρ eθJ(e1) , U =
√

2ρ eθJ(e1) ,

with (ρ, ∂xθ), (ρ, ∂xθ) ∈ H1
per((0, 1))× L2((0, 1)),

∫ 1
0 ∂xθ =

∫ 1
0 ∂xθ = 0,

then U ∈ H1
per((0, 1)), U ∈ H1

per((0, 1)) and, for any ϕx ∈ R,
∥∥U− eϕφJ U( ·+ ϕx )

∥∥
H1

per

≤ C
(

1 + ‖(ρ, ∂xθ)‖2H1
per×L2

per
+
∥∥(ρ, ∂xθ)

∥∥2
H1

per×L2
per

)

×
∥∥(ρ, ∂xθ)− (ρ, ∂xθ)( ·+ ϕx )

∥∥
H1

per×L2
per

where

ϕφ =
∫ 1

0
(θ(ζ)− θ( ζ + ϕx ))dζ .
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Proof. — The proof of the lemma is quite straightforward, using the continuous
embedding

H1
per((0, 1)) ↪→ L∞((0, 1))

and the Poincaré inequality. We use the latter in the following form. There
exists C such that for any θ such that ∂xθ ∈ L2((0, 1)),

∫ 1
0 ∂xθ = 0, we have

θ ∈ H1
per((0, 1)), and if

∫ 1
0 θ = 0,

‖θ‖L2((0,1)) ≤ C ‖∂xθ‖L2((0,1)) . �

The first part of the foregoing theorem could also be deduced from [12, 9]
through Section 3.2. In the reverse direction, we expect that the second part
could be deduced from abstract results directly concerning equations of the
same type as the nonlinear Schrödinger equation – see [27, 14] – essentially as
the conclusions in [9] used here were deduced there by combining an abstract
result – [9, Theorem 3] – with a result proving connections with the action
integral – [9, Theorem 7].

As in [10] for systems of Korteweg type, we now specialize Theorem 4.1 to
two asymptotic regimes, small-amplitude and large-period. To state our result,
in the small-amplitude regime, we need one more nondegeneracy index

a0(cx, ρ, kφ) := 1
8(∂2

ρWρ)3

[
5
3(∂3

ρWρ)2 − ∂2
ρWρ ∂

4
ρWρ

(64)

− 4 ∂2
ρWρ ∂

3
ρWρ

(
κ′(2ρ)
κ(ρ) −

1
2 ρ

)

+ 16 (∂2
ρWρ)2

(
κ′′(2ρ)
κ(ρ) −

1
2 ρ

κ′(2ρ)
κ(ρ) + 1

2 (ρ)2

)]
,

with derivatives of Wρ evaluated at (ρ; cx, ωφ, µφ), (ωφ, µφ) being associated
with (cx, ρ, kφ) through (50). The following theorem is then merely a transla-
tion of Corollaries 1 and 2 in [10].

Theorem 4.3. — 1. In the small amplitude regime near a (c(0)
x , ρ(0), k

(0)
φ ),

such that19

∂ρν(ρ(0); c(0)
x , µ(0)

φ
) 6= 0 , a0(c(0)

x , ρ(0), k
(0)
φ ) 6= 0 ,

we have that ∂2
µxΘ 6= 0 and that the negative signature of Hess Θ equals 2,

so that waves are conditionally orbitally stable in H1
per((0, Xx)).

19. With µ(0)
φ

associated with (c(0)
x , ρ(0), k(0)

φ
) through (50).
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2. In the large period regime, ∂2
µxΘ 6= 0 and

• if ∂2
cxΘ(s)(c(0)

x , ρ(0), k
(0)
φ ) > 0 then in the large period regime near

(c(0)
x , ρ(0), k

(0)
φ ), the negative signature of Hess Θ equals 2, so that

waves are conditionally orbitally stable in H1
per((0, Xx));

• if ∂2
cxΘ(s)(c(0)

x , ρ(0), k
(0)
φ ) < 0, then in the large-period regime near

(c(0)
x , ρ(0), k

(0)
φ ), the negative signature of Hess Θ equals 3, so that

waves are spectrally exponentially unstable to coperiodic longitudinal
perturbations.

A few comments are in order.
1. The condition a0 6= 0 is directly connected to the condition ∂2

µxΘ 6= 0
since a0X

(0)
x is the limiting value of ∂2

µxΘ 6= 0 in the small-amplitude
regime; see [10, Theorem 4].

2. The small-amplitude regime considered here is disjoint from the one an-
alyzed for the semilinear cubic Schrödinger equations in [24] since here
the constant asymptotic mass is nonzero, namely ρ(0) > 0.

3. The condition on ∂2
cxΘ(s) agrees with the usual criterion for stability of

solitary waves, known as the Vakhitov–Kolokolov slope condition; see
e.g., [27].

4.2. Sideband perturbations. — Sideband perturbations are perturbations
corresponding to Floquet exponents ξ arbitrarily small but nonzero. As in
[12, 13, 11], we analyze the spectrum of Lξ,0 near 0 when ξ is small. Some
instability criteria associated with this part of the spectrum could be deduced
readily from Theorem 3.2. Yet we postpone these conclusions slightly since we
are more interested in proving that such rigorous conclusions agree with those
guessed from formal geometrical optics considerations.

Thus, let us consider the two-phase slow/fast-oscillatory ansatz

U(ε)(t, x) = e
1
εϕ

(ε)
φ

(ε t,ε x) J U (ε)

(
ε t, ε x; ϕ

(ε)
x (ε t, ε x)

ε

)
,(65)

with, for any (T,X), ζ 7→ U (ε)(T,X; ζ) periodic of period 1 and, as ε→ 0,

U (ε)(T,X; ζ) = U0(T,X; ζ) + εU1(T,X; ζ) + o(ε) ,

ϕ
(ε)
φ (T,X) = (ϕφ)0(T,X) + ε (ϕφ)1(T,X) + o(ε) ,

ϕ(ε)
x (T,X) = (ϕx)0(T,X) + ε (ϕx)1(T,X) + o(ε) .

Requiring (65) to solve (3) up to a remainder of size o(1) is equivalent to
ζ 7→ U0(T,X; ζ) being a scaled profile of a periodic traveling wave of (22).
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Explicitly,

JδH0(U0, e1 (kφJ + kx∂ζ)U0) = ωφJU0 − cx (kφJ + kx∂ζ)U0 ,(66)

with local parameters (depending on slow variables (T,X)) related to phases
by

∂T (ϕφ)0 = ωφ − kφ cx , ∂X(ϕφ)0 = kφ , ∂T (ϕx)0 = ωx , ∂X(ϕx)0 = kx .

Symmetry of derivatives already constrains the slow evolution of wave param-
eters with

∂T kφ = ∂X (ωφ − kφ cx) , ∂T kx = ∂Xωx .

Since periodic profiles form a four-dimensional manifold (after discarding trans-
lation and rotation parameters), in order to determine the leading-order dy-
namics of (65), we need two more equations. The fastest way to obtain such
equations is to also require (65) to solve (4) and (6) up to remainders of size
o(ε). Observing that all quantities in (4) and (6) are independent of phases,

∂T (M(U0)) = ∂X(Sφ(U0, e1 (kx∂ζ + kφJ)U0)) + ∂ζ (∗) ,
∂T (Q1(U0, e1 (kx∂ζ + kφJ)U0))

= ∂X
((
∇Ux

Q1 · JδH0 + Sx
)
(U0, e1 (kx∂ζ + kφJ)U0)

)
+ ∂ζ (∗∗) ,

with omitted terms ∗ and ∗∗ 1-periodic in ζ. Averaging in ζ (using (66))
provides two more equations, completing the modulation system





∂T kx = ∂Xωx

∂T (〈Q(1U0, e1 (kx∂ζ + kφJ)U0)〉)
= ∂X(〈(ωφM− cxQ1 + Sx)(U0, e1 (kx∂ζ + kφJ)U0)〉)

∂T (〈M(U0)〉) = ∂X(〈Sφ(U0, e1 (kx∂ζ + kφJ)U0)〉)
∂T kφ = ∂X (ωφ − kφ cx)

,(67)

where 〈 · 〉 =
∫ 1

0
· dζ is the average over a periodic cell.

The reader may wonder why in the foregoing formal derivation we asked
for (3) to be satisfied at order 1 and for (4) and (6) to be satisfied at order
ε. Alternatively, one may ask for (3) to be satisfied at order ε and check that
requirements on (4) and (6) come as necessary conditions. One may also check
that when (3) is satisfied at order 1, so are (4) and (6).

System (67) should be thought of as a system for functions defined on the
manifold of periodic traveling waves (identified when coinciding up to rotational
and spatial translations). To make this more concrete, we now rewrite it in
terms of parameters (µx, cx, ωφ, µφ). To do so, with notation from Section 2,
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we introduce 



m(µx, cx, ωφ, µφ) := 〈M[V]〉 = 1
Xx

∫ Xx

0
M[V]dx ,

q(µx, cx, ωφ, µφ) := 〈Q[V]〉 = 1
Xx

∫ Xx

0
Q1[V]dx ,

(68)

where V is the unscaled profile associated with (µx, cx, ωφ, µφ), and Xx is the
corresponding period. By making use of (33) and (34), one obtains





∂T kx = ∂Xωx

∂Tq = ∂X (µx − cxq)
∂Tm = ∂X (µφ − cxm)
∂T kφ = ∂X (ωφ − cx kφ)

(69)

as an alternative form of (67). To connect with the analysis of other sections
in terms of the action integral Θ, we recall (47)

kx = 1
∂µxΘ ,




1
q

m

kφ


 = A0∇Θ

∂µxΘ , with A0 :=




1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1


 .

Thus (for smooth solutions), System (69) takes the alternative form

kxA0 Hess Θ (∂T + cx∂X)




µx
cx
ωφ
µφ


 = B0 ∂X




µx
cx
ωφ
µφ


 ,(70)

with

B0 =




0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0


 .

Remark 4.4. — One may check that the modulated system (69), also often
called Whitham’s system, agrees with the one derived for the associated Euler–
Korteweg system (39) by injecting a one-phase slow/fast-oscillatory ansatz. See
[48, 13, 11] for a discussion of the latter. This may be achieved by direct com-
parisons of either formal ansatz, averaged forms, or more concrete parameter-
ized forms.

We now specialize the use of System (69) to the discussion of the dynamics
near a particular periodic traveling wave. Note that traveling-wave solutions
fit the ansatz (65) and correspond to the case when phases ϕφ and ϕx are affine
functions of the slow variables, and wave parameters are constant. Thus, when
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U is a wave profile of parameters (µ
x
, cx, ωφ, µφ), one may expect that the

stability20 of (µ
x
, cx, ωφ, µφ) as a solution to (69) is necessary for the stability

of U as a solution to (8). The literature proving such a claim at the spectral
level is now quite extensive, and we refer the reader to [53, 44], [13, 17], [36],
and [32] for respectively, results on parabolic systems, Hamiltonian systems of
Korteweg type, lattice dynamical systems, and some hyperbolic systems with
discontinuous waves. Yet this is the first time21 that a result for a class of
systems with symmetry group of dimension higher than 1 is established.

In the present case, the spectral validation of (69) is a simple corollary of
Theorem 3.2 based on a counting root argument for analytic functions, since

λΣt − (ei ξ −1)I4 =




0 0 0 1
1 0 0 0
0 0 1 0
0 1 0 0



(
λA0 Hess Θ− (ei ξ −1) B0

)



0 0 0 1
0 1 0 0
1 0 0 0
0 0 1 0


 .

Corollary 4.5. — Consider an unscaled wave profile V such that V · Vx 6≡ 0,
with associated parameters (µ

x
, cx, ωφ, µφ).

1. The following three statements are equivalent.
• 0 is an eigenvalue of algebraic multiplicity 4 of L0,0.
• The map (µx, cx, ωφ, µφ) 7→ (kx,q,m, kφ) is a local diffeomorphism
near (µ

x
, cx, ωφ, µφ).

• Hess Θ(µ
x
, cx, ωφ, µφ) is nonsingular.

2. Assume thatHess Θ(µ
x
, cx, ωφ, µφ) is nonsingular. Then there exist λ0> 0,

ξ0 > 0 and C0 such that
• for any ξ ∈ [−ξ0, ξ0], Lξ,0 possesses four eigenvalues (counted with
algebraic multiplicity) in the disk B(0, λ0);
• if a − cx is a characteristic speed of (69) at (µ

x
, cx, ωφ, µφ)

of algebraic multiplicity r, that is, if a is an eigenvalue of
(kxA0 Hess Θ(µ

x
, cx, ωφ, µφ))−1B0 of algebraic multiplicity r, then

for any ξ ∈ [−ξ0, ξ0], Lξ,0 possesses r eigenvalues (counted with
algebraic multiplicity) in the disk B(i kxξ a , C0|ξ|1+ 1

r ).
In particular, if System (69) is not weakly hyperbolic at (µ

x
, cx, ωφ, µφ),

that is, if (kxA0 Hess Θ(µ
x
, cx, ωφ, µφ))−1B0 possesses a nonreal eigen-

value, then the wave is spectrally unstable to longitudinal sideband per-
turbations.

A few comments are in order.

20. Incidentally, we point out that from the homogeneity of first-order systems it follows
that ill-posedness and stability are essentially the same for systems such as (69).

21. Except for the almost simultaneous [20]. See the detailed comparison in Section 4.3.
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1. Note that the subtraction of cx in the second part of the corollary ac-
counts for the fact that System 69 is not expressed in a comoving frame.

2. The second part of the foregoing corollary could also be deduced from
results in [13] through Madelung’s transformation.

We now turn to the small-amplitude and large-period regimes. To describe
the small-amplitude regime, we need to introduce two instability indices

δhyp(cx, ωφ, µφ) := W ′′(2 ρ(0)) +
(
κ′′(2 ρ(0)) ρ(0) + κ′(2 ρ(0))

)
(k(0)
φ )2(71)

and

(72)
δBF (cx, ωφ, µφ) :=

(
1
2
κ(2 ρ(0))

2 ρ(0)

(
2π
X

(0)
x

)2
)3

×
(
−3
(
κ′(2 ρ(0))
κ(2 ρ(0))

)2

− 2 κ
′(2 ρ(0))
κ(2 ρ(0))

1
2 ρ(0) + κ′′(2 ρ(0))

κ(2 ρ(0))

)

+
(

1
2
κ(2 ρ(0))

2 ρ(0)

(
2π
X

(0)
x

)2
)2

×
(
W ′′(2 ρ(0))

(
−12

(
κ′(2 ρ(0))
κ(2 ρ(0))

)2
− 6 κ

′(2 ρ(0))
κ(2 ρ(0))

1
2 ρ(0)

+ 4
(

1
2 ρ(0)

)2
+ 3 κ

′′(2 ρ(0))
κ(2 ρ(0))

)

+ 4W ′′′(2 ρ(0))
(
κ′(2 ρ(0))
κ(2 ρ(0)) + 2 1

2 ρ(0)

)
+ 2W ′′′′(2 ρ(0))

)

+
(

1
2
κ(2 ρ(0))

2 ρ(0)

(
2π
X

(0)
x

)2
)

×
(

12 (W ′′(2 ρ(0)))2

((
κ′(2 ρ(0))
κ(2 ρ(0))

)2

+ 4 κ
′(2 ρ(0))
κ(2 ρ(0))

1
2 ρ(0) + 3

(
1

2 ρ(0)

)2
)

+ 8W ′′(2 ρ(0))W ′′′(2 ρ(0))
(

4 κ
′(2 ρ(0))
κ(2 ρ(0)) + 5 1

2 ρ(0)

)

+ 4
3

(
W ′′′(2 ρ(0))

)2
+ 6W ′′(2 ρ(0))W ′′′′(2 ρ(0))

)

+ 8W ′′(2 ρ(0))
(
W ′′′(2 ρ(0)) + 3W ′′(2 ρ(0))

(
κ′(2 ρ(0))
κ(2 ρ(0)) + 1

2 ρ(0)

))2

,
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where (ρ(0), k
(0)
φ ) are the associated limiting mass and rotational shift, and X(0)

x

is the associated period.
The following theorem is a consequence of Corollary 4.5 and results in [11]

for the Euler–Korteweg systems, namely Theorems 7 and 8, respectively, for
the first and second points22.

Theorem 4.6. — 1. In the small-amplitude regime near a (c(0)
x , ρ(0), k

(0)
φ )

such that
∂ρν(ρ(0); c(0)

x , µ(0)
φ

) 6= 0 ,

Hess Θ is nonsingular, and if

δhyp(c(0)
x , ω

(0)
φ , µ(0)

φ
) < 0 or δBF (c(0)

x , ω
(0)
φ , µ(0)

φ
) < 0 ,

then waves are spectrally exponentially unstable to longitudinal sideband
perturbations.

2. If ∂2
cxΘ(s)(c(0)

x , ρ(0), k
(0)
φ ) 6= 0, then, in the large-period regime near

(c(0)
x , ρ(0), k

(0)
φ ), Hess Θ is nonsingular, and if

∂2
cxΘ(s)(c(0)

x , ρ(0), k
(0)
φ ) < 0 ,

then in the large-period regime near (c(0)
x , ρ(0), k

(0)
φ ), waves are spectrally

exponentially unstable to longitudinal sideband perturbations.

A few comments are worth making. In particular, we borrow here some of
the upshots of the much more comprehensive analysis in [11].

1. Again, we point out that the small-amplitude regime considered here
is disjoint from the one analyzed for the semilinear cubic Schrödinger
equations in [24]. Let us, however, stress that for the semilinear cubic
Schrödinger equations our instability criterion provides instability if and
only if the potential is focusing, independently of the particular limit
value under consideration. This is consistent with the conclusions for
the case ρ(0) = 0 derived in [24].

2. In the small-amplitude limit, the characteristic velocities split into two
groups of two. One of these groups converges to the linear group velocity
at the limiting constant value and the sign of δBF precisely determines
how this double root splits. The corresponding instability is often re-
ferred to as the Benjamin–Feir instability. The other group converges
to the characteristic velocities of a dispersionless hydrodynamic system
at the limiting constant value; see [11, Theorem 7]. The sign of δhyp
decides the weak hyperbolicity of the latter system. When κ is constant,
it is directly related to the focusing/defocusing nature of the potential
W (namely W ′′ negative/positive).

22. In notation of [11], δBF is ∆MI .
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3. A similar scenario takes place in the large-period limit, with the phase
velocity of the solitary wave replacing the linear group velocity. The
sign of ∂2

cxΘ(s) determines how the double root splits. However, due to
the nature of end states of solitary waves, the dispersionless system is
always hyperbolic, hence the reduction to a single instability index. See
Appendix B for some related details.

4.3. Large-time dynamics. — Our interest in modulated systems also hinges
on the belief that they play a deep role in the description of the large-time
dynamics. In other words, one expects that near stable waves the large-time
dynamics is well approximated by simply varying wave parameters in a space–
time dependent way and that the dynamics of these parameters is itself well
captured by some (higher-order version of a) modulated system.

The latter scenario has been proved to occur at the nonlinear level for a large
class of parabolic systems [33, 34] and at the linearized level for the Korteweg–
de Vries equation [50]. The reader is also referred to [48, 49] for some more
intuitive arguments supporting the general claim.

We would like to extend here a small part of the analysis in [50] to the class
of equations under consideration. We begin by revisiting the second part of
Corollary 4.5 from the point of view of Floquet symbols rather than Evans’
functions. The goal is to provide a description of how eigenfunctions and spec-
tral projectors behave near the quadruple eigenvalue at the origin. Once this
is done, the arguments of [50] may be directly imported and provide different
results (adapted to the presence of a two-dimensional group of symmetries) but
with nearly identical – thus omitted – proofs.

In a certain way, we leave the point of view convenient for spatial dynamics
to focus on time dynamics. To do so, it is expedient to use scaled variables so
as to normalize period and to parameter waves not by phase-portrait param-
eters (µx, cx, ωφ, µφ) but by modulation parameters (kx, kφ,q,m). The first
part of Corollary 4.5 proves that the latter is possible when the eigenvalue at
the origin is indeed of multiplicity 4. Therefore, in the present section, we
consider scaled profiles U as in (8) and parameters (µx, cx, ωφ, µφ) as functions
of (kx, kφ,q,m). In scaled variables, the averaged mass and impulse from (68)
take the form

m = 〈M(U)〉 =
∫ 1

0

1
2‖U‖

2 ,

q = 〈Q1(U , e1(kx∂x + kφJ)U)〉 =
∫ 1

0

1
2JU · (kx∂x + kφJ)U .
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Our focus is on the operator Lξ,0 = Lxξ . Correspondingly, we consider the
Whitham matrix-valued map

W(µx, cx, ωφ, µφ) := Jac




ωx
ωφ − cx kφ
µx − cxq
µφ − cxm


 .(73)

To connect both objects, we shall use various algebraic relations obtained from
profile equations and conservation laws that we first derive.

Differentiating profile equation δHu[U ] = 0 with respect to rotational and
spatial translation parameters (left implicit here) and to (q,m) yields

L0,0 Ux = 0 , L0,0 ∂qU =
(
∂qωφ − kφ ∂qcx

)
JU − kx∂qcx Ux ,(74)

L0,0 JU = 0 , L0,0 ∂mU =
(
∂mωφ − kφ ∂mcx

)
JU − kx ∂mcx Ux .(75)

To highlight the role of ∂kxU and ∂kφU we expand

Lξ,0 = L0,0 + i kxξ L(1) + (i kxξ)2 L(2) .

Differentiating profile equations with respect to (kx, kφ) leaves
{
L0,0 ∂kxU =

(
∂kxωφ − kφ ∂kxcx

)
JU − kx ∂kxcx Ux − L(1) Ux ,

L0,0 ∂kφU =
(
∂kφωφ − kφ ∂kφcx

)
JU − kx ∂kφcx Ux − L(1) JU .

(76)

By differentiating the definitions of mass and impulse averages, we also obtain
that

∫ 1

0
δQ1(U , e1(kx∂x + kφJ)U)Ux = 0 ,(77)

∫ 1

0
δQ1(U , e1(kx∂x + kφJ)U) JU = 0 ,

∫ 1

0
δQ1(U , e1(kx∂x + kφJ)U) ∂qU = 1 ,(78)

∫ 1

0
δQ1(U , e1(kx∂x + kφJ)U) ∂mU = 0 ,

∫ 1

0
δQ1(U , e1(kx∂x + kφJ)U) ∂kxU = −

∫ 1

0
dUx Q1(U , e1(kx∂x + kφJ)U)Ux(79)

= − 1
kx

(q− kφm) ,
∫ 1

0
δQ1(U , e1(kx∂x + kφJ)U) ∂kφU = −

∫ 1

0
dUx Q(U , e1(kx∂x + kφJ)U) JU(80)

= −m ,
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and ∫ 1

0
δM[U ]Ux = 0 ,

∫ 1

0
δM[U ] ∂qU = 0 ,

∫ 1

0
δM[U ] ∂kx U = 0 ,(81)

∫ 1

0
δM[U ] JU = 0 ,

∫ 1

0
δM[U ] ∂mU = 1 ,

∫ 1

0
δM[U ] ∂kφ U = 0 , .(82)

Finally, linearizing conservation laws for mass and impulse provides for any
smooth V
δM[U ] · Lξ,0V

= kx(∂x + i ξ)
(
∇U(Sφ + cxM)(U , e1(kx∂x + kφJ)U) ·V

+∇Ux(Sφ + cxM)(U , e1(kx∂x + kφJ)U) · (kx(∂x + i ξ) + kφJ)V
)

and
∇UQ1(U , e1(kx∂x + kφJ)U) · Lξ,0V
+∇Ux

Q1(U , e1(kx∂x + kφJ)U) · (kx(∂x + i ξ) + kφJ)Lξ,0V

= kx(∂x + i ξ)
(
∇Ux

Q1(U , e1(kx∂x + kφJ)U) · Lξ,0V

+∇U(Sx + ωφM)(U , e1(kx∂x + kφJ)U) ·V

+∇Ux
(Sx + ωφM)(U , e1(kx∂x + kφJ)U) · (kx(∂x + i ξ) + kφJ)V

)
.

Evaluating at ξ = 0 and integrating show
L∗0,0 δQ1(U , (kx∂x + kφJ)U) = 0, L∗0,0 δM[U ] = 0 ,(83)

where L∗0,0 denotes the adjoint of L0,0. Alternatively, the latter may be checked
by using explicit expressions of δQ1(U , e1(kx∂x + kφJ)U) and δM[U ] in terms
of JU and Ux and Hamiltonian duality L∗0,0 = −J−1 L0,0 J. At next orders, for
V smooth and periodic, we also deduce

〈δM[U ];L(1)V〉L2 = 〈δ(Sφ + cxM)(U , e1(kx∂x + kφJ)U); V〉L2 ,(84)
〈δM[U ];L(2)V〉L2 = 〈∇Ux

(Sφ + cxM)(U , e1(kx∂x + kφJ)U); V〉L2 ,(85)
and

〈δQ1(U , e1(kx∂x + kφJ)U);L(1)V〉L2(86)
= 〈δ(Sx + ωφM)(U , e1(kx∂x + kφJ)U); V〉L2 ,

〈δQ1(U , e1(kx∂x + kφJ)U);L(2)V〉L2(87)
= 〈∇Ux

(Sx + ωφM)(U , e1(kx∂x + kφJ)U); V〉L2 ,
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In the foregoing relations, 〈·; ·〉L2 denotes the canonical Hermitian scalar prod-
uct on L2((0, 1); C2), C-linear on the right23.

These are the key algebraic relations to prove the following proposition.

Theorem 4.7. — Let U be a wave profile such that U · Ux 6≡ 0 and that
0 has algebraic multiplicity exactly 4 as an eigenvalue of L0,0. Assume that
eigenvalues of W are distinct.
There exist λ0 > 0, ξ0 ∈ (0, π), analytic curves λj : [−ξ0, ξ0] → B(0, λ0),
j = 1, 2, 3, 4, such that for ξ ∈ [−ξ0, ξ0]

σ(Lξ,0) ∩B(0, λ0) = {λj(ξ)|j ∈ {1, 2, 3, 4}}

and associated left and right eigenfunctions ψ̃j(ξ, · ) and ψj(ξ, · ), j = 1, 2, 3, 4,
satisfying pairing relations24

〈ψ̃j(ξ, · ), ψ`(ξ, · )〉L2 = i kxξ δ
j
` , 1 ≤ j, ` ≤ 4 ,

obtained as

ψj(ξ, · ) =
2∑

`=1
β

(j)
` (ξ) q`(ξ, · ) + (i kxξ)

4∑

`=3
β

(j)
` (ξ) q`(ξ, · )

ψ̃j(ξ, · ) = −(i kxξ)
2∑

`=1
β̃

(j)
` (ξ) q̃`(ξ, · ) +

4∑

`=3
β̃

(j)
` (ξ, · ) q̃`(ξ, · ) ,

where
• (qj(ξ, · ))1≤j≤4 and (q̃j(ξ, · ))1≤j≤4 are dual bases of spaces associated with
the spectrum in B(0, λ0) of respectively Lξ,0 and its adjoint L∗ξ,0, that are
analytic in ξ and such that

(q1(0, · ), q2(0, · ), q3(0, · ), q4(0, · )) = (Ux,JU , ∂qU , ∂mU) ,
(q̃3(0, · ), q̃4(0, · )) = (δQ1(U , e1(kx∂x + kφJ)U), δM[U ])

= (−kx JUx + kφ U , U) ,
(∂ξq1(0, · ), ∂ξq2(0, · )) = i kx (∂kxU , ∂kφU) ;

• (β(j)(ξ))1≤j≤4 and (β̃(j)(ξ))1≤j≤4 are dual bases of C4 that are analytic
in ξ and such that (β(j)(0))1≤j≤4 and (β̃(j)(0))1≤j≤4 are dual right and
left eigenbases of cx I4+W associated with eigenvalues (a(j)

0 )1≤j≤4 labeled
so that

λj(ξ)
ξ→0= i kxξa

(j)
0 +O(|ξ|3) , 1 ≤ j ≤ 4 .

23. That is, 〈f ; g〉L2 =
∫ 1

0 f̄ · g.
24. With δj

`
= 1 if j = `, and δj

`
= 0 otherwise.
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The way in which the eigenvalue 0 of multiplicity 4 breaks is highly non-
generic from the point of view of abstract spectral theory. Indeed, we already
know from Corollary 4.5 that the four arising eigenvalues are differentiable at
ξ = 0, and we obtain that when eigenvalues of W are distinct, the four eigen-
values of Lξ,0 are analytic in ξ. This should be contrasted with the fact that
eigenvalues arising from generic Jordan blocks of height 2 are no better than
1
2 -Hölder (and, in particular, are not Lipschitz).

Proof. — We make extensive use of standard spectral perturbation theory as
expounded at length in [38]. To begin with, we introduce λ0 > 0 and ξ0 > 0,
such that for |ξ| ≤ ξ0, the spectrum of Lξ,0 in B(0, λ0) has multiplicity 4 and de-
note by Πξ the corresponding Riesz spectral projector. From (74), the range of
Π0 is spanned by (Ux,JU , ∂qU , ∂mU) and from (77),(81), we may choose a dual
basis of the range of Π∗0 in the form (∗, ∗∗, δQ1(U , e1(kx∂x + kφJ)U), δM[U ]).
By Kato’s perturbation method, we may extend these dual bases as dual bases
(qj(ξ, · ))1≤j≤4 and (q̃j(ξ, ·))1≤j≤4 of, respectively, the ranges of Πξ and Π∗ξ .

One may use the corresponding coordinates to reduce the study of the spec-
trum of Lξ,0 to the consideration of the matrix

Λξ :=
(
〈q̃j(ξ, · );Lξ,0 q`(ξ, · )〉L2

)
(j,`)∈{1,2,3,4}2 .

From relations expounded above stems

Λ0 =




0 0 −kx ∂qcx −kx ∂mcx
0 0 ∂qωφ − kφ ∂qcx ∂mωφ − kφ ∂mcx
0 0 0 0
0 0 0 0


 .

Note, in particular, that Λ2
0 is zero. From (76), we also derive

〈q̃j(0, · );L(1) q`(0, · )〉L2 = 0 , 3 ≤ j ≤ 4 , 1 ≤ ` ≤ 2 .

Thus,

Λ̃ξ := 1
i kx ξ

P−1
ξ Λξ Pξ , Pξ :=

(
I2 0
0 i kx ξ I2

)
, ξ 6= 0(88)

defines a matrix Λ̃ξ extending analytically to ξ = 0.
Our main intermediate goal is to compute Λ̃0. We first show that we may

enforce

∂ξq1(0, · ) = i kx ∂kxU , ∂ξq2(0, · ) = ∂kφU .(89)

To do so, for ` = 1, 2, by expanding Πξ(Lξ,0q`(ξ, · )) = Lξ,0q`(ξ, · ), we derive
that L0,0∂ξq`(0, · )+i kxL(1)q`(0, · ) belongs to the range of Π0. Comparing this
with equations for ∂kxU and ∂kφU we deduce that L0,0(∂ξq1(0, · ) − i kx∂kxU)
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and L0,0(∂ξq2(0, · )− i kx∂kφU), thus also ∂ξq1(0, · )− i kx∂kxU and ∂ξq2(0, · )−
i kx∂kφU belong to the range of Π0. Let (α(`)

j )1≤j≤4, 1≤`≤2 be such that

∂ξq1(0, · )− i kx∂kxU =
4∑

j=1
α

(1)
j qj(0, · ) ,

∂ξq2(0, · )− i kx∂kφU =
4∑

j=1
α

(2)
j qj(0, · ) .

Lessening ξ0 if necessary, one may then replace (qj(ξ, · ))1≤j≤4 with

q1(ξ, · )− ξ
4∑

j=1
α

(1)
j qj(ξ, · ) , q2(ξ, · )− ξ

4∑

j=1
α

(2)
j qj(ξ, · ) , q3(ξ, · ) , q4(ξ, · ) ,

and (q̃j(ξ, · ))1≤j≤4 with

q̃j(ξ, · ) + ξ

2∑

`=1
α̃

(`)
j (ξ)q̃`(ξ, · ) , j = 1, 2, 3, 4 ,

with (α̃(`)
j (ξ))1≤j≤4, 1≤`≤2 tuned to preserve duality relations and have (89),

which we assume from now on. To make the most of associated relations, we
observe that from duality stems

〈∂ξ q̃j(0, · ); q`(0, · )〉L2 = −〈q̃j(0, · ); ∂ξq`(0, · )〉L2 , 1 ≤ j , ` ≤ 4 .

Since

(Λ̃0)j,` =
〈
q̃j(0, · );

1
i kx
L0,0 ∂ξ q`(0, · ) + L(1) q`(0, · )

〉
L2
, 1 ≤ j ≤ 2 , 1 ≤ ` ≤ 2 ,

(Λ̃0)j,` = (Λ0)j,` , 1 ≤ j ≤ 2 , 3 ≤ ` ≤ 4 ,

from (76) this readily gives
(

(Λ̃0)j,`
)

1≤j≤2, 1≤`≤4

=
(

−kx ∂kxcx −kx ∂kφcx −kx ∂qcx −kx ∂mcx
∂kxωφ − kφ ∂kxcx ∂kφωφ − kφ ∂kφcx ∂qωφ − kφ ∂qcx ∂mωφ − kφ ∂mcx

)
.

The extra relations also carry

(Λ̃0)j,` =
〈
q̃j(0, · );

1
i kx
L(1) ∂ξ q`(0, · ) + L(2) q`(0, · )

〉
L2

+ (m∂k(`)ωφ − q∂k(`)cx) δ3
j , 3 ≤ j ≤ 4 , 1 ≤ ` ≤ 2 ,

(Λ̃0)j,` =
〈
q̃j(0, · );L(1) q`(0, · )

〉
L2

+ (m∂m(`)ωφ − q∂m(`)cx) δ3
j , 3 ≤ j ≤ 4 , 3 ≤ ` ≤ 4 ,
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with k(1) = kx, k(2) = kφ, m(3) = q, and m(4) = m. Using (84) and (86) to
evaluate the foregoing expressions leads to the final identification

Λ̃0 = cx I4 + W .

The proof is then completed by diagonalizing matrices Λ̃ξ, which have simple
eigenvalues provided that ξ0 is taken sufficiently small and undoing the various
transformations. �

We would like to make a few comments on the foregoing proof.
1. Although this is useless for our purposes, one may also compute explicitly
q̃1(0, · ) and q̃2(0, · ) as combinations of JUx, U , J∂qU and J∂mU . Indeed,
it follows from Hamiltonian duality that the four vectors form a basis of
the range of Π∗0, and their scalar products with Ux, JU , ∂qU and ∂mU
are explicitly known.

2. The assumption that the eigenvalues of W are distinct is only used at the
very end of the proof. Removing it, the arguments still give an alternative
proof of the second part of Corollary 4.5. For semilinear equations, this
has already been carried out, to some extent, in the recent [40] with a
few variations that we point out now.
(a) The authors of [40] further assume that L0,0 exhibits two Jordan

blocks of height 2 at 0; in other words, they assume that the above
matrix Λ0 has rank 2.

(b) In [40], no formal interpretation is provided for the underlying in-
stability criterion. In particular, no connection with geometrical
optics and modulated systems is offered for the matrix Λ̃0. This
connection was established in a recent preprint [20], building upon
[40]. Hence, the next remarks also apply to [20].

(c) The structure of eigenfunctions is left out of the discussion in
[40], whereas this is our main motivation for reproving in a different
way the second part of Corollary 4.5. In turn, the main focus of [40]
is on spectral stability, and the authors supplement their analysis
with numerical experiments for cubic and quintic semilinear equa-
tions.

(d) We have taken advantage of the fact that we have already proven
the first part of Corollary 4.5 to use modulation coordinates
(kx, kφ,q,m), whereas the analysis in [40] is carried out with phase-
portrait parameters (µx, cx, ωφ, µφ).

In the remaining part of this section, since we are only discussing longitudinal
perturbations, we assume d = 1 for the sake of readability. Then, denoting
by (S(t))t∈R the group associated with the operator L on L2(R) and, for ξ ∈
[−π, π], by (Sξ(t))t∈R the group associated with the operator Lξ on L2

per((0, 1)),
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we note that from Bloch inversion (54) stems

(S(t)g)(x) =
∫ π

−π
ei ξx (Sξ(t)ǧ(ξ, · ))(x) d ξ .

Our main concern here is to analyze the large-time dynamics for the slow
sideband part of the evolution

(Sp(t)g)(x) :=
∫ π

−π
ei ξx χ(ξ) (Sξ(t) Πξ ǧ(ξ, · ))(x) d ξ ,

where χ is a smooth cut-off function equal to 1 on [−ξ0/2, ξ0/2] and to 0
outside of [−ξ0, ξ0], with ξ0 > 0 as in the statement of Theorem 4.7 and Πξ the
associated spectral projector, as in the proof of Theorem 4.7.

Let us explain in which sense this is expected to be the principal part of
the linearized evolution for suitably spectrally stable waves. As a first remark
we point out that when considering general perturbations on R (as opposed to
coperiodic perturbations) we have to abandon not only stability in its strongest
sense, which would require a control of ‖U − U‖X (in some functional space
X of functions defined on R), but also orbital stability, which here requires a
control of

inf
(ϕφ,ϕx)∈R2

∥∥e−ϕφJ U( · − ϕx )− U
∥∥
X
,

and, instead, to adopt the notion of space-modulated stability that is encoded
by bounds on

inf
(ϕφ,ϕx) functions on R

(∥∥∥e−ϕφ(·)J U( · − ϕx(·) )− U
∥∥∥
X

+ ‖∂xϕφ‖X + ‖∂xϕx‖X
)
.

Rather than bounding ‖V‖X or

inf
(ϕφ,ϕx)∈R2

V=ϕφ JU+ϕx Ux+Ṽ

‖Ṽ‖X ,

at the linearized level, this consists in trying to bound

NX(V) := inf
(ϕφ,ϕx) functions on R

V=ϕφ JU+ϕx Ux+Ṽ

(
‖Ṽ‖X + ‖∂xϕφ‖X + ‖∂xϕx‖X

)
.

Note that NX precisely quotients “locally” the unstable directions highlighted
in (the proof of) Theorem 4.7, so that ϕφ, ϕx should be thought of as local pa-
rameters. Here we adapt to the case with a two-dimensional symmetry group
the nonlinear notion formalized in [34] and its linearized counterpart intro-
duced in [50]. Both notions have been proved to be sharp for a large class of
parabolic systems in [34] and for the linearized Korteweg–de Vries equation in
[50], respectively. The reader is also referred to [48, 49] for some more intuitive
descriptions of the notions at hand.
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Remark 4.8. — An incorrect choice of stability type would lead to a claim of
instability in situations where the global shape is preserved but positions need
to be resynchronized either uniformly in space in the orbitally stable case or
in a slowly varying way in the space-modulated stable case. In the latter case,
the underlying spurious growth is due to the presence of Jordan blocks in the
spectrum, and this results in departures from the background profile that are
algebraic in time (when no space-dependent synchronization is allowed). Thus,
concluding to a genuine instability either at the linear or nonlinear requires
extra care in the analysis. See, for instance, [22] for an example of the latter.
Unfortunately, although it seems clear that some extra analysis could be carried
out to fill this gap, the only general nonlinear instability result available so far
[31] is expressed as an instability for the strongest sense of stability.

Following the lines of [50], one expects that for suitably spectrally stable
waves the following bounds hold

‖(S(t)− Sp(t))V0‖Hs(R) ≤ CsNHs(R)(V0) , t ∈ R , s ∈ N ,

‖(S(t)− Sp(t))V0‖L∞(R) ≤
C

|t| 12
NL1(R)(V0) , t ∈ R

(with constants independent of (t,V0)). We shall not try to prove or even
formulate more precisely the latter, but the reader should keep in mind the
claimed |t|−1/2 decay so as to compare it with bounds below. In particular, the
conclusions of the next theorem contain that

NL∞(R)(Sp(t)V0) ≤ C

(1 + |t|) 1
3
NL1(R)(V0) , t ∈ R .

Theorem 4.9 (Slow modulation behavior). — Under the assumptions of The-
orem 4.7 and with its set of notation, assume, moreover, that

1. for any ξ ∈ [−ξ0, ξ0], for j ∈ {1, 2, 3, 4}, λj(ξ) ∈ i R;
2. for j ∈ {1, 2, 3, 4}, ∂3

ξλj(0) 6= 0.

There exists C > 0 such that for any V0 such that NL1(R)(V0) < ∞, there
exists local parameter functions ϕx, ϕφ, q and m such that for any time t ∈ R

∥∥∥Sp(t) (V0)− ϕx(t, · )Ux − ϕφ(t, · ) JU

− dkx,kφ,q,m U · (kx∂xϕx(t, · ), kx∂xϕφ(t, · ),q(t, · ),m(t, · ))
∥∥∥
L∞(R)

≤ C

(1 + |t|) 1
2
NL1(R)(V0) ,
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where ϕx(t, · ) and ϕφ(t, · ) are centered, ϕx(t, · ), ϕφ(t, · ), q(t, · ), and m(t, · )
are low frequency25, and

‖(kx∂xϕx(t, · ), kx∂xϕφ(t, · ),q(t, · ),m(t, · ))‖L∞(R) ≤
C

(1 + |t|) 1
3
NL1(R)(V0) .

We omit the proof of Theorem 4.9 since with Theorem 4.7 in hand, the
proof is identical to that of the corresponding result in [50]. Theorem 4.7 is
the counterpart of [50, Proposition 2.1], while Theorem 4.9 is a low-frequency
version of [50, Theorem 1.3] (which is why the decay factor is bounded at t = 0);
see, in particular, [50, Propositions 3.2 & 4.2]. Yet we would like to add some
comments.

1. A choice of local parameters can be given explicitly:



kx∂xϕx(t, · )
kx∂xϕφ(t, · )

q(t, · )
m(t, · )


(x) = sp(t)(V0)(x)

:=
4∑

j=1

∫ π

−π
ei ξx+λj(ξ) t χ(ξ)β(j)(ξ) 〈ψ̃j(ξ, · ), |V0 (ξ, · )〉L2 d ξ .

This is motivated by the explicit diagonalization of LξΠξ from Theo-
rem 4.7, which implies

Sξ(t) Πξ g = 1
i kxξ




4∑

j=1
eλj(ξ) t β(j)

1 (ξ) 〈ψ̃j(ξ, · ), g〉L2


 q1(ξ, · )

+ 1
i kxξ




4∑

j=1
eλj(ξ) t β(j)

2 (ξ) 〈ψ̃j(ξ, · ), g〉L2


 q2(ξ, · )

+




4∑

j=1
eλj(ξ) t β(j)

3 (ξ) 〈ψ̃j(ξ, · ), g〉L2


 q3(ξ, · )

+




4∑

j=1
eλj(ξ) t β(j)

4 (ξ) 〈ψ̃j(ξ, · ), g〉L2


 q4(ξ, · ) ;

the choice of local parameters is then dictated by analyzing the various
expressions (including remainders) arising from expansions with respect
to ξ of q1(ξ, · ), q2(ξ, · ) at order 2 and q3(ξ, · ), q4(ξ, · ), at order 1. One
may also replace χ with a cut-off function with support closer to the
origin if required.

25. In the sense that their (distributional) Fourier transform has compact support that
could be taken arbitrarily close to the origin.
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2. Note that, since (∂ξλj(0))j∈{1,2,3,4} are two-by-two distinct, assuming
that for any ξ ∈ [−ξ0, ξ0] and any j, λj(ξ) ∈ i R, from the Hamiltonian
symmetry of the spectrum one derives that for |ξ| ≤ ξ0 (ξ0 sufficiently
small) and any j ∈ {1, 2, 3, 4} λj(ξ) = λj(−ξ) = −λj(−ξ). In particular,
for any j ∈ {1, 2, 3, 4}, λj(·) is an odd function, and thus ∂2

ξλj(0) = 0.
Therefore, the assumption that for j ∈ {1, 2, 3, 4}, ∂3

ξλj(0) 6= 0 expresses
that the dispersive effects on local parameters are as strong as possible.
In contrast, the |t|−1/2 decay claimed for the leftover part S(t) − Sp(t)
is expected to be derivable from the assumption that outside the origin
(λ, ξ) = (0, 0) second-order derivatives with respect to ξ of spectral curves
do not vanish.

3. For the semilinear defocusing cubic Schrödinger equation, full spectral
stability under longitudinal perturbations is known for all the waves, and
we expect that the remaining assumptions may be checked by reliable
elementary numerics by using explicit formula for the spectra obtained
in [15].

Theorem 4.9 essentially proves that Sp(t)(V0) fits well with a large-time lin-
earized version of the ansatz (65) with U0(T,X; ·) being a periodic wave profile
of parameters, such that kx = ∂Xϕx and kφ = ∂Xϕφ. We now prove that some
version of (67) drives the evolution of local parameters (kx∂xϕx, kx∂xϕφ,q,m)
of Theorem 4.9. We need to modify (67) so as to account for dispersive effects.

Let P0 diagonalize W so that P0 =
(
β(1)(0) β(2)(0) β(3)(0) β(4)(0)

)

P−1
0 =




β̃(1)(0)
β̃(2)(0)
β̃(3)(0)
β̃(4)(0)


 , P−1

0 WP0 = diag(a(1)
0 − cx, a

(2)
0 − cx, a

(3)
0 − cx, a

(4)
0 − cx) ,

and define for q an integer

Dq(ξ) := P0 diag
(
λ

[q]
1 (ξ)− a(1)

0 i kxξ, λ
[q]
2 (ξ)− a(2)

0 i kxξ,

λ
[q]
3 (ξ)− a(3)

0 i kxξ, λ
[q]
4 (ξ)− a(4)

0 i kxξ
)
P−1

0 ,

where λ[q]
j (ξ) is the qth order Taylor expansion of λj(ξ) near 0. By conven-

tion we also include the pseudo-differential case where q = ∞ by choosing
λ

(∞)
j as a smooth purely imaginary-valued function that coincides with λj in

a neighborhood of zero. Then consider the higher-order linearized modulation
system

∂t




kx
kφ
q

m


 = kx (W + cxI4) ∂x




kx
kφ
q

m


+Dq(i−1 ∂x)




kx
kφ
q

m


 .(90)
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Note that when q = 3, Dq(i−1 ∂x) takes the form D3(kx∂x)3, where D3 is a
real-valued matrix.

Theorem 4.10 (Averaged dynamics). — Let q be an odd integer larger than
1, or q =∞. Under the assumptions of Theorem 4.9, there exist C > 0 and a
cut-off function χ̃ such that for any V0 such that NL1(R)(V0) <∞, there exist
(ϕ(0)
x , ϕ

(0)
φ ) centered and low frequency such that with Ṽ0 := V0 − ϕ(0)

x Ux −
ϕ

(0)
φ JU

‖Ṽ0‖L1(R) + ‖∂xϕ(0)
x ‖L1(R) + ‖∂xϕ(0)

φ ‖L1(R) ≤ 2NL1(R)(V0) ,

and for any such (ϕ(0)
x , ϕ

(0)
φ ), the local parameters (kx∂xϕx, kx∂xϕφ,q,m) of

Theorem 4.9 may be chosen in such a way that with



k
(0)
x

k
(0)
φ

q(0)

m(0)


 := χ̃(i−1 ∂x)




kx∂xϕ
(0)
x

kx∂xϕ
(0)
φ

δQ(U , kx∂xU + kφJU) Ṽ0

δM[U ] Ṽ0


 ,

for any time t ∈ R
∥∥∥(kx∂xϕx(t, · ), kx∂xϕφ(t, · ),q(t, · ),m(t, · ))

− ΣWq (t)(k(0)
x , k

(0)
φ ,q(0),m(0))

∥∥∥
L∞(R)

≤ C

(1 + |t|)
q+1

2(q+2)
NL1(R)(V0) ,

and∥∥∥∥(ϕx(t, · ), ϕφ(t, · ))−
(

e1
e2

)
· (kx∂x)−1ΣWq (t)(k(0)

x , k
(0)
φ ,q(0),m(0))

∥∥∥∥
L∞(R)

≤ C NL1(R)(V0)





1
(1 + |t|) 1

3
if q ≥ 5

1
(1 + |t|) 1

5
if q = 3

,

where ΣWq is the solution operator to System (90).

Again, we omit the proof as nearly identical to the one of the corresponding
result in [50], namely Theorems 1.4 (q = 3) and 1.5 (q > 3), but provide a few
comments.

1. In the case q = 3, one may drop the low-frequency cut-off χ̃(i−1 ∂x)
(provided that one restricts to times |t| ≥ 1) since it is here only to com-
pensate for the fact that when q ≥ 5, one cannot infer good dispersive
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properties of the Taylor expansions globally in frequency. This is some-
how analogous to the fact that slow expansions of well-behaved parabolic
systems may produce ill-posed systems. Similar estimates hold for q = 1
but are somewhat pointless since the decay rate is then the same as in
Theorem 4.9.

2. If one is willing to use a less explicit and pleasant formula for (k(0)
x , k

(0)
φ ,

q(0),m(0)), then the description of (ϕx(t, · ), ϕφ(t, · )) may actually be
achieved up to an error of size (1 + |t|)− 1

3 if q = 3 and (1 + |t|)−
q−1

2(q+2) , if
q ≥ 5; see [50, Theorems 1.5 & 1.6].

3. If one removes the assumption that (ϕ(0)
x , ϕ

(0)
φ ) is low frequency, then the

formula for (k(0)
x , k

(0)
φ ,q(0),m(0)) should be modified as




k
(0)
x

k
(0)
φ

q(0)

m(0)


 := χ̃(i−1 ∂x)

·




kx∂xϕ
(0)
x

kx∂xϕ
(0)
φ

δQ(U , kx∂xU + kφJU) Ṽ0− (M[U ]−m)
(
kφ∂xϕ

(0)
x − kx∂xϕ(0)

φ

)

δM[U ] Ṽ0− (M[U ]−m)∂xϕ(0)
x



.

To illustrate how the high-frequency corrections arise let us point out
that

〈δM[U ]; ­
ϕ

(0)
x Ux(ξ, · )〉L2 = −[ ̂(M[U ]−m) ∂xϕ(0)

x ](ξ)

+ i ξ 〈M[U ]; }
ϕ

(0)
x (ξ, · )− ϕ̂(0)

x (ξ)〉L2 ,

and that extra ξ-factors bring extra decay.
4. We expect that in the case q = 3, System (90) could be derived from

higher-order versions of geometrical optics as in [44]. In contrast, the
formal derivation of either System (90) in the general case or of effec-
tive data (k(0)

x , k
(0)
φ ,q(0),m(0)) (in particular when (ϕ(0)

x , ϕ
(0)
φ ) is not low

frequency) seems out of reach.
5. The foregoing construction of Dq closely follows the classical construc-

tion of artificial viscosity systems as large-time asymptotic equivalents to
systems that are only parabolic in the hypocoercive sense of Kawashima.
We refer the reader to, for instance, [29, Section 6], [47], [34, Appen-
dix B], or [48, Appendix A] for a description of the latter. A notable
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difference, however, is that in the diffusive context, higher-order expan-
sions of dispersion relations beyond the second-order necessary to cap-
ture some dissipation do not provide any sharper description since the
second-order expansion already provides the maximal rate compatible
with a first-order expansion of eigenvectors. Here, one needs to use the
full pseudo-differential dispersion relations so as to reach a description
up to O(|t|−1/2) error terms.

6. We infer from Theorems 4.9 and 4.10 that at leading order, the behavior
of Sp(t)(V0) is captured by a linear modulation of phases ϕx(t, · )Ux +
ϕφ(t, · ) JU , and the phase shifts (ϕx, ϕφ) are the antiderivative of the two
first components of a four-dimensional vector (kx∂xϕx, kx∂xϕφ,q,m)
that itself is at leading-order a sum of four linear dispersive waves of
Airy type, each one traveling with its own velocity. In particular, three
scales coexist: the oscillation of the background wave at scale 1 in Ux and
JU , spatial separation of the four dispersive waves at linear hyperbolic
scale t, the width of Airy waves of size t1/3. We refer the reader to [2, 50]
for an enlightening illustration by direct simulations of similar multiscale,
large-time dynamics.

5. General perturbations

We now come back to the general spectral stability problem. We begin with
a corollary to Theorem 3.2, from which we recall the following key formula.
The Evans function Dξ(λ,η) expands as

Dξ(λ,η) (λ,η)→(0,0)= det
(
λΣt − (ei ξ −1)I4 + ‖η‖2

λ Σy

)

+O
(
(|λ|+ |ξ|+ ‖η‖2) (|λ|2 + |ξ|2 + ‖η‖2) (|λ|(|λ|+ |ξ|) + ‖η‖2)

)
.

For later use, we introduce the homogeneous fourth-order polynomial with real
coefficients26

∆0(λ, z, ζ) := det
(
λΣt − z I4 + ζ2

λ Σy

)
.(91)

That the coefficients of ∆0 are real may be seen directly or related to the
fact that D0(λ,η) is real when λ and η are real. Likewise, note that for any
(ε, λ, z, ζ) ∈ C4

∆0(λ, z,−ζ) = ∆0(λ, z, ζ) , ∆0(−λ,−z, ζ) = ∆0(λ, z, ζ) ,
∆0(ελ, εz, εζ) = ε4∆0(λ, z, ζ) , ∆0(λ, z, ζ) = ∆0(λ, z, ζ) .

The second and the fourth relations are inherited from original real and Hamil-
tonian symmetries.

26. The formula being extended by continuity to incorporate the cases when λ = 0.
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Since the longitudinal perturbations have already been analyzed at length,
the following corollary focuses on perturbations that do have a transverse com-
ponent.

Corollary 5.1. — Consider an unscaled wave profile V such that V · Vx 6≡ 0.
1. Assume that there exists (λ0, ζ0) ∈ R2, such that ζ0 6= 0 and

∆0(λ0, 0, ζ0) < 0. Then the wave is spectrally exponentially unstable
to perturbations that are longitudinally coperiodic and transversally ar-
bitrarily slow, that is, L0,η has eigenvalues of positive real part for η
arbitrarily small but nonzero.

2. Assume that there exists (λ0, ξ0, ζ0) ∈ C ×R2, such that ζ0 6= 0 and λ0
is a root of ∆0( · , i ξ0, ζ0) of algebraic multiplicity r. Then there exist C0
and η0 > 0, such that for any η such that 0 < ‖η‖ ≤ η0,

L ‖η‖
|ζ0|

ξ0,η

possesses r eigenvalues (counted with algebraic multiplicity) in the disk

B

(‖η‖
|ζ0|

λ0 , C0‖η‖1+ 1
r

)
.

In particular if <(λ0) 6= 0, then the wave is spectrally unstable.

Proof. — By using symmetries of ∆0 we may assume that λ0 ≥ 0 and r0 = 1.
Then since Theorem 3.2 ensures

D0(‖η‖λ0,η) ‖η‖→0= ‖η‖4 ∆0(λ0, 1) +O(‖η‖5) ,

we deduce that there exists η0 > 0, such that for any 0 < ‖η‖ ≤ η0,
D0(‖η‖λ0,η) < 0. Comparing this with Proposition 3.1 yields that when
0 < ‖η‖ ≤ η0, the spectrum of L0,η intersects (0,+∞).

The second part stems from a counting root argument based directly on
Theorem 3.2 and the symmetries of ∆0 . �

At this stage, two more comments are worth stating.
1. Since both Theorem 3.2 and Proposition 3.1 include the case ξ = π

besides the case ξ = 0, one may obtain a ξ = π counterpart to the
first parts of Theorem 4.1 and Corollary 5.1. Yet the corresponding
instability criteria are never met since ∆0(0,−2, 0) > 0. For a similar
reason, although Theorem 3.2 deals with arbitrary Floquet exponents
ξ, the second parts of Corollaries 4.5 and 5.1 involve Floquet exponents
converging to ξ = 0. This is due to the fact that ∆0(0, (ei ξ −1), 0) = 0 if
and only if ξ ∈ 2πZ.
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2. We point out that to some extent the restriction to ξ0 = 0 of the second
part of the corollary has already been derived in the recent [40] with a
few variations that we point out now.
(a) The authors restrict themselves to semilinear equations, a fact that

comes with quite a few algebraic simplifications in computations.
(b) They further assume that L0,0 exhibits two Jordan blocks of height

2 at 0.
(c) Their proof goes by direct spectral perturbation of L0,0 rather than

Evans function computations.

5.1. Geometrical optics. — Prior to studying at length properties of ∆0, we
show that the latter may be derived from a suitable version of geometrical optics
à la Whitham. To start bridging the gap, we first recall (62) and observe that

λΣt − zI4 + ζ2

λ
Σy =




0 0 0 1
1 0 0 0
0 0 1 0
0 1 0 0



(
λA0 Hess Θ− zB0 + ζ2

λ
C0

)



0 0 0 1
0 1 0 0
1 0 0 0
0 0 1 0


 ,

(92)

with

A0 =
(

I2 0
0 −I2

)
, B0 =




0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0


 , C0 :=




0 0 0 0
0 −σ3 σ2 0
0 −σ2 σ1 0
0 0 0 0


 ,

where

σ1 :=
∫ Xx

0
κ(‖V‖2) ‖V‖2 , σ2 :=

∫ Xx

0
κ(‖V‖2) JV · Vx ,(93)

σ3 :=
∫ X

x

0
κ(‖V‖2) ‖Vx‖2 .

In particular

∆0(λ, z, ζ) = det
(
λA0 Hess Θ− zB0 + ζ2

λ
C0

)
.(94)

Now let us start formal asymptotics with a multidimensional ansatz similar
to (65)

U(ε)(t,x) = e
1
εϕ

(ε)
φ

(ε t,εx) J U (ε)

(
ε t, εx; ϕ

(ε)
x (ε t, εx)

ε

)
,(95)
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with

U (ε)(T,X; ζ) = U0(T,X; ζ) + εU1(T,X; ζ) + o(ε) ,

ϕ
(ε)
φ (T,X) = (ϕφ)0(T,X) + ε (ϕφ)1(T,X) + o(ε) ,

ϕ(ε)
x (T,X) = (ϕx)0(T,X) + ε (ϕx)1(T,X) + o(ε) ,

with U0(T,X; ·) and U1(T,X; ·) 1-periodic. Inserting (95) in (3) yields at lead-
ing order

(∂T (ϕφ)0J + ∂T (ϕx)0∂ζ)U0 = JδH0 (U0, (∇X(ϕφ)0J +∇X(ϕx)0∂ζ)U0) ,

so that for each (T,X), U0(T,X; ·) must be a wave profile as in (15), such that

∂T (ϕφ)0 = ωφ − cxkφ , ∇X(ϕφ)0 = kφ , ∂T (ϕx)0 = ωx , ∇X(ϕx)0 = kx .

As a consequence, kx and kφ are curl free and

∂Tkφ = ∇X (ωφ − kφ cx) , ∂Tkx = ∇Xωx .(96)

Moreover, inserting (95) in (4) and (6) yields at leading order, respectively,

∂T (M(U0)) = divX
(

JU0 · ∇UxH0 (U0, (kφJ + kx∂ζ)U0)
)

+ ∂ζ(∗)

and

∂T

(
Q(U0, (kφJ + kx∂ζ)U0)

)

= ∇X

(
1
2JU0 · JδH0(U0, (kφJ + kx∂ζ)U0)−H0(U0, (kφJ + kx∂ζ)U0)

)

+
∑

`

∂X`

(
Jδ Q(U0, (kφJ + kx∂ζ)U0) · ∇UX`

H0(U0, (kφJ + kx∂ζ)U0)
)

+ ∂ζ(∗∗) ,
with ∗ and ∗∗ 1-periodic in ζ. Averaging the foregoing equations using formulas
in Section 2.6 provides equations that combined with (96) yield





∂Tkx = ∇Xωx

∂Tq = ∇X

(
µx − cxq+ 1

2 τ0 ‖k̃φ‖
2
)

+ divX
(
τ1 k̃φ ⊗ k̃φ + τ2 (k̃φ ⊗ ex + ex⊗k̃φ) + τ3 (ex⊗ ex−Id)

)

∂Tm = divX
(

(µφ − cxm) ex +τ1 k̃φ
)

∂Tkφ = ∇X (ωφ − cx kφ)

,

(97)
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with curl-free kx and kφ, where

τ0 := 〈κ′(‖U0‖2) ‖U0‖2〉 , τ1 := 〈κ(‖U0‖2) ‖U0‖2〉 ,
τ2 := 〈κ(‖U0‖2) JU0 · (kφ J + kx∂ζ)U0〉 , τ3 := 〈κ(‖U0‖2) ‖(kφ J + kx∂ζ)U0‖2〉 .

Before linearizing, in order to prepare System 97 for comparison, we recall
that kx = kx ex, kφ = kφ ex +k̃φ, and q = q ex +m k̃φ, with ex unitary and
k̃φ orthogonal to ex and write (97) in terms of (kx, kφ,m,q, ex, k̃φ). By using
that, for any derivative ∂],

ex ·∂] ex = 0 , ex ·∂]k̃φ = −k̃φ · ∂] ex ,(98)

this yields





∂T ex = 1
kx

(∇X − ex ex ·∇X)ωx

∂T k̃φ = (∇X − ex ex ·∇X) (ωφ − cx kφ)− kφ
kx

(∇X − ex ex ·∇X)ωx

− ex
k̃φ
kx
· ∇Xωx

∂T kx = ex ·∇Xωx

∂Tq = ex ·∇X

(
µx − cxq+ 1

2 τ0 ‖k̃φ‖
2
)

+ m
k̃φ
kx
· ∇Xωx

+ ex ·divX
(
τ1 k̃φ ⊗ k̃φ + τ2 (k̃φ ⊗ ex + ex⊗k̃φ) + τ3 (ex⊗ ex−Id)

)

∂Tm = divX
(

(µφ − cxm) ex +τ1 k̃φ
)

∂T kφ = ex ·∇X (ωφ − cx kφ) + k̃φ
kx
· ∇Xωx

(99)

with ex unitary, k̃φ orthogonal to ex, and kx ex and kφ ex +k̃φ curl free. Sys-
tem (99) may be simplified further by noticing that from curl-free conditions
(and (98)) stem

(∇X − ex ex ·∇X)kx = kx (ex ·∇X) ex ,

(∇X − ex ex ·∇X)kφ = (ex ·∇X)k̃φ +∇X
(
exT) k̃φ + kφ (ex ·∇X) ex .
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This leaves as an equivalent system





(∂T + cx(ex ·∇X)) ex = −(∇X − ex ex ·∇X)cx

(∂T + cx(ex ·∇X))k̃φ = (∇X − ex ex ·∇X)ωφ − ex
k̃φ
kx
· ∇Xωx

− cx∇X
(
exT) k̃φ

∂T kx = ex ·∇Xωx

∂Tq = ex ·∇X

(
µx − cxq+ 1

2 τ0 ‖k̃φ‖
2
)

+ m
k̃φ
kx
· ∇Xωx

+ ex ·divX
(
τ1 k̃φ ⊗ k̃φ + τ2 (k̃φ ⊗ ex + ex⊗k̃φ)

+ τ3 (ex⊗ ex−Id)
)

∂Tm = divX
(

(µφ − cxm) ex +τ1 k̃φ
)

∂T kφ = ex ·∇X (ωφ − cx kφ) + k̃φ
kx
· ∇Xωx

(100)

with ex unitary, k̃φ orthogonal to ex, and kx ex and kφ ex +k̃φ curl free.
Linearizing System (100) about the constant (µ

x
, cx, ωφ, µφ, e1, 0) yields





(∂T + cx∂X) ex = − (∇X − e1 ∂X) cx
(∂T + cx∂X) k̃φ = (∇X − e1 ∂X)ωφ

kxA0 Hess Θ (∂T + cx∂X)




µx
cx
ωφ
µφ


 = B0 ∂X




µx
cx
ωφ
µφ


+




0 0
τ3 τ2
τ2 τ1
0 0



(

divX(ex)
divX(k̃φ)

)

(101)

with extra constraints that k̃φ and ex are orthogonal to ex = e1 and that kxex+
kx ex and kφex + kφ ex +k̃φ are curl free, where (kx, kφ) are given explicitly as

kx = −k2
x d (∂µxΘ)(µx, cx, ωφ, µφ) ,(102)

kφ = kx
kx

kφ − kx d (∂µφΘ)(µx, cx, ωφ, µφ) ,

where total derivatives are taken with respect to (µx, cx, ωφ, µφ), and evalua-
tion is at (µ

x
, cx, ωφ, µφ, e1, 0). In System 101, Hess Θ = Hess(µx,cx,ωφ,µφ) Θ is

likewise evaluated at (µ
x
, cx, ωφ, µφ, e1, 0). For the convenience of the reader,

we detail some of the observations and manipulations used to go from (100) to
(101).
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1. As in going from (69) to (70), derivatives of Θ arise in (101) and (102)
from (47).

2. As pointed out in Section 2.6, d(ex ,̃kφ) (∇(µx,cx,ωφ,µφ)Θ) vanish at
(µ
x
, cx, ωφ, µφ, e1, 0).

3. For any scalar-valued function a,

ex · divX (a (ex ⊗ ex − Id)) = 0 .

4. From orthogonality constraints stem that for any derivative ∂],

ex · ∂] ex = 0 , ex · ∂]k̃φ = 0 ,

so that

ex · divX (ex ⊗ ex + ex⊗ex) = divX(ex) ,

ex · divX
(

ex ⊗ k̃φ + k̃φ ⊗ ex
)

= divX(k̃φ) .

At this stage, noting that for j ∈ {1, 2, 3}, σj = τ j/kx, a few line manipula-
tions achieve proving the claimed relation between ∆0 and modulated systems
in the form

λ2(d−1) ×∆0(λ, i ξ, ‖η‖)

= det




λ

(
I2(d−1) 0

0 A0 Hess Θ

)
− i ξ

(
0 0
0 B0

)
+




0 0 0 − iη 0 0
0 0 0 0 iη 0
0 0 0 0 0 0

τ3
k
x

iηT τ2
k
x

iηT 0 0 0 0
τ2
kx

iηT τ1
kx

iηT 0 0 0 0
0 0 0 0 0 0







.

5.2. Instability criteria. — The rest of the section is devoted to the study of
instability criteria contained in Corollary 5.1 and its longitudinal counterparts.

We begin by rephrasing the main consequence of Corollary 5.1. A stable
wave must satisfy

1. for any (λ, ζ) ∈ R2, ∆0(λ, 0, ζ) ≥ 0;
2. for any (ξ, ζ) ∈ R2, the roots of the (real) polynomial ω 7→ ∆0(iω, i ξ, ζ)

are real.
Note that the latter condition may be expressed explicitly as inequality con-
straints on some polynomial expressions in (ξ, ζ) ∈ R2, but the expressions
involved are rather cumbersome.
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The restriction to ξ = 0 is much simpler to analyze. To do so, let us introduce
notation for coefficients of ∆0

∆0(λ, z, ζ) =
∑

0≤m,n,p≤4
m+n+p=4
p≤m

δ(m,n,p)λ
m−p zn ζ2p ,(103)

and note that
∆0(λ, 0, ζ) = λ4 δ(4,0,0) + ζ2λ2 δ(3,0,1) + ζ4 δ(2,0,2) .

A straightforward consequence is the following stability condition.

Lemma 5.2. — If the wave is stable, then for any ζ ∈ R2, the roots of the
polynomial ω 7→ ∆0(iω, 0, ζ) are real and

δ4,0,0 ≥ 0 , δ3,0,1 ≥ 2
√
|δ4,0,0 δ2,0,2| , δ2,0,2 ≥ 0 .(104)

Moreover, if all the signs of the three inequalities in (104) are strict, then
∆0(λ, 0, ζ) > 0 when (λ, ζ) ∈ R2 \ {0}, and the roots of ω 7→ ∆0(iω, 0, ζ) are
distinct when ζ 6= 0.

Note that the mere combination of the cases η = 0 – corresponding to longi-
tudinal perturbations – (studied in Corollary 4.5 and in [40]) and ξ = 0 – cor-
responding to longitudinally coperiodic perturbations – (studied in Lemma 5.2
and in [40]) is a priori insufficient to capture the full strength of Corollary 5.1.
Indeed, note that the associated instability criteria do not involve coefficients
δ(1,2,1) and δ(2,1,1). To illustrate why we expect that these coefficients matter,
let us consider an abstract real polynomial π0 of the form (103). Then
• fixing all coefficients except δ(2,1,1) with δ4,0,0 6= 0 and choosing some

(ξ0, ζ0) ∈ (R∗)2, it follows that if |δ(2,1,1)| is sufficiently large, then either
ω 7→ π0(iω, i ξ0, ζ0) or ω 7→ π0(iω,− i ξ0, ζ0) possesses a nonreal root;
• fixing all coefficients except δ(1,2,1) with δ4,0,0 6= 0 and choosing some

(ξ0, ζ0) ∈ (R∗)2, it follows that if |δ(1,2,1)| is sufficiently large with
δ(1,2,1) < 0, then ω 7→ π0(iω, i ξ0, ζ0) possesses a nonreal root.

A less pessimistic guess could be that the inspection of the regimes |ξ| � |ζ|
and |ζ| � |ξ| (that are perturbations of ξ = 0 and ζ = 0) could involve the
missing coefficients and be sufficient to decide the instability criteria encoded
by Corollary 5.1. For an example of a closely related situation where such a
scenario occurs, the reader is referred to [44, 35]. Yet the following lemma sug-
gests that even this weaker claim can be expected only in degenerate situations.
Let us also anticipate a bit and stress that the coefficient δ(1,2,1) plays a deep
role in our analysis of the small-amplitude regime.

Lemma 5.3. — 1. Assume that Σt is nonsingular and that the eigenvalues
of Σt are real and distinct, or equivalently, that Hess Θ is nonsingular
and that the characteristic values of the modulation system are real and
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distinct. Then there exists ε0 > 0, such that when (ξ, ζ) ∈ R2 \{(0, 0)} is
such that |ζ| ≤ ε0 |ξ|, the fourth-order real polynomial ω 7→ ∆0(iω, i ξ, ζ)
possesses four distinct real roots.

2. Assume that Σt is nonsingular and that the eigenvalues of (Σt)−1Σy are
positive and distinct. Then there exists ε0 > 0, such that when (ξ, ζ) ∈
R2 \ {(0, 0)} is such that |ξ| ≤ ε0 |ζ|, the fourth-order real polynomial
ω 7→ ∆0(iω, i ξ, ζ) possesses four distinct real roots.

Recall that if Σt is nonsingular and either Σt possesses a nonreal eigenvalue,
or (Σt)−1Σy possesses an eigenvalue in C \ [0,+∞), then the associated wave
is unstable.

Proof. — The distinct character follows from continuity of polynomial roots
(applied, respectively, at ζ = 0 and ξ = 0). Then their reality is deduced from
the stability by complex conjugation of the root set of real polynomials. �

More generally, the transition to nonreal roots of ω 7→ ∆0(iω, i ξ, ζ) may only
occur near a (ξ0, ζ0) where the polynomial possesses a multiple root. With this
in mind, we now elucidate how the breaking of a multiple root occurs near
ξ = 0 and near ζ = 0.

Proposition 5.4 (Breaking of a multiple root near η = 0). — Assume that Σt
is nonsingular and that ω0 is a real eigenvalue of (Σt)−1 of algebraic multiplicity
r0. If

either
(
r0 ≥ 3 and δ(1,2,1) + δ(2,1,1)ω0 + δ(3,0,1)ω

2
0 6= 0

)
,

or
(
r0 = 2 and

δ(1,2,1) + δ(2,1,1)ω0 + δ(3,0,1)ω
2
0

1
r0!∂

r0
λ ∆0(ω0, 1, 0)

< 0
)
,

then the corresponding wave is spectrally unstable.

Proof. — This follows from the Taylor expansion of ∆0

∆0(λ, i ξ, ‖η‖) = (λ− i ξω0)r0
ξ4−r0∂r0

λ ∆0(iω0, i, 0)
r0!

+ ‖η‖2
(
δ1,2,1(i ξ)2 + δ2,1,1λ i ξ + δ3,0,1λ

2
)

+O
(
|λ− i ξω0|r0+1 + ‖η‖4

)
.
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Hence from Theorem 3.2 and a continuity argument there are r0 roots of
Dξ( · , ‖η‖) near i ξω0 that expand as

i ξ ω0 + i ξZ
(‖η‖
|ξ|

) 2
r0
(
δ(1,2,1) + δ(2,1,1)ω0 + δ(3,0,1)ω

2
0

1
r0!∂

r0
λ ∆0(ω0, 1, 0)

) 1
r0

+O
(
|ξ|
(‖η‖
|ξ|

) 2
r0
((‖η‖
|ξ|

) 2
r0

+ |ξ|3
‖η‖2

))
,

in the limit (
|ξ|, ‖η‖|ξ| ,

|ξ|3
‖η‖2

)
→ (0, 0, 0) ,

where Z runs over the r0th roots of unity. �

Proposition 5.5 (Breaking of a multiple root near ξ = 0). — Assume that
δ(4,0,0) 6= 0 and δ2

(3,0,1) = 4 δ(4,0,0) δ(2,0,2). If

δ(2,1,1) δ(4,0,0) −
1
2δ(3,1,0) δ(3,0,1) 6= 0 ,

then the corresponding wave is spectrally unstable.

Proof. — From Lemma 5.2, stability requires δ(4,0,0) > 0, δ(2,0,2) ≥ 0, and
δ(3,0,1) = 2

√
δ(4,0,0) δ(2,0,2), and we assume this from now on. The polynomial

∆0 is then

∆0(λ, i ξ, ζ) = δ(4,0,0)

(
λ2 +

√
δ(2,0,2)

δ(4,0,0)
ζ2

)2

+ i ξ(δ(2,1,1)λζ
2 + δ(3,1,0)λ

3)

+O
(
ξ2(λ2 + ζ2)).

)

We begin with the case δ(2,0,2) 6= 0. To analyze it we introduce

ω0 :=
(
δ(2,0,2)

δ(4,0,0)

)1/4
=
√

δ(3,0,1)

2δ(4,0,0)
.

Then for each σ ∈ {−1, 1}, when (‖η‖, |ξ|/‖η‖, ‖η‖3/|ξ|2) is sufficiently small,
there are 2 roots of Dξ( · , ‖η‖) near iσ‖η‖ω0 that expand as

iσ‖η‖ω0

(
1± 1

2δ(4,0,0)

√
σξ

‖η‖

(
δ(2,1,1)δ(4,0,0) −

1
2δ(3,1,0)δ(3,0,1)

)

+O
(
‖η‖

√
|ξ|
‖η‖

( |ξ|
‖η‖ + ‖η‖

2

|ξ|

)))
,

in the limit
(
‖η‖, |ξ|‖η‖ ,

‖η‖2
|ξ|

)
→ 0.
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When δ(2,0,2) = 0 – thus also δ(3,0,1) = 0 – and (‖η‖, |ξ|/‖η‖, ‖η‖2/|ξ|) is
sufficiently small, three of the four roots of Dξ( · , ‖η‖) near 0 expand as

i ‖η‖ 2
3 ξ

1
3 Z

(
δ(2,1,1)

δ(4,0,0)

) 1
3

+O
(
‖η‖ 2

3 |ξ| 13
(( |ξ|
‖η‖

) 2
3

+ ‖η‖
2

|ξ|

))
,

where Z runs over the 3rd roots of unity, in the limit
(
‖η‖, |ξ|‖η‖ ,

‖η‖2
|ξ|

)
→ (0, 0, 0) . �

5.3. Large-period regime. — We now examine consequences of Corollary 5.1
in asymptotic regimes described in from Section 2.5. Since the large-period
regime turns out to be significantly simpler to analyze, we begin the solitary-
wave limit.

We prove the following theorem.

Theorem 5.6. — When d ≥ 2, if ∂2
cxΘ(s)(c(0)

x , ρ(0), k
(0)
φ ) 6= 0 then, in the large

period regime near (c(0)
x , ρ(0), k

(0)
φ ), System 97 fails to be weakly hyperbolic, and

waves are spectrally exponentially unstable to transversally slow, longitudinally
coperiodic perturbations.

Before turning to the proof of Theorem 5.6, we would like to add one com-
ment. It is natural to wonder whether the proved instability corresponds to an
instability of the limiting solitary-wave and even to expect that one could argue
the other way around by proving the instability of solitary waves and deduce
periodic-wave instability in the large-period regime by a spectral perturbation
argument. When ∂2

cxΘ(s)(c(0)
x , ρ(0), k

(0)
φ ) < 0, this is a well-known fact. We

expect this to be true under the assumptions of Theorem 5.6. Yet, so far,
general results for solitary-wave instabilities [7, 51] have been proven only for
semilinear cases. More precisely, they have been proven for very specific forms
of Schrödinger equations and for larger classes of Euler–Korteweg systems, suf-
ficiently general to include all our semilinear cases. In the semilinear case, a
different proof of Theorem 5.6 could thus be obtained by applying results from
[7, 51] to solitary waves of the associated Euler–Korteweg systems, transfer-
ring those to large-period periodic waves of the same Euler–Korteweg systems
through a suitable spectral perturbation theorem in the spirit of [26, 52, 57]
and passing the latter to the Schrödinger systems by the results of Section 3.2.

Let us stress that instead our proof goes by examining the large-period limit
of a periodic-wave criterion. Incidentally, we point out that our periodic-wave
criterion is orthogonal to the arguments in [51] but shares some similarities with
those in [7]. For the adaptation as a periodic-wave criterion of the arguments
of the former, the reader is referred to [28].
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One of the advantages of the way we have chosen is that it offers a symmetric
treatment of both limits of interest, whereas the spectral perturbation argument
fails in the harmonic limit. Another one is that we prove that the instability
is of modulation type, being associated with the failure of weak hyperbolicity
of System 97.

The rest of the present section is devoted to the proof of Theorem 5.6. This
section and the next about the harmonic regime use formulation (94) and build
upon intermediate27 results from [10] and [11] on systems of Korteweg type.
Indeed, in the solitary-wave limit, once relevant asymptotic expansions have
been recalled, the proof shall be quite straightforward.

To ease notational translations, it is useful to recall that in Section 2.3 we
have derived for (3) the hydrodynamic formulation (39)

∂t

(
ρ
v

)
= J δH0[(ρ,v)] ,(105)

with v curl free, where

J =
(

0 div
∇ 0

)

and

H0[(ρ,v)] = κ(2 ρ) ρ ‖v‖2 + κ(2 ρ)
4 ρ ‖∇xρ‖2 .

In turn, the Hamiltonian problems studied in [10, 11] include systems28 in the
form (105) but with a larger class of Hamiltonian densities, given in original
notation from [10, 11] as

H[(ρ,u))] = 1
2τ(v)‖u‖2 + 1

2κ(v)‖∇xv‖2 + f(v) .

Thus, when importing results from [10, 11], we shall keep in mind the notational
correspondence

(v, u)→ (ρ, v) , κ(v)→ 1
2ρκ(2ρ) , τ(v)→ 2ρ κ(2ρ) , f(v)→W (2ρ) .

27. As opposed to main results.
28. Restricted to the one-dimensional case.
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To derive expansions for σ1, σ2 and σ3, it is convenient to use the profile
equation (44) so as to write them as

σ1 =
∫ ρmax(µx)

ρmin(µx)

f1(ρ)√
µx −Wρ(ρ)

√
2κ(2 ρ)

2 ρ d ρ ,

σ2 =
∫ ρmax(µx)

ρmin(µx)

f2(ρ)√
µx −Wρ(ρ)

√
2κ(2 ρ)

2 ρ d ρ ,

σ3 =
∫ ρmax(µx)

ρmin(µx)

f3(ρ)√
µx −Wρ(ρ)

√
2κ(2 ρ)

2 ρ d ρ

+
∫ ρmax(µx)

ρmin(µx)

√
µx −Wρ(ρ)

√
2κ(2 ρ)

2 ρ d ρ ,

with

f1(ρ) := κ(2 ρ) 2 ρ ,
f2(ρ; cx, µφ) := κ(2 ρ) 2 ρ ν(ρ; cx, µφ) ,
f3(ρ; cx, µφ) := κ(2 ρ) 2 ρ (ν(ρ; cx , µφ))2 .

In this form, [10, Proposition C.3] is directly applicable and yields the required
expansions.

In the above and from now on, we mostly keep the dependence on (cx, ωφ, µφ)
implicit for the sake of readability. This is consistent with the fact that the
limit is reached by holding (cx, ωφ, µφ) fixed and taking µx sufficiently close
to µ

(0)
x (cx, ωφ, µφ) (uniformly for (cx, ωφ, µφ) in a compact neighborhood of

(c(0)
x , ω

(0)
φ , µ

(0)
φ )).

The solitary-wave expansions naturally involve a mass conjugated to the
minimal29 mass of periodic waves. Explicitly, in the large-period regime there
exists ρdual = ρdual(µx; cx, ωφ, µφ), such that

µx =Wρ(ρdual) ,

with ρdual < ρ(0), and µx − Wρ(·) does not vanish on (ρdual, ρmin). In other
words, ρdual is the first cancellation point of µx −Wρ(·) on the left of ρ(0); see
Figure 2.2.

The following theorem gathers the relevant pieces of asymptotic expansions.
Up to a slight extension to incorporate expansions of σ1, σ2, σ3, it is the
translation in our setting of results from [10, Theorem 3.16 & Lemma 4.1]. We

29. Recall that we have decided to focus only on the case when the end state of the mass
of the limiting solitary wave is also its infimum.
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borrow the statement and notation30 from [11, Proposition 4 & Theorem 2],
where relevant results from [10] are compactly summarized.

Theorem 5.7 ([10]). — In the large-period regime, there exist real numbers as,
bs, a positive number hs, a vector Xs, and a symmetric matrix Os – depending
smoothly on the parameters (cx, ωφ, µφ) – such that, with31

ε(µx) := ρmin(µx)− ρdual(µx)
ρmax(µx)− ρmin(µx) , cs := − 1

2∂2
ρWρ(ρ(0)) ,(106)

π

X
(s)
x

∇Θ = −V0 ln ε−Xs + ε

2 V0 −
1

2hs
(as V0 + bs W0 + cs Z0) ε2 ln ε

+O
(
ε2) ,

(107)

π

X
(s)
x

Hess Θ = hs
1 + ε

ε2 V0 ⊗ V0

+ (as V0 ⊗ V0 + bs (V0 ⊗W0 + W0 ⊗V0)) ln ε
+ (T0 ⊗T0 + 2cs W0 ⊗W0 + cs (Z0 ⊗V0 + V0 ⊗ Z0)) ln ε
+ Os +O

(
ε ln ε

)
,

(108)

and, for j = 1, 2, 3,
π

X
(s)
x

σj = −fj(ρ(0)) ln ε+O(1) ,

where

X(s)
x :=

√
−κ(ρ(0))
∂2
ρWρ(ρ(0)) ,

V0 :=




1
q(ρ(0))
ρ(0)

ν(ρ(0))


 , W0 :=




0
∂ρq(ρ(0))

1
∂ρν(ρ(0))


 ,

Z0 :=




0
∂2
ρq(ρ(0))

0
∂2
ρν(ρ(0))


 , T0 := 1√

κ(2 ρ(0)) 2 ρ(0)




0
ρ(0)

0
1


 ,

30. Except for a few variations. We use (X(s)
x , ε) instead of (Ξs, ρ) and (ρdual, ρmin, ρmax)

instead of (v1, v2, v3). The subscript 0 was originally s.

31. The parameter ε goes to zero as
√
µ

(0)
x (cx, ωφ, µφ)− µx.
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with q defined by
q(ρ) := ρ ν(ρ) .

Moreover, the vectors are such that
V0 ·B−1

0 A0 V0 = 0 , V0 ·B−1
0 A0 W0 = 0 , V0 ·B−1

0 A0 T0 = 0 ,
V0 ·B−1

0 A0 Z0 = −W0 ·B−1
0 A0 W0 ,

T0 ·B−1
0 A0 T0 = 0 , T0 ·B−1

0 A0 Z0 = 0 ,
e1 ·V0 = 1 , e1 ·W0 = 0 , e1 ·Z0 = 0 , e1 ·T0 = 0 ,

and
X

(s)
x

π
(B−1

0 A0V0) ·Xs = −∂cxΘ(s)(c(0)
x , ρ(0), k

(0)
φ ) ,

X
(s)
x

π
(B−1

0 A0V0) ·Os B−1
0 A0V0 = ∂2

cxΘ(s)(c(0)
x , ρ(0), k

(0)
φ ) .

As a consequence, after a few straightforward but tedious computations,
omitted here but detailed in the discussion preceding32 [11, Theorem 8] stems
that

π

X
(s)
x




1 0 0
0
√

1+ε
ε 0

0 0 I2


P0(−B−1

0 A0) Hess Θ P−1
0




1 0 0
0 ε√

1+ε 0
0 0 I2




=




−cs w0 ln(ε) +O(1)
√

1 + ε
ε hs +O(ε ln(ε)) O(ln(ε))

√
1 + ε
ε

X
(s)
x

π
∂2
cxΘ(s) +O(ln(ε)) −cs w0 ln(ε) +O(1)

√
1 + ε
ε ysT +O(ln(ε))

O(1) O(ε ln(ε)) Σ−1
0 ln(ε) +O(1)




with ys some two-dimensional vector, and

P0 :=
(
− e2 V0 T0 W0

)T

Σ0 :=
(
σ0 0
w0
2 1

)
(B HessH(0)(ρ(0), k

(0)
φ ) + cx I2)

(
σ0 0
w0
2 1

)−1
,(109)

where

σ0 := −T0 ·B−1
0 A0W0 = 1√

κ(2 ρ(0)) 2 ρ(0)

w0 := −W0 ·B−1
0 A0W0 = 2∂ρν(ρ(0)) .

32. In notation of [11], P0 = PsTß, −B−1
0 A0 = ß−1, ys = (D−1

s )Tys, Σ−1
0 = ΣsD−1

s

and (
σs 0
ws
2 1

)
= As B−1 .

tome 150 – 2022 – no 1



NLS PERIODIC WAVES 189

Moreover,

Σ−1
0 =

(
0 2csσ0
σ0 2csw0

)
.

We recall that H(0) is the zero dispersion limit of the Hamiltonian H0 of the hy-
drodynamic formulation of the Schrödinger equation, and B is the self-adjoint
matrix involved in this formulation; see (51).

Observe also that from the foregoing it follows that

δ(4,0,0) = det(Hess Θ)

= − (ln(ε))2

ε2
(X(s)

x )5

π5
hs ∂

2
cxΘ(s)

det(B HessH(0) + cx I2) +O
(

ln(ε)
ε2

)

= (ln(ε))2

ε2
(X(s)

x )5

π5 2cs σ2
0 hs ∂

2
cxΘ(s) +O

(
ln(ε)
ε2

)

= − (ln(ε))2

ε2
(X(s)

x )5

π5
hs ∂

2
cxΘ(s)

κ(2 ρ(0)) 2 ρ(0) ∂2
ρWρ(ρ(0)) +O

(
ln(ε)
ε2

)
.

Likewise,

δ(0,4,0) = 1 , δ(1,3,0) = O(1) ,

δ(2,2,0) = − 1
ε2

(X(s)
x )3

π3 hs ∂
2
cxΘ(s) +O

(
ln(ε)
ε

)
,

δ(3,1,0) = − ln(ε)
ε2

(X(s)
x )4

π4 2cs w0 hs ∂
2
cxΘ(s) +O

(
1
ε2

)
.

To go on we need to compute a similar expansion for



1 0 0
0
√

1+ε
ε 0

0 0 I2


P0(−B−1

0 C0) P−1
0




1 0 0
0 ε√

1+ε 0
0 0 I2


 .

A direct computation yields

−P0B−1
0 C0 =




0 0 0 0
0 σ3 + ν(ρ(0))σ2 −(σ2 + ν(ρ(0))σ1) 0
0 σ0σ2 −σ0σ1 0
0 w0

2 σ2 −w0
2 σ1 0


 ,

and

P−1
0 =




∗ ∗ ∗ ∗
−1 0 0 0

ν(ρ(0)) 0 − w0
2σ0

1
∗ ∗ ∗ ∗


 ,
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so that

−P0B−1
0 C0P−1

0 =



0 0 0 0
−(σ3 + 2ν(ρ(0))σ2 + ν(ρ(0))2σ1) 0 w0

2σ0
(σ2 + ν(ρ(0))σ1) −(σ2 + ν(ρ(0))σ1)

−σ0(σ2 + ν(ρ(0))σ1) 0 w0
2 σ1 −σ0σ1

−w0
2 (σ2 + ν(ρ(0))σ1) 0 w2

0
4σ0

σ1 −w0
2 σ1


 .

To ease computations and materialize both symmetry and size we introduce

δ
(s)
1 := σ1

− ln(ε)X(s)
x /π

, δ
(s)
2 := σ2 + ν(ρ(0))σ1

− ln(ε)X(s)
x /π

,

δ
(s)
3 := σ3 + 2ν(ρ(0))σ2 + ν(ρ(0))2σ1

− ln(ε)X(s)
x /π

.

Thus,

−




1 0 0
0
√

1+ε
ε 0

0 0 I2


P0B−1

0 C0P−1
0




1 0 0
0 ε√

1+ε 0
0 0 I2




= X
(s)
x

π




0 0 0 0
δ

(s)
3

√
1+ε
ε ln(ε) 0 − w0

2σ0
δ

(s)
2

√
1+ε
ε ln(ε) δ(s)

2

√
1+ε
ε ln(ε)

σ0δ
(s)
2 ln(ε) 0 −w0

2 δ
(s)
1 ln(ε) σ0δ

(s)
1 ln(ε)

w0
2 δ

(s)
2 ln(ε) 0 − w2

0
4σ0

δ
(s)
1 ln(ε) w0

2 δ
(s)
1 ln(ε)


 ,

with

δ
(s)
1 = f1(ρ(0)) +O

(
1

ln(ε)

)
,

δ
(s)
2 = 2 ν(ρ(0)) f1(ρ(0)) +O

(
1

ln(ε)

)
,

δ
(s)
3 = 4 ν(ρ(0))2 f1(ρ(0)) +O

(
1

ln(ε)

)
.

At main order the matrix has rank 1, and with this observation we find

δ(2,0,2) = O
(

(ln(ε))2

ε2

)
,

δ(3,0,1) = (ln(ε))3

ε2
(X(s)

x )4

π4 2 cs σ2
0 hsδ

(s)
3 +O

(
(ln(ε))2

ε2

)
.

Note that this already yields the instability condition in the large period regime:

∂2
cxΘ(s) > 0 ,
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This may be derived, for instance, by examining the limit ε→ 0 of the rescaled

∆0

( √
ε λ√
| ln(ε)|

, 0,
√
ε ζ

ln(ε)

)

=
(
− (X(s)

x )5

π5
hs ∂

2
cxΘ(s)

κ(0) 2 ρ(0) ∂2
ρW(0)

ρ

+O
(

1
ln ε

))
λ4 +O

(
ζ4

ln2 ε

)

+
(

(X(s)
x )4

π4 2 cs σ2
0 hs4(ν(0))22ρ(0)κ(0) +O

(
1

ln ε

))
λ2ζ2 .

According to both Theorem 4.3 and Theorem 4.6, ∂2
cxΘ(s) < 0 also yields

instability. Applying Theorem 4.3 shows that the instability may be obtained
with ξ = 0, whereas applying Theorem 4.6 shows that it also corresponds to a
failure of weak hyperbolicity of the modulated system.

This achieves the proof of Theorem 5.6.

5.4. Small-amplitude regime. — We now turn to the small-amplitude limit.
Our goal is to prove the following theorem.

Theorem 5.8. — In the small amplitude regime near a (c(0)
x , ρ(0), k

(0)
φ ), such

that

∂ρν(ρ(0); c(0)
x , µ(0)

φ
) 6= 0 ,

and33

δhyp × δBF (c(0)
x , ω

(0)
φ , µ(0)

φ
) 6= 0

waves are spectrally exponentially unstable to transversally slow, longitudinal
sideband perturbations.

Let us stress that, as proved in Appendix B, the limiting constant state is
spectrally stable if and only if δhyp < 0, so that, when δhyp > 0, the result is
nontrivial from the point of view of spectral perturbation. The overall proof
strategy is the same as in the large-period regime, but the final argument is sig-
nificantly more cumbersome. In particular, it involves essentially all coefficients
of ∆0.

To begin with, we gather relevant expansions. The following is a straightfor-
ward extension of [10, Theorem 3.14 & Lemma 4.1], with notation taken from
[11, Theorem 2 & Proposition 4].

33. Where δhyp, δBF are as in (71)–(72).
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Theorem 5.9 ([10]). — In the small-amplitude regime, there exist a real num-
ber b0 and a positive number c0 – depending smoothly on the parameters (cx, ωφ, µφ)
– such that, with a0 given by (64) and34

ε(µx) := ρmax(µx)− ρmin(µx)
2

ρmin(µx)− ρdual(µx)
ρmax(µx)− ρmin(µx) , c0 := 1

2∂2
ρWρ(ρ(0)) ,

we have

4c0
X

(0)
x

∇Θ = 4c0 V0 + (a0 V0 + b0 W0 + c0 Z0) ε2 +O(ε4) ,(110)

1
X

(0)
x

Hess Θ = a0 V0 ⊗V0 + b0 (V0 ⊗W0 + W0 ⊗V0)−T0 ⊗T0(111)

+ 2 c0 W0 ⊗W0 + c0 (V0 ⊗ Z0 + Z0 ⊗V0) +O(ε2) ,

and, for j = 1, 2, 3,

4c0
X

(0)
x

σj = 4c0 fj(ρ(0)) +O(ε2) ,

where X(0)
x denotes the harmonic period (48), and the other quantities are as

in Theorem 5.7.

Our starting point is

1
X

(0)
x




1 0 0
0 1
ε 0

0 0 I2


 P̃−1

0 P0(−B−1
0 A0) Hess Θ P−1

0 P̃0




1 0 0
0 ε 0
0 0 I2




=




1
λε

d0 ε+O(ε3) O(ε2)
e0 ε+O(ε2) 1

λε
O(ε)

O(ε2) O(ε3) Σ−1
ε


 ,

with

λε = − 1
c0 w0

+O(ε2) , Σε = Σ0 +O(ε2) ,

34. The parameter ε goes to zero as
√
µx − µ(0)

x (cx, ωφ, µφ).
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d0 and e0 having the sign35 respectively of δBF and of 2ρ(0) κ(2ρ(0))w2
0 +8δhyp,

P̃0 =




1 0 `T

0 1 0
0 r I2


 , P̃−1

0 =




1 `Tr −`T

0 1 0
0 −r I2


 ,

where

r = −(Σ−1
0 + c0 w0)−1

(
b0 σ0

b0 w0 + c0 ζ0

)
, ` = −

(
0 σ0
σ0 w0

)−1
r .

Note that

Σ−1
0 =

(
0 −2c0σ0
σ0 −2c0w0

)
, δhyp = 1

4

(
w2

0
4σ2

0
− 1

2c0

)
,

det(Σ−1
0 + c0 w0) = −16 c20 σ2

0 δhyp ,

(Tr(Σ−1
0 ))2 − 4 det(Σ−1

0 ) = 64 c20 σ2
0 δhyp .

This yields δ(0,4,0) = 1,

δ(4,0,0) = det(Hess Θ) = (X(0)
x )4

(
1
λ2
ε

− ε2 d0 e0

)
det(Σ−1

ε ) +O
(
ε4) ,

δ(3,1,0) = (X(0)
x )3

(
2
λε

det(Σ−1
ε ) +

(
1
λ2
ε

− ε2 d0 e0

)
Tr(Σ−1

ε )
)

+O
(
ε4) ,

δ(2,2,0) = (X(0)
x )2

(
det(Σ−1

ε ) +
(

1
λ2
ε

− ε2 d0 e0

)
+ 2
λε

Tr(Σ−1
ε )
)

+O
(
ε4) ,

δ(1,3,0) = X(0)
x

(
2
λε

+ Tr(Σ−1
ε )
)
,

35. In notation of [11], with (b, g)→ (1, ν),

δBF = 1
16

4τ(∂vg)5

b3k0

∂2
vW + 3τ (∂vg)2

−∂2
vW + 3τ (∂vg)2 ×∆MI ,

δhyp = 1
4
∂2
vH= 1

4
(τ (∂vg)2 − ∂2

vW) ,

2ρ(0) κ(2ρ(0))w2
0 + 8δhyp = 2(−∂2

vW + 3τ (∂vg)2) , w0 = w0 = 2∂vg
b

,

d0 = τ(∂vg)5

b3 k0 (∂2
vW)3 (−∂2

vW + 3τ (∂vg)2) ∆MI , d0 e0 =
c3
0 w

5
0

4 k0
∆MI ,
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which is equivalent to

∆0

(
λ

X
(0)
x

, z, 0
)

=
((

λ

λε
+ z

)2
− λ2ε2d0 ε0

)
det(λΣ−1

ε + z I2)

+O(ε4 λ2 (|λ|2 + |z|2)) ,

∆0

(
λ

X
(0)
x

, z − λ

λε
, 0
)

=
(
z2 − λ2ε2d0 ε0

)
det
(
λ

(
Σ−1
ε −

1
λε

I2

)
+ z I2

)

+O(ε4 λ2 (|λ|2 + |z|2)) .
One recovers the instability criteria on δBF and δhyp in the form that instability
stems both from d0 ε0 < 0 and from

(
Tr(Σ−1

0 )
)2 − 4 det(Σ−1

0 ) < 0.
This motivates a first shift to

∆̃0(λ, z, ζ) := ∆0

(
λ

X
(0)
x

, z − λ

λε
,
ζ

X
(0)
x

)
.

Note that we still have an expansion in the form

∆̃0(λ, z, ζ) =
∑

0≤m,n,p≤4
m+n+p=4
p≤m

δ̃(m,n,p)λ
m−p zn ζ2p ,

but that expressing instability criteria in terms of ∆̃0 is not obvious and will
require some care. We already know that δ̃(0,4,0) = 1, and then

δ̃(4,0,0) = −ε2 d0 e0 det
(

Σ−1
ε −

1
λε

I2

)
+O

(
ε4) ,

δ̃(3,1,0) = −ε2 d0 e0 Tr
(

Σ−1
ε −

1
λε

I2

)
+O

(
ε4) ,

δ̃(2,2,0) = det
(

Σ−1
ε −

1
λε

I2

)
− ε2 d0 e0 +O

(
ε4) ,

δ̃(1,3,0) = Tr
(

Σ−1
ε −

1
λε

I2

)
= O(ε2) .

Now, as in the solitary-wave limit, we introduce

δ
(0)
1 := σ1

X
(0)
x

, δ
(0)
2 := σ2 + ν(ρ(0))σ1

X
(0)
x

, δ
(0)
3 := σ3 + 2ν(ρ(0))σ2 + ν(ρ(0))2σ1

X
(0)
x

,

so that

−P0B−1
0 C0P−1

0 = −X(0)
x




0 0 0 0
δ

(0)
3 0 − w0

2σ0
δ

(0)
2 δ

(0)
2

σ0δ
(0)
2 0 −w0

2 δ
(0)
1 σ0δ

(0)
1

w0
2 δ

(0)
2 0 − w2

0
4σ0

δ
(0)
1

w0
2 δ

(0)
1



,
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with

δ
(0)
1 = f1(ρ(0)) +O

(
ε2) ,

δ
(0)
2 = 2 ν(ρ(0)) f1(ρ(0)) +O

(
ε2) ,

δ
(0)
3 = 4 ν(ρ(0))2 f1(ρ(0)) +O

(
ε2) .

Then we compute that

− 1
X

(0)
x




1 0 0
0 1
ε 0

0 0 I2


 P̃−1

0 P0B−1
0 C0 P−1

0 P̃0




1 0 0
0 ε 0
0 0 I2




=




O(1) O(ε) O(1) O(1)
δ

(0)
3
ε O(1) O

(
ε−1) O

(
ε−1)

O(1) O(ε) O(1) O(1)
O(1) O(ε) O(1) O(1)




and observe that the latter matrix takes the form

matrix of rank 1× ( I4 +O(ε2) ) .

As a result,

δ̃(2,0,2) = O(ε2) , δ̃(3,0,1) = −δ(0)
3 d0 det

(
Σ−1
ε −

1
λε

I2

)
+O(ε2) ,

δ̃(2,1,1) = O(1) , δ̃(1,2,1) = O(1) .

Taking the limit ε→ 0 in

∆0

(
λε

X
(0)
x

(
−ε− 1

4Z + ε
1
4 Λ
)
, ε−

1
4Z, ε

1
4

Γ
X

(0)
x

)

yields the limiting

Λ2 Z2 det
(

Σ−1
0 −

1
λ0

I2

)
− δ(0)

3 d0 det
(

Σ−1
0 −

1
λ0

I2

)
λ2

0 Z
2 Γ2 = 0 ,

where we recall det
(

Σ−1
0 − 1

λ0
I2

)
= −16c20σ2

0δhyp. From this, one deduces that
when δhyp 6= 0, δBF > 0 gives instability since d0 has the sign of δBF .

Since Theorem 4.6 already concludes instability from δBF > 0 this concludes
the proof of Theorem 5.8.
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Appendix A. Symmetries and conservation laws

In the present paper, including the current section, we only consider func-
tional densities depending on derivatives up to order 1. In particular,

LA[U ](JδB[U ]) = −LB[U ](JδA[U ])

+
∑

`

∂`

(
∇Ux`A[U ] · JδB[U ] +∇Ux`B[U ] · JδA[U ]

)
.

As a consequence, if Ut = JδH[U ], then
(G[U ])t = −LH[U ](JδG[U ])

+
∑

`

∂`

(
∇Ux`G[U ] · JδH[U ] +∇Ux`H[U ] · JδG[U ]

)
.

(112)

The main point in concrete uses of the latter equality is that U 7→
LH[U ](JδG[U ]) encodes the variation of H under the action of the group gen-
erated by G. Here, we consider two kinds of invariance by the action of a group
generated by a functional density:
• stationarity of the density functional H under the action of the group
generated by G encoded by

LH[U ](JδG[U ]) ≡ 0 ,
in which case (112) reduces to

(G[U ])t =
∑

`

∂`

(
∇Ux`G[U ] · JδH[U ] +∇Ux`H[U ] · JδG[U ]

)
;

• commutation of the density functional H with the action of the group
generated by G encoded by

LH[U ](JδG[U ]) = JδG[H[U ]] ,
in which case (112) reduces to

(G[U ])t = −JδG[H[U ]] +
∑

`

∂`

(
∇Ux`G[U ] · JδH[U ] +∇Ux`H[U ] · JδG[U ]

)
.

Note that in the latter case if the group is a group of translations, then the
latter equation is still a conservation law.

Specializing the first case to G = M gives

(M[U ])t =
∑

`

∂`

(
∇Ux`H[U ] · JU

)
,

whereas a specialization of the second case to G = Qj and to G = H gives,
respectively,

(Qj [U ])t = ∂j(∇UxjQj [U ] · JδH[U ]−H[U ]) +
∑

`

∂`

(
∇Ux`H[U ] · Uxj

)
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and

(H[U ])t =
∑

`

∂`

(
∇Ux`H[U ] · JδH[U ]

)
.

To compute how these conservation laws are transformed when going to uni-
formly moving frames we also record the following simple but useful relations

LM[U ](JδM[U ]) = 0 , LM[U ](JδQ`[U ]) = ∂`(M[U ]) ,
LQj [U ](JδM[U ]) = −∂j(M[U ]) , LQj [U ](JδQ`[U ]) = ∂`(Qj [U ]) ,
LH[U ](JδM[U ]) = 0 , LH[U ](JδQ`[U ]) = ∂`(H[U ]) .

Among the foregoing identities only the third one is not a simple expression of
invariances of M, Qj and H, but it may be deduced from the second one.

For our purposes, it is also crucial to derive linearized versions of the algebraic
relations expounded above. Let us defineFG,H byFG,H[U ] =LG[U ](JδH[U ]), so
that Ut = JδH[U ] implies (G(U))t = FG,H[U ]. Now note that if U is such that
δH[U ] = 0, then LFG,H[U ](V ) = LG[U ](JLδH[U ](V )). In particular, if U t = 0
and δH[U ] = 0, then Vt = JLδH[U ](V ) implies

(LG[U ]V )t = LFG,H[U ](V ) .
The latter computations also provide similar conclusions for the associated
spectral problems.

Appendix B. Spectral stability of constant states

In the present section, we study the spectral stability of constant solutions
to (3). By constant solutions we mean solutions that are constant up to the
symmetries, thus solutions in the form36

U(t,x) = e(kφ·x+ωφ t)J U(0) ,(113)

with U(0) a constant vector of R2, kφ ∈ Rd, and ωφ ∈ R. Since it is almost
costless and will be useful in Appendix C, we consider an even more general
class of Hamiltonian equations

∂tU = J δH0[U] , with H0 [U] = 1
2∇xU ·D(‖U‖2)∇xU +W (‖U‖2) ,

(114)

where D is valued in real symmetric d× d-matrices. That U from (113) solves
(114) reduces to either U(0) is zero or

ωφ = 2W ′(‖U(0)‖2) + kφ ·D(‖U(0)‖2) kφ + ‖U(0)‖2 kφ ·D′(‖U(0)‖2) kφ .
(115)

36. The action of spatial translations is redundant with the action of rotations for this
class of solutions.
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For the sake of concision and comparison, it is expedient to introduce the
dispersionless hydrodynamic Hamiltonian

H(0)(ρ,v) := ρv ·D(2 ρ)v +W (2 ρ) .

As a first instance, note that with ρ(0) := M(U(0)), (115) takes the concise
form ωφ = ∂ρH

(0)(ρ(0),kφ).
Changing frame through U(t,x) = e(kφ·x+ωφ t)J V(t,x), linearizing, and us-

ing the Fourier transform brings the spectral stability question under consider-
ation to the question of knowing whether for any ξ ∈ Rd, the linear operator
on C2

V 7→
[

U(0) ·V× ∂2
ρH

(0)(ρ(0),kφ) + 2 JU(0) ·V× kφ ·D′(2 ρ(0)) i ξ
]

JU(0)

+
[
2 U(0) ·V× kφ ·D′(2 ρ(0)) i ξ

]
U(0)

+
[
ξ ·D(2 ρ(0))ξ

]
JV +

[
2 kφ ·D(2 ρ(0)) i ξ

]
V

has purely imaginary spectrum. If U(0) = 0, then, by diagonalizing J, one gets
that the latter spectrum is

i
(
±ξ ·D(2 ρ(0))ξ + 2 kφ ·D(2 ρ(0))ξ

)
∈ i R ,

hence spectral stability holds. When U(0) 6= 0, we may use V 7→ (U(0) ·
V,JU(0) ·V) as a coordinate map in which the above operator’s matrix is

(
2 ∂ρ∇vH

(0)(ρ(0),kφ) · i ξ −ξ ·D(2 ρ(0))ξ
2 ρ(0) ∂2

ρH
(0)(ρ(0),kφ) + ξ ·D(2 ρ(0))ξ 2 ∂ρ∇vH

(0)(ρ(0),kφ) · i ξ

)
.

Thus, when U(0) 6= 0, spectral stability holds if and only if for any ξ ∈ Rd, the
solutions in λ of

(
λ− 2 i ∂ρ∇vH

(0)(ρ(0),kφ) · ξ
)2

+ ξ ·D(2 ρ(0))ξ
(

2 ρ(0) ∂2
ρH

(0)(ρ(0),kφ) + ξ ·D(2 ρ(0))ξ
)

= 0

are purely imaginary, that is, if and only if, for any ξ ∈ Rd,

ξ ·D(2 ρ(0))ξ
(

2 ρ(0) ∂2
ρH

(0)(ρ(0),kφ) + ξ ·D(2 ρ(0))ξ
)
≥ 0 .

As a conclusion, spectral stability holds if and only if, for any unitary e ∈ Rd,
e ·D(2 ρ(0)) e× ρ(0) ∂2

ρH
(0)(ρ(0),kφ) ≥ 0 .

For comparison, let us point out that ∂2
ρH

(0)(ρ(0),kφ) = 4 δhyp.

Lemma B.1. — Let U(0) be a constant profile for a solution to (114) in the
sense of (113). Then, with ρ(0) := M(U(0)), the corresponding solution is

tome 150 – 2022 – no 1



NLS PERIODIC WAVES 199

spectrally exponentially unstable if and only if D(2 ρ(0)) is not the zero matrix,
ρ(0) δhyp 6= 0, and one of the two following possibilities hold

1. there exists e+ such that e+ ·D(2 ρ(0)) e+ > 0 and e− such that
e− ·D(2 ρ(0)) e− < 0;

2. D(2 ρ(0)) is nonnegative (respectively nonpositive) and δhyp < 0 (respec-
tively, δhyp > 0).

Remark B.2. — In the present contribution, we are interested in constant
solutions only as far as they are reachable either as the constant limit in the
small-amplitude regime or as the limiting solitary-wave end state in the large-
period regime. Extending [10, Appendix A], let us point out that when D has
a sign (either nonnegative or nonpositive), constant states associated with a
large-period regime are always spectrally stable. We prove here this claim for
equations of type (3). Let us recall that with ν and Wρ defined through

Wρ(ρ) = −H(0)(ρ, ν(ρ) ex +k̃φ) + ωφ ρ+ µφ ν(ρ)− cxρ ν(ρ) ,

0 = − ex · ∇vH
(0)(ρ, ν(ρ) ex +k̃φ) + µφ − cx ρ ,

this means that we focus on the case when ∂2
ρWρ(ρ(0)) < 0. By differentiating

the foregoing identities, one deduces that

∂ρWρ(ρ) = −∂ρH(0)(ρ, ν(ρ) ex +k̃φ) + ωφ − cxν(ρ) ,

2 ρ κ(2 ρ) ν′(ρ) = − ex · ∂ρ∇vH
(0)(ρ, ν(ρ) ex +k̃φ)− cx ,

∂2
ρWρ(ρ) = −∂2

ρH
(0)(ρ, ν(ρ) ex +k̃φ) + (ν′(ρ))2

2 ρ κ(2 ρ) .

From this stems that, for (ρ(0),kφ) = (ρ(0), ν(ρ(0)) ex +k̃φ), the saddle condi-
tion ∂2

ρWρ(ρ(0)) < 0 implies ∂2
ρH

(0)(ρ,kφ) > 0 i.e., δhyp > 0, as claimed.

Appendix C. Anisotropic equations

In the present section, we show how to generalize most of our results from
systems of the form (3) to systems of the form (114), namely,

∂tU = J δH0[U] , with H0 [U] = 1
2∇xU ·D(‖U‖2)∇xU +W (‖U‖2) ,

where D is valued in real symmetric d × d-matrices. As in Appendix D, our
goal is not to transfer our methodology (with possibly different outcomes) but
to point out what is readily accessible by simple changes in notation.

Consistently with the rest of the present paper, we shall discuss explicitly
only waves in the form (7). Yet let us anticipate from Appendix D that even for
System (114) as considered here, all longitudinal results apply equally well to
waves of the form (15) and that instability results about general perturbations
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also generalize when either D is constant (semilinear case) or when d ≥ 3, and,
for any α, k̃φ is an eigenvector of D(α).

The restriction on generality that we make here is that we consider waves of
type (7) propagating in a direction that is a principal direction for the dispersion
of (114). We assume that, for any α, ex is an eigenvector of D(α) for a nonzero
eigenvalue. This includes the case, considered in [40], that when d = 2, waves
propagate in the direction e1 and

D ≡
(

1 0
0 ±1

)
.

It follows readily from the principal-direction restriction that all longitudinal
results still hold with

κ(α) := ex ·D(α) ex ,(116)
and we recall that at this stage, there is no loss in generality in assuming κ
positive valued. Unfortunately, in genuinely anisotropic cases, the principal-
direction restriction is essentially incompatible with modulation of the direction
ex and, thus, rules out any hope for a modulational interpretation in the spirit
of Section 5.1.

Therefore, under this assumption, we focus on extending the instability re-
sults of Section 5. As far as this goal is concerned, it is sufficient to deal with
the case when d = 2, ex = e1, and

H0 [U] = 1
2κ(‖U‖2)‖∂xU‖2 +W (‖U‖2) + 1

2 κ̃(‖U‖2)‖∂yU‖2 ,(117)

with κ as in (116) and κ̃ ranging over all the functions κ̃ given by
κ̃(α) := e ·D(α) e ,

where e is a unitary vector orthogonal to ex. Note that this reduction hinges
on the obvious facts that there is no loss in taking η under the form ‖η‖ e with
e as above, and that, for any α, the space of vectors orthogonal to ex is stable
under the action of D(α).

Up to minor changes that we detail below, Corollary 5.1 and results of Sec-
tion 5.2 extend readily to the case (117) with ex = e1. Indeed, the changes
required in Theorem 3.2 and its proof are purely notational, and in the state-
ment, the only place where κ should be replaced with κ̃ is in the definition of
Σy, or, in other words, in the definition of σ1, σ2 and σ3. Explicitly,

σ1 :=
∫ X

x

0
κ̃(‖V‖2) ‖V‖2 , σ2 :=

∫ X
x

0
κ̃(‖V‖2) JV · Vx ,

σ3 :=
∫ X

x

0
κ̃(‖V‖2) ‖Vx‖2 .

The proof of Proposition 3.1 requires more significant changes, but all of them
are elementary. The upshot is that in Proposition 3.1, the ellipticity condition
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|λ| + ‖η‖2 ≥ R0 should be replaced with |λ| ≥ R0 (1 + ‖η‖2). This weaker
conclusion is still sufficient to derive Corollary 5.1. Once the above-mentioned
change in Σy has been performed, all the results of Section 5.2 hold unchanged.

Note, for instance, that in Lemma 5.2, only the coefficients δ(m,n,p) with
p 6= 0 depend on the choice of the transverse coefficient κ̃. This stems from the
fact that the wave profiles are independent of this coefficient. Note, moreover,
that the dependence of δ(m,n,p) on κ̃ has the parity of p. Thus, it follows from
Lemma 5.2 that waves cannot be spectrally stable to perturbations that are
longitudinally coperiodic for both κ̃ and −κ̃ except possibly if δ4,0,0 = δ3,0,1 =
δ2,0,2 = 0. Note that in the latter degenerate case, in particular, 0 has algebraic
multiplicity larger than 4 as an eigenvalue of L0,0. Moreover, it follows from
an inspection of the coefficients of Σt and Σy and a Cauchy–Schwarz argument
that this latter degenerate case cannot occur when κ̃ has a definite sign (either
positive or negative).

Now we turn to the generalization of asymptotic results in Sections 5.3
and 5.4. It is important to track there how the replacement of κ with κ̃ at
some places impacts the proof. In the integral representations of σ1, σ2 and
σ3, κ should be replaced with κ̃ in definitions of f1, f2, and f3, and the formula
for σ3 should be modified as

σ3 =
∫ ρmax(µx)

ρmin(µx)

f3(ρ)√
µx −Wρ(ρ)

√
2κ(2 ρ)

2 ρ d ρ

+
∫ ρmax(µx)

ρmin(µx)

κ̃(2 ρ)
κ(2 ρ)

√
µx −Wρ(ρ)

√
2κ(2 ρ)

2 ρ d ρ .

These changes appear in proofs of Theorems 5.6 and 5.8 only through the value
f1(2 ρ(0)). When κ̃(2 ρ(0)) > 0, the arguments still apply, so that instability
still occurs.

Let us now focus on the case when κ̃(2 ρ(0)) < 0. Recall that we have
normalized signs to ensure κ(2 ρ(0)) > 0. Thus, it follows from Lemma B.1
that if δhyp 6= 0, the limiting constant state is spectrally unstable. Note that,
as pointed out in Remark B.2, the condition δhyp 6= 0 holds systematically at
the large-period limit. So we only need to explain how to transfer spectral
instability from limiting constant states to nearby periodic waves.

In the small-amplitude regimes, the transfer follows from a direct standard
perturbation argument for isolated eigenvalues of finite multiplicity, considering
the constant-coefficient operators obtained by linearizing about the constant
state as a periodic operator. To perform this comparison it is important, even
at the constant limit, to choose a frame adapted to the harmonic limit. Indeed,
let us observe that the choice of a frame – among those in which the reference
solution is stationary – does impact the spectrum of the linearized operator,
yet without altering the instable character of this spectrum. We omit details
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of the standard argument and, again, refer the reader to [38] for background
on spectral perturbation theory. The large-period regime is trickier to analyze
but is covered by [57].

To summarize, we have obtained that under the principal-direction assump-
tion, when D(2 ρ(0)) is nontrivial – in the sense that there exists e orthogonal
to ex such that D(2 ρ(0)) e is not zero –, spectral instability holds

1. in the large-period regime when at the limiting solitary wave ∂2
cxΘ(s) 6= 0;

2. in the small-amplitude regime when at the limiting constant ∂ρν 6= 0 and
δhyp δBF 6= 0.

Appendix D. General plane waves

In the present section, we show how our general analysis may be applied
to more general plane waves in the form (15). Whereas we believe that our
methodology can be applied to all these waves (with possibly different out-
comes), our aim here is merely to point out what is readily accessible by a
simple change in frame or notation.

As was already highlighted in Section 2.6, all our longitudinal results apply
as they are, once one has replaced W with Wk̃φ

defined through

Wk̃φ
(α) := W (α) + 1

2 ακ(α) ‖k̃φ‖2 = H(0)
(α

2 , k̃φ
)
.

Thus, we only need to discuss our results on general perturbations, focused on
proving spectral exponential instability.
Dimension larger than 2. — A simple but efficient observation is that when
one restricts oneself to perturbations that are constant in the direction of k̃φ,
all transverse contributions due to the fact that k̃φ is nonzero disappear. As a
direct consequence, when k̃φ 6= 0 but d ≥ 3, all the spectral instability results
hold as they are (up to the change W →Wk̃φ

), and a modulational interpreta-
tion is available for the spectral expansion of Dξ(λ,η) when (λ, ξ,η)→ (0, 0, 0)
under the condition η · k̃φ = 0. In particular, when d ≥ 3, in nondegener-
ate cases, spectral instability occurs in both small-amplitude and large-period
regimes. Except for the generalization of the modulational interpretation, this
argument also applies to the more general form of the equations considered
in Appendix C under the assumption that, for any α, k̃φ is an eigenvector
of D(α).
The semilinear case. — In the semilinear case, one may go further by using a
form of Galilean invariance. Let us consider System (114) with D ≡ D0. Then
for any vector k̃φ, if U solves (114) so does

(t,x) 7→ e
(

k̃φ·D0k̃φ t+k̃φ·x
)

J U(t,x + t 2 D0 k̃φ) .
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The foregoing transformation preserves (in)stability properties and brings
waves of type (15) into waves of type (7). Thus, in the semilinear case, there
is absolutely no loss in generality in assuming the form (7).

Appendix E. Table of symbols

Here we have gathered page numbers of main definitions for symbols that
are used recurrently throughout the text. Pieces of notation specific to a sec-
tion are not indexed here. For groups of symbols introduced simultaneously,
the definitions may run over a few pages. We recall that underlining is used
throughout to denote specialization at a specific background wave.

δ, Hess, L, ⊗, div , 125 C0, τ0, τ1, τ2, τ3, σ1, σ2, σ3, 121
L, Lx, Ly, Hx, Hy, 114 HEK, ν, Wρ, 133
µx, µφ, Hu, 126 H̃kφ

, H0,̃kφ
, Wk̃φ

, 141

kx, ex, kφ, k̃φ, q, 120 ∆0, 174
U(ρ, θ), J , H0, Qj , Hu, 131 kx, kφ, cx, ωx, ωφ, H, 114
Θ(s), B , H(0), 140 Θ, ρmin, ρmax, 134
δhyp, δBF , 159 A0, B0, m, q, 117
f1, f2, f3, 186 Xx, ξφ, ϕφ, ϕx, 129
J, κ ,W, H0, M, Q, Qj , 112 (0), (s), 135
Lξ,η, ξ, η, Lxξ , B, ,̌ F , ,̂ 142 Σt, Σy, 148
Dξ(λ,η), R(x, x0;λ,η), 146 δ(m,n,p), 181
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1. Introduction

One of the reformulations of the Kodaira embedding theorem is that a com-
pact complex manifold is projective if and only if the Kähler cone, i.e. the
convex cone spanned by Kähler forms in H2(X,R), contains a rational point
(i.e. an element in H2(X,Q)).

As a general matter of fact, it is obviously interesting to study positive cones
attached to compact complex manifolds and relate them with the geometry of
the manifold. In classical algebraic or complex geometry, the emphasis is on
two types of positive cones: the nef and psef cones, defined as the closed convex
cones spanned by nef classes and psef classes, respectively. The nef cone is, of
course, contained in the psef cone.

The work of Boucksom [5] defines and studies the so-called modified nef cone
for an arbitrary compact complex manifold. Due to this definition, Boucksom
was able to show the existence of a divisorial Zariski decomposition for any psef
class (i.e. any cohomology class containing a positive current). The modified
cone just sits between the nef and psef cones.

Inspired by Boucksom’s definition, in Section 2, we introduce the concept of
a nef cone in arbitrary codimension for any compact complex manifold, which
is an interpolation between the above positive cones.

Definition A. — Let α ∈ H1,1
BC(X,R) be a psef class. We say that α is nef

in codimension k, if for any irreducible analytic subset Z ⊂ X of codimension
at most equal to k, we have the generic minimal multiplicity of α along Z as
(defined in [5])

ν(α,Z) = 0.

With this terminology, the nef cone is the nef cone in codimension n, where n
is the complex dimension of the manifold, while the psef cone is the nef cone in
codimension 0, and the modified nef cone is the nef cone in codimension 1. We
notice that the algebraic analogue in the projective case is introduced in [32].
In Section 4, we show that these cones are, in general, different and construct
explicit examples where they are different.

Inspired by the work of [9] and using Guan–Zhou’s solution of Demailly’s
strong openness conjecture, we get the following Kawamata–Viehweg vanishing
theorem in Section 3. The proof follows Cao’s proof closely:

Theorem A. — Let (L, h) be a pseudo-effective line bundle on a compact
Kähler n-dimensional manifold X with singular positive metric h. Then the
morphism induced by the inclusion KX ⊗ L⊗ I(h)→ KX ⊗ L

Hq(X,KX ⊗ L⊗ I(h))→ Hq(X,KX ⊗ L)

vanishes for every q ≥ n− nd(L) + 1.
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As an application, in Section 4, we obtain the following generalisation from
the nef case to the psef case of a similar result stated in [16].

Theorem B. — Let (X,ω) be a compact Kähler manifold of dimension n and
L a line bundle on X that is nef in codimension 1. Assume that 〈L2〉 6= 0 where
〈 · 〉 is the positive product defined in [4]. Assume that there exists an effective
integral divisor D such that c1(L) = c1(D). Then

Hq(X,KX + L) = 0,
for q ≥ n− 1.

The proof of the above theorem is an induction on the dimension, using
Theorem A. A difference compared with the nef case treated in [16] is that
instead of an intersection number we need to use a positive product (or movable
intersection number), which is a non-linear operation. Nevertheless, under a
condition of nefness in higher codimension, we get the following estimate.

Lemma A. — Let α be a nef class in codimension p on a compact Kähler
manifold (X,ω), then for any k ≤ p and Θ any positive closed (n − k, n − k)-
form, we have

(αk,Θ) ≥ 〈αk,Θ〉.
With this inequality, the intersection number calculation in [16] is still valid,

and thus the cohomology calculations can be recycled.
Observe that a current with minimal singularities need not have analytic

singularities for every big class α that is nef in codimension 1 but not nef
in codimension 2; such an example was given by [32], and also observed by
Matsumura [30].

As a consequence of Matsumura’s observation, the assumption of our Kawa-
mata–Viehweg vanishing theorem that the line bundle is numerically equivalent
to an effective integral divisor is actually required. In the nef case considered
in [16], the authors deduce from their assumption that the line bundle L is
nef with (L2) 6= 0 that L is numerically equivalent to an effective integral
divisor D, and that there exists a positive singular metric h on L, such that
I(h) = O(−D).

However, for a big line bundle L that is nef in codimension 1 but not nef in
codimension 2 over an arbitrary compact Kähler manifold (X,ω), we have that
〈L2〉 6= 0 and i

2πΘ(L, hmin) need not be a current associated with an effective
integral divisor.

Another by-product is the (probably already known) example of a projective
manifold X with −KX psef, for which the Albanese morphism is not surjective.
It was proven in [8], [34] (and [38] for the projective case) that the Albanese
morphism of a compact Kähler manifold with −KX nef is always surjective.
Thus, replacing nefness by pseudo-effectivity in the study of Albanese mor-
phism seems to be a non-trivial problem.
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2. Nefness in higher codimension

We first recall some technical preliminaries introduced in [5]. Throughout
this paper, X is assumed to be a compact complex manifold equipped with some
reference Hermitian metric ω (i.e. a smooth positive definite (1, 1)-form); we
usually take ω to be Kähler, if X possesses such metrics. The Bott–Chern co-
homology group H1,1

BC(X,R) is the space of d-closed smooth (1,1)-forms modulo
i∂∂-exact ones. By the quasi-isomorphism induced by the inclusion of smooth
forms into currents, H1,1

BC(X,R) can also be seen as the space of d-closed (1, 1)-
currents modulo i∂∂-exact ones. A cohomology class α ∈ H1,1

BC(X,R) is said to
be pseudo-effective iff it contains a positive current; α is nef iff, for each ε > 0,
α contains a smooth form αε, such that αε ≥ −εω; α is big iff it contains a
Kähler current, i.e. a closed (1, 1)-current T , such that T ≥ εω for ε > 0 small
enough.

Definition 2.1 ([19]). — Let ϕ1, ϕ2 be two quasi-psh functions on X (i.e.
i∂∂ϕi ≥ −Cω in the sense of currents for some C ≥ 0). The function ϕ1 is said
to be less singular than ϕ2 (one then writes ϕ1 � ϕ2) if ϕ2 ≤ ϕ1 +C1 for some
constant C1. Let α be a fixed psef class in H1,1

BC(X,R). Given T1, T2, θ ∈ α

with θ smooth, and Ti = θ + i∂∂ϕi with ϕi quasi-psh (i = 1, 2), we write
T1 � T2 iff ϕ1 � ϕ2 (notice that for any choice of θ, the potentials ϕi are
defined up to smooth bounded functions, since X is compact). If γ is a smooth
real (1, 1)-form on X, the collection of all potentials ϕ, such that θ+ i∂∂ϕ ≥ γ
admits a minimal element Tmin,γ for the pre-order relation �, constructed as
the semi-continuous upper envelope of the sub-family of potentials ϕ ≤ 0 in
the collection.

Definition 2.2 (Minimal multiplicities). — The minimal multiplicity at x ∈
X of the pseudo-effective class α ∈ H1,1

BC(X,R) is defined as
ν(α, x) := sup

ε>0
ν(Tmin,ε, x),

where Tmin,ε is the minimal element Tmin,−εω in the above definition, and
ν(Tmin,ε, x) is the Lelong number of Tmin,ε at x. When Z is an irreducible
analytic subset, we define the generic minimal multiplicity of α along Z as

ν(α,Z) := inf{ν(α, x), x ∈ Z}.
When Z is positive dimensional, there exists for each ` ∈ N∗ a countable

union of proper analytic subsets of Z denoted by Z` =
⋃
p Z`,p, such that

ν(Tmin, 1
`
, Z) := infx∈Z ν(Tmin, 1

`
, x) = ν(Tmin, 1

`
, x), for x ∈ Z r Z`. By con-

struction, when ε1 < ε2, Tmin,ε1 � Tmin,ε2 . Hence, for a very general point
x ∈ Z r

⋃
`∈N∗ Z`,

ν(α,Z) ≤ ν(α, x) = sup
`
ν(Tmin, 1

`
, Z).
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On the other hand, for any y ∈ Z,
sup
`
ν(Tmin, 1

`
, Z) ≤ sup

`
ν(Tmin, 1

`
, y) = ν(α, y).

In conclusion, ν(α,Z) = ν(α, x), for a very general point x ∈ Z r
⋃
`∈N∗ Z`,

and ν(α,Z) = supε ν(Tmin,ε, Z).
Now we can define the concept of nefness in higher codimension implicitly

used in [5]. It is the generalisation of the concept of “modified nefness” to the
higher codimensional case.

Definition 2.3. — Let α ∈ H1,1
BC(X,R) be a psef class. We say that α is nef

in codimension k, if for every irreducible analytic subset Z ⊂ X of codimension
at most equal to k, we have

ν(α,Z) = 0.

We denote by Nk the cone generated by nef classes in codimension k. By
Proposition 3.2 in [5], a psef class α is nef, iff for any x ∈ X, ν(α, x) = 0. By
our definition, psef is equivalent to nef in codimension 0, and nef is equivalent
to nef in codimension n := dimCX. In this way, we get a bunch of positive
cones on X, satisfying the inclusion relations

N = Nn ⊂ · · · ⊂ N1 ⊂ N0 = E ,
where N and E are cones of nef and psef classes, respectively. By a proof
similar to those of Propositions 3.5 and 3.6 in [5], we get:

Proposition 2.4. — (1) For every x ∈ X and every irreducible analytic
subset Z, the map E → R+ defined on the cone E of psef classes by
α 7→ ν(α,Z) is convex and homogeneous. It is continuous on the interior
E◦ and lower semi-continuous on the whole of E.

(2) If Tmin ∈ α is a positive current with minimal singularities, we have
ν(α,Z) ≤ ν(Tmin, Z).

(3) If α is moreover big, we have ν(α,Z) = ν(Tmin, Z).

The following lemma is a direct application of the proposition.

Lemma 2.5. — Let Y ⊂ X be a smooth sub-manifold of X and π : X̃ → X
be the blow-up of X along Y . We denote by E the exceptional divisor. If
α ∈ H1,1

BC(X,R) is a big class, we have

ν(α, Y ) = ν(π∗α,E).

For Z any irreducible analytic set not included in Y , we denote by Z̃ the strict
transform of Z. Then

ν(α,Z) = ν(π∗α, Z̃).
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For W any irreducible analytic set in Y , we have

ν(α,W ) = ν(π∗α,P(NY/X |W )).

Proof. — Since α is big, we know that by taking a suitable regularisation, there
exists a Kähler current T ∈ α with analytic singularities. The pull-back π∗T
of this current is a smooth Kähler current on some dense open set U , where
π is a biholomorphism. Hence, the volume of π∗α defined as

∫
T∈π∗α,T≥0, T

n
ac

(ac means the absolute part of the current) is larger than the mass of π∗T on
U , which is strictly positive. By [4] π∗α is thus big.

By the proposition, we have

ν(α, Y ) = inf
T∈α

ν(T, Y ), ν(π∗α,E) = inf
S∈π∗α

ν(S,E).

On the other hand, the push-forward and pull-back operators acting on positive
(1, 1) currents induce bijections between positive currents in the class α and
positive currents in the class π∗α. Let θ ∈ α be a smooth form such that
T = θ + i∂∂ϕ. We recall that for any irreducible analytic set W with local
generators (g1, . . . , gr) near a regular point w ∈W , the generic Lelong number
along W is the largest γ, such that ϕ ≤ γ log(

∑ |gi|2) + O(1) near w. Since
π∗(g1, . . . , gr) · OX̃ = IE , we have ν(T, Y ) = ν(π∗T,E). In particular, this
implies that

ν(α, Y ) = ν(π∗α,E).

ForW any irreducible analytic set in the centre Y , since the exceptional divisor
is isomorphic to P(NY/X), the pre-image ofW under the blow-up is isomorphic
to P(NY/X |W ). In suitable local coordinates (z1, . . . , zn) onX and (w1, . . . , wn)
on X̃, the blow-up map is given by

π(w1, . . . , wn) = (w1, w1w2, . . . , w1ws;ws+1, . . . , wn).

In these coordinates, the centre Y is given by the zero variety V (zs+1, . . . , zn).
Assume that in this chart, W = V (zs+1, . . . , zn; f1, . . . , fr) where fi is a func-
tion of z1, . . . , zs (as we can assume without loss of generality). Then

π∗(IW ) · OX̃ = (w1, f1(w1, w1w2, . . . , w1ws), . . . , fr(w1, w1w2, . . . , w1ws))
= IP(NY/X |W ).

In particular, this implies that

ν(α,W ) = ν(π∗α,P(NY/X |W )).

For the second statement, we just observe that the generic Lelong number
along Z (or Z̃) is equal to the Lelong number at some very general point. Since
Z is not contained in Y , we can assume without loss of generality that the very
general point is not in Y (or E). Since the Lelong number is a coordinate
invariant local property, for such a very general point x ∈ Z̃ near which π
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is a local biholomorphism and any T ∈ α, T ≥ 0, ν(T,Z) = ν(T, π(x)) =
ν(π∗T, x) = ν(π∗T, Z̃). Hence, we have

ν(α,Z) = ν(π∗α, Z̃). �
As a corollary, we find:

Corollary 2.6. — Let µ : X̃ → X be a composition of finitely many blow-ups
with smooth centres in X. If α ∈ H1,1

BC(X,R) is a big class on X, such that
µ∗α is nef in codimension k, then α is a nef class in codimension k.

Proof. — Without loss of generality, we can reduce ourselves to the case where
µ is a blow-up of smooth centre Y in X. By Lemma 2.5, the generic minimal
multiplicity of α along any irreducible analytic set of X of codimension at
most equal to k is equal to the generic minimal multiplicity of µ∗α along with
a certain irreducible analytic set of X̃ of codimension at most equal to k. So,
by the definition of nefness in codimension k, the fact µ∗α is nef in codimension
k implies that α is nef in codimension k. �
Remark 2.7. — Let X be a compact complex manifold whose big cone is non-
empty. Recall that by Proposition 2.3 of [5], a class α is modified Kähler (i.e.
α is in the interior of nef cone in codimension 1) iff there exists a modification
µ : X̃ → X and a Kähler class α̃ on X̃, such that α = µ∗α̃. As a consequence,
for µ : X̃ → X, a modification between compact Kähler manifolds and α̃ ∈
H1,1
BC(X̃,R) a big and nef class on X̃ in codimension k, it is false in general

that µ∗α̃ is a nef class in codimension k.

To give an equivalent definition of nefness in higher codimension, we will
need the following definition.

Definition 2.8 (Non-nef locus). — The non-nef locus of a pseudo-effective
class α ∈ H1,1

BC(X,R) is defined by
Enn(α) := {x ∈ X, ν(α, x) > 0}.

Proposition 2.9. — A psef class α is nef in codimension k iff for any ε > 0,
any c > 0, the codimension of any irreducible component of Ec(Tmin,ε) is larger
than k + 1.

Proof. — By the definition of non-nef locus, we have

Enn(α) =
⋃

ε>0

⋃

c>0
Ec(Tmin,ε) =

⋃

m∈N∗

⋃

n∈N∗
E 1
n

(Tmin, 1
m

).

We know by Siu’s theorem [35] that E 1
n

(Tmin, 1
m

) is an analytic set. Hence the
non-nef locus is a countable union of irreducible analytic sets. If for any ε > 0,
any c > 0, the codimension of any irreducible component of Ec(Tmin,ε) is larger
than k+1, then for any irreducible analytic set Z of codimension k, Enn(α)∩Z
is strictly contained in Z. Hence, ν(α,Z) = 0.
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In the other direction, assume there exists an irreducible component Z of
E 1
n

(Tmin, 1
m

) with codimension at most equal to k. On each point x of this
irreducible component, ν(α, x) ≥ ν(Tmin, 1

m
, x) ≥ 1

n . In particular, ν(α,Z) ≥ 1
n ,

which contradicts the fact that α is nef in codimension k. �

Remark 2.10. — If the manifold X is projective, it is enough to test the
minimal multiplicity along irreducible analytic subsets of codimension k to
prove that the class is nef in codimension k. The argument is as follows:

For any irreducible analytic set Z of codimension strictly smaller than k,
for any z ∈ Z, since X is projective, there exists some hypersurfaces Hi such
that z ∈ Hi, and the irreducible component of Z ∩ ⋂iHi containing z has
codimension k. In other words, Z is covered by the irreducible analytic subsets
of codimension exactly k. By assumption, the generic minimal multiplicity
along any of these irreducible analytic subsets is 0. This implies that the
generic minimal multiplicity along Z at most equal to the generic minimal
multiplicity along any of these irreducible analytic sets is 0.

Remark 2.11. — In the general setting of compact complex manifolds, it
is crucial to test the generic minimal multiplicity along any analytic set of
codimension at most equal to k, instead of any analytic set of codimension k,
to obtain the inclusion of the various positive cones. The problem is that there
may exist too few analytic subsets in an arbitrary compact complex manifold.

A typical example can be taken as follows. For example, let X1 be a com-
pact manifold such that the nef cone is strictly contained in the psef cone (for
example, we can take the projectivisation of an unstable rank 2 vector bundle
over a curve of genus larger than 2, whose cones are explicitly calculated on
page 70 of [29]). Let X2 be a very general torus, such that the only analytic
sets in X2 are either a union of points or X2. Let β be a psef but not nef
class on X1. Let X := X1 ×X2 with natural projections π1, π2 and α := π∗1β.
Assume that dim(X1) < dim(X2). Fix ω1, ω2, two reference Hermitian metrics
on X1, X2.

Now α is a psef but not nef class on X. The only analytic subsets of codi-
mension dim(X1) is the fibre of π2; α has generic minimal multiplicity 0 along
any fibre of π2. The reason is as follows: The minimal current in α larger
than −ε(π∗1ω1 + π∗ω2) denoting min{T ∈ α, T ≥ −ε(π∗1ω1 + π∗ω2)} is less
singular than the pull-back of the minimal current in β larger than −εω1 de-
noting min{S ∈ β, S ≥ −εω1}, and the restriction of these minimal currents
on the fibre of π2 is trivial. In other words, the generic Lelong number of
min{T ∈ α, T ≥ −ε(π∗1ω1 + π∗ω2)} along the fibres is smaller than the generic
Lelong number of the pull-back of min{S ∈ β, S ≥ −εω1}, which is 0. Hence,
it is itself 0.

On the other hand, for any positive integers m,n, take Z a positive di-
mensional irreducible component of E 1

n
(Tmin, 1

m
) in the non-nef locus of β. The
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existence of such an irreducible component will be shown in Lemma 2.13, which
implies that α has to be nef in codimension at most equal to n−2. Now Z×X2
is an irreducible analytic set of codimension strictly smaller than dim(X1).
However, the generic minimal multiplicity along Z × X2 is larger than 1

n . In
particular, this shows that α is not nef in codimension dim(X1)− dim(Z).

Remark 2.12. — Let us mention that our definition of nefness in codimen-
sion 1 is equivalent to the definition of modified nefness. By definition, a psef
class is modified nef iff its generic minimal multiplicity is 0 along any prime
divisor. To prove the equivalence, we need to show that for any psef class α on
X, we automatically have

ν(α,X) = 0.

This is because that ν(α,X) ≤ ν(Tmin, X), where the latter is 0. We notice that
by Siu’s decomposition theorem [35], the set Ec>0(Tmin) =

⋃
n∈N∗ E 1

n
(Tmin) is

a countable union of proper analytic sets.
By this observation, we can also say that the “nef in codimension 0” cone is

exactly the psef cone.

In analogy to the case of surfaces for which the nef cone coincides with the
modified nef cone, the nef cone in codimension n − 1 coincides with the nef
cone.

Lemma 2.13. — Let α be a psef class, then α is nef in codimension n − 1 iff
α is nef.

Proof. — If α is nef, by inclusion of different positive cones, it is nef in codi-
mension n−1. In the other direction, we will need the following proposition 3.4
in [5], which is a reformulation of a result of Păun [33].

A pseudo-effective class α is nef iff α|Y is pseudo-effective, for every irre-
ducible analytic subset Y ⊂ Enn(α).

Given a class α that is nef in codimension n − 1, Proposition 2 implies
that for any ε > 0 and any c > 0, the analytic set Ec(Tmin,ε) is a finite set.
Therefore, the non-nef locus, which is a countable union of finite sets, has at
most countably many points. In particular, this implies that the restriction of
α on any Y ⊂ Enn(α) is 0, hence psef. By the above proposition, α is nef. �

Remark 2.14. — Recall that a line bundle L over a projective manifold is
nef iff its intersection number with any curve satisfies (L · C) ≥ 0. By the
important work of [6], a class is psef iff its pairing with any movable curve is
positive. Here, a curve C is said to be movable if C = Ct0 is a member of an
analytic family (Ct)t∈S , such that

⋃
t∈S Ct = X, and, as such, C is a reduced

irreducible 1-cycle. Notice also that nef is equivalent to nef in codimension
n− 1, and psef is equivalent to nef in codimension 0.
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Then it is natural to conjecture that a class over a projective manifold is nef
in codimension k if and only if its pairing with any movable curve in codimen-
sion k is positive. Here, a curve C is said to be movable in codimension k, if
C = Ct0 is a member of an analytic family (Ct)t∈S , such that

⋃
t∈S Ct is an

analytic subset of X of codimension k, and, as such, C is a reduced irreducible
1-cycle.

Remark 2.15. — Inspired by the result of Păun, it seems to be natural to
conjecture that a psef class {T} with T a positive current on X is nef in
codimension k, if and only if that for any irreducible component of codimension
at most k in

⋃
c>0Ec(T ) {T}|Z is nef in codimension k − codim(Z,X). When

k = n, this is exactly the result of Păun. When k = 0, it is trivial. The
“only if” part is quite similar. The restriction of the potentials of Tmin,ε on any
irreducible analytic set of codimension at most k decreases to a potential on
the sub-manifold. If we fix the maximum of the potentials on X to be 0, they
form a compact family. The limit potential would be quasi-psh, and, thus, the
restriction of the class on the analytic set is psef. The “if” part is, of course,
true if the manifold is a Kähler surface by Păun’s result.

The “if” part is also true for the case k = 1 if the manifold is hyperkähler.
By Lemma 4.9 [5] (see also [27]) a psef class α on a hyperkähler manifold is
modified nef, if and only if for any prime divisor D, one has q(α,D) ≥ 0. Here,
we let σ be a non-trivial symplectic holomorphic form on X and define

q(α, β) :=
∫

X

α ∧ β ∧ (σ ∧ σ)n2−1

to be the Beauville-–Bogomolov quadratic form for any (1, 1)-classes α, β. For
a psef (1, 1)-class α, such that α|D is psef for any prime divisor D, we have

q(α, {[D]}) =
∫

X

α ∧ {[D]} ∧ (σ ∧ σ)n2−1 =
∫

D

α ∧ (σ ∧ σ)n2−1 ≥ 0.

Thus, α is nef in codimension 1.
A natural idea to attack this question in general consists of extending the

current on this sub-variety Z to X. If this is possible, the current with minimal
singularity would have a potential larger than that of the extended current. In
particular, the current with minimal singularity would have generic Lelong
number 0 along Z.

In this direction, Collins and Tosatti proved the following results in [10] and
[11], which we now recall.

Theorem 2.16 (Theorem 3.2 in [11]). — Let X be a compact Fujiki manifold
and α a closed smooth real (1,1)-form on X with {α} nef and

∫
X
αn > 0.

Let E = V ∪⋃Ii=1 Yi be an analytic sub-variety of X, with V, Yi its irreducible
components, and V a positive dimensional compact, complex sub-manifold of X.
Let R = α + i∂∂F be a Kähler current in the class {α} on X with analytic
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singularities precisely along E and let T = α|V +i∂∂ϕ be a Kähler current in the
class {α|V } on V with analytic singularities. Then there exists a Kähler current
T̃ = α + i∂∂Φ in the class {α} on X with T̃ |V smooth in a neighbourhood of
the very general point of V .

Theorem 2.17 (Theorem 1.1 in [10]). — Let (X,ω) be a compact Kähler man-
ifold and let V ⊂ X be a positive-dimensional compact, complex sub-manifold.
Let T be a Kähler current with analytic singularities along V in the Kähler
class {ω|V }. Then there exists a Kähler current T̃ on X in the class {ω} with
T = T̃ |V .

Using their results, in a given Kähler class, one can extend Kähler currents
with analytic singularities defined in a smooth sub-variety. If the class is just
nef and big on the Kähler manifold, one can only show the existence of a Käh-
ler current whose potential is not identically infinity along the sub-manifold.
Following Example 5.4 in [7], one can show that in a nef and big class (i.e.,
a nef class containing a Kähler current) on a Kähler manifold X, one cannot
always extend a positive current along a sub-manifold into a positive current
on X. In their example, the positive current on the sub-manifold can even be
chosen to be smooth. More precisely, there exists C, a sub-manifold of a cer-
tain compact Kähler manifold X, {α}, a nef and big class on X with a smooth
representative α and ϕ ∈ L1

loc(C) with α|C + i∂∂ϕ ≥ 0, such that there does
not exist ψ ∈ L1

loc(X) satisfying α+ i∂∂ψ ≥ 0 and ψ|C = ϕ.
Let us start the construction of the example. Let C be an elliptic curve

and let A be an ample divisor on C. Let V be the rank 2 vector bundle
over C the unique non-trivial extension of OC . Define X := P(V ⊕ A) and
{α} := c1(OX(1)) with smooth representative α. Then OX(1) is a big and nef
line bundle over X. The quotient map V ⊕A→ OC induces a closed immersion
C → X. In particular, we have OX(1)|C = OC . Since c1(OX(1)|C) = 0, there
exists a smooth function ϕ on C such that α|C + i∂∂ϕ = 0. We prove by
contradiction that there does not exist ψ ∈ L1

loc(X), such that α + i∂∂ψ ≥ 0
and ψ|C = ϕ. The quotient map V ⊕ A → V induces a closed immersion
P(V )→ X. On the contrary, we would have α|P(V ) + i∂∂ψ|P(V ) ≥ 0 in the class
c1(OP(V )(1)). By the calculation made in Example 1.7 of [18], we know that

α|P(V ) + i∂∂ψ|P(V ) = [C],

where [C] is the current associated with C. In particular, this shows that
ψ|C ≡ −∞, which is a contradiction.

In other words, Theorem 1.1 of [10] cannot be strengthened to obtain an
extension of an arbitrary closed positive current in a class that is merely nef
and big. Similarly, one cannot drop the Kähler current condition in the theorem
of [11].
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Let us return to our previous question. In order to get an analogue of Păun’s
result, the above discussion shows that we need to generalise Theorem 3.2 of
[11] to the class of a big class that is nef in codimension k by adding a small
Kähler form to the class and by using the semi-continuity of the generic minimal
multiplicity. Unfortunately, we do not know how to do this at this point.

3. Junyan Cao’s and Guan–Zhou’s vanishing theorem

Following the ideas of [16], we get a Kähler version of the Kawamata–
Viehweg vanishing theorem in the next section. To prepare for the proof, we
give a version of Junyan Cao’s and Guan–Zhou’s vanishing theorem in terms
of numerical dimension of line bundle instead of the numerical dimension of
singular metric. In [9], Junyan Cao proved the following Kawamata–Viehweg–
Nadel-type vanishing theorem.

Theorem 3.1. — Let (L, h) be a pseudo-effective line bundle on a compact
Kähler n-dimensional manifold X. Then,

Hq(X,KX ⊗ L⊗ I(h)) = 0,

for every q ≥ n− nd(L, h) + 1.

The numerical dimension nd(L, h) used in Cao’s theorem is the numerical
dimension of the closed positive (1, 1)-current iΘL,h defined in his paper. Since
we will not need this definition, we refer to his paper for further information.
We just recall the remark on page 22 of [9]. In Example 1.7 of [18], the nef line
bundle O(1) over the projectivisation of a rank 2 vector bundle over the elliptic
curve C was considered, which is the only non-trivial extension of OC . It was
proven that there exists a unique positive singular metric h on O(1). For this
metric, nd(O(1), h) = 0. However, the numerical dimension of O(1) is equal
to 1. We recall that for a nef line bundle L the numerical dimension is defined
as

nd(L) := max{p; c1(L)p 6= 0}.
We also remark that Cao’s technique of proof actually yields the result for the
upper semi-continuous regularisation of multiplier ideal sheaf defined as

I+(h) := lim
ε→0
I(h1+ε),

instead of I(h), but we can apply Guan–Zhou’s theorem [21, 22, 23, 24] to see
that the equality I+(h) = I(h) always holds. In particular, by the Noetherian
property of ideal sheaves, we have

I+(h) = I(hλ0) = I(h),

for some λ0 > 1. This fact will also be used in our result.
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Here, we prove the following version of Junyan Cao’s and Guan–Zhou’s
vanishing theorem, following closely the ideas of Junyan Cao [9] and the version
that was a bit simplified in [12].

Theorem 3.2. — Let L be a pseudo-effective line bundle on a compact Kähler
n-dimensional manifold X. Then the morphism induced by inclusion KX⊗L⊗
I(hmin)→ KX ⊗ L

Hq(X,KX ⊗ L⊗ I(hmin))→ Hq(X,KX ⊗ L)
is a 0 map for every q ≥ n− nd(L) + 1.

Remark 3.3. — In Example 1.7 of [18], since the rank 2 vector bundle is the
only non-trivial extension of OC , there exists a surjective morphism from this
vector bundle toOC , which induces a closed immersion C into the ruled surface.
The only positive metric on O(1) has curvature [C], the current associated to
C. On the other hand, O(1) = O(C). So we have H2(X,KX ⊗ O(1)) =
H0(X,O(−1)) = H0(X,O(−C)) = 0, and H2(X,KX ⊗ O(1) ⊗ I(hmin)) =
H2(X,KX ⊗ O(1) ⊗ O(−C)) = H0(X,OX) = C. This shows that to get a
numerical dimension version of theorem, the best that we can hope for is that
the morphism is a 0 map instead of that Hq(X,KX ⊗ L ⊗ I(hmin)) = 0. We
notice that, in general, one would expect the vanishing result

Hq(X,KX ⊗ L) = 0,
for q ≥ n−nd(L) + 1, whenever L is a nef line bundle. Here, the difficulty is to
prove a general Kähler version since the results follow easily from an inductive
hyperplane section argument when X is projective (cf., e.g. Corollary (6.26)
of [14]).

The Kähler version of the definition of numerical dimension is stated in [12].
For L a psef line bundle on a compact Kähler manifold (X,ω), we define

nd(L) := max
{
p ∈ [0, n];∃c > 0,∀ε > 0,∃hε, iΘL,hε ≥ −εω,

such that
∫

X\Zε
(iΘL,hε + εω)p ∧ ωn−p ≥ c

}
.

Here, the metrics hε are supposed to have analytic singularities, and Zε is the
singular set of the metric.

By the following remark, we can even assume that hε as stated in the def-
inition of the numerical dimension is increasing to hmin as ε → 0. What we
need here is that the weight functions ϕε has limit ϕmin and is pointwise at
least equal to ϕmin with a universal upper bound on X.

Remark 3.4. — Tmin,ε′ω � Tmin,εω+(ε′−ε)ω for any ε ≤ ε′. Denote Tmin,εω =
θ + εω + i∂∂ϕmin,εω. We can arrange that

ϕmin,0 ≤ ϕmin,εω ≤ ϕmin,ε′ω.
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The Bergman kernel regularisation preserves the ordering of potentials (cf.
[12]), so we have

ϕ0,δ ≤ ϕε,δ ≤ ϕε′,δ.
for any δ > 0. If δ(ε) is increasing with respect to ε, we can choose the metric
hε to be decreasing with respect to ε. The limit of ϕε,δ(ε) as ε→ 0 is equal to
ϕmin,0 corresponding to the metric with minimal singularities on L.

Before giving the proof of the vanishing theorem, we give the general lines
of the ideas and compare them with Cao’s and Guan–Zhou’s theorem. The
idea is using the L2 resolution of the multiplier ideal sheaf and proving that
every ∂-closed L2(hmin) global section can be approximated by ∂-exact L2(h∞)
global sections with h∞ some smooth reference metric on L. To prove it, we
solve the ∂-equation using a Bochner technique with the error term (as in [16]),
and we prove that the error term tends to 0.

For this proposal, we need to estimate the curvature asymptotically by some
special approximating Hermitian metrics constructed using the Calabi–Yau
theorem. Cao tried to prove that the error term tends to be 0 in the topology
induced by the L2-norm with respect to the given singular metric. In this
way, he tried to keep the multiplier ideal sheaf unchanged when approximating
the singular metric utilizing suitable “equisingular approximation". For our
proposal, we try to prove that the error term tends to be 0 in the topology
induced by the L2-norm with respect to some (hence, any) smooth metric. It
would be enough for us that the multiplier ideal sheaf of hmin is included in the
multiplier ideal sheaf of the approximating hermitian metric. In some sense,
Cao’s theorem is more precise in studying the singularity of the metric, which
somehow explains why his approach works for any singular metric, while our
approach applies only to the image of the natural inclusion.

We start the proof of the vanishing theorem by the following technical cur-
vature and singularity estimate.

Proposition 3.5. — Let (L, hmin) be a pseudo-effective line bundle on a com-
pact Kähler manifold (X,ω). Let us write Tmin = i

2πΘL,hmin = α+ i
2π∂∂ϕmin,

where α is the curvature of some smooth metric h∞ on L, and ϕmin is a quasi-
psh potential. Let p = nd(L) be the numerical dimension of L. Then, for every
γ ∈ ]0, 1] and δ ∈ ]0, 1], there exists a quasi-psh potential Φγ,δ on X satisfying
the following properties:

(a) Φγ,δ is smooth in the complement X \ Zδ of an analytic set Zδ ⊂ X.
(b) α+ δω + i

2π∂∂Φγ,δ ≥ δ
2 (1− γ)ω on X.

(c) (α+ δω + i
2π∂∂Φγ,δ)n ≥ a γnδn−pωn on X \ Zδ.

(d) supX Φ1,δ = 0, and for all γ ∈ ]0, 1], there are estimates Φγ,δ ≤ A and

exp
(
− Φγ,δ

)
≤ e−(1+bδ)ϕmin exp

(
A− γΦ1,δ

)
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(e) For γ0, δ0 > 0 small, γ ∈ ]0, γ0], δ ∈ ]0, δ0], we have

I+(ϕmin) = I(ϕmin) ⊂ I(Φγ,δ).

Here a, b, A, γ0, δ0 are suitable constants independent of γ, δ.

Proof. — Denote by ψε the (non-increasing) sequence of weight functions as
stated in the definition of numerical dimension. We have ψε ≥ ϕmin, for all
ε > 0, the ψε have analytic singularities, and

α+ i

2π∂∂ψε ≥ −εω.

Then for ε ≤ δ
4 , we have

α+ δω + i

2π∂∂
(
(1 + bδ)ψε

)
≥ α+ δω − (1 + bδ)(α+ εω)

≥ δω − (1 + bδ)εω − bδα ≥ δ
2ω,

for b ∈ ]0, 1
5 ] small enough such that ω − bα ≥ 0.

Let µ : X̂ → X be a log-resolution of ψε, so that

µ∗
(
α+ δω + i

2π∂∂((1 + bδ)ψε)
)

= [Dε] + βε,

where βε ≥ δ
2µ
∗ω ≥ 0 is a smooth closed (1, 1)-form on X̂ that is strictly

positive in the complement X̂ \ E of the exceptional divisor, and Dε is an
effective R-divisor that includes all components E` of E. The map µ can be
obtained by Hironaka [26] as a composition of a sequence of blow-ups with
smooth centres, and we can even achieve that Dε and E are normal crossing
divisors. For arbitrary small enough numbers η` > 0, βε−

∑
η`[E`] is a Kähler

class on X̂. Hence, we can find a quasi-psh potential θ̂ε on X̂, such that
β̂ε := βε −

∑
η`[E`] + i

2π∂∂θ̂ε is a Kähler metric on X̂. By taking the η` small
enough, we may assume that

∫

X̂

(β̂ε)n ≥
1
2

∫

X̂

βnε .

We will use Yau’s theorem [37] to construct a form in the cohomology class of
β̂ε with better volume estimate. We have

α+ δω + i

2π∂∂
(
(1 + bδ)ψε

)
≥ α+ εω + i

2π∂∂ψε + (δ − ε)ω − bδ(α+ εω)

≥ (α+ εω + i

2π∂∂ψε) + δ

2ω.
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The assumption on the numerical dimension of L implies the existence of a
constant c > 0, such that, with Z = µ(E) ⊂ X, we have∫

X̂

βnε =
∫

X\Z

(
α+ δω + i

2π∂∂((1 + bδ)ψε)
)n

≥
(
n

p

)(δ
2

)n−p ∫

X\Z

(
α+ εω + i

2π∂∂ψε
)p ∧ ωn−p ≥ cδn−p

∫

X

ωn.

Therefore, we may assume∫

X̂

(β̂ε)n ≥
c

2 δ
n−p

∫

X

ωn.

We take f̂ a volume form on X̂, such that f̂ > c
3δ
n−pµ∗ωn everywhere on X̂

and such that
∫
X̂
f̂ =

∫
X̂
β̂nε . By Yau’s theorem [37], there exists a quasi-psh

potential τ̂ε on X̂, such that β̂ε + i
2π∂∂τ̂ε is a Kähler metric on X̂ with the

prescribed volume form f̂ > 0.
Now push our focus back to X. Set θε = µ∗θ̂ε and τε = µ∗τ̂ε ∈ L1

loc(X). We
define

Φγ,δ := (1 + bδ)ψε + γ(θε + τε).
By construction it is smooth in the complement X \ Zδ, i.e. property (a). It
satisfies

µ∗
(
α+ δω + i

2π∂∂((1 + bδ)ψε + γ(θε + τε))
)

= [Dε] + (1− γ)βε + γ
(∑

`

η`[E`] + β̂ε + i

2π∂∂τ̂ε
)
,

≥ (1− γ)βε ≥
δ

2(1− γ)µ∗ω

since β̂ε + i
2π∂∂τ̂ε is a Kähler metric on X̂. Thus, the property (b) is satisfied.

Putting Zδ = µ(|Dε|) ⊃ µ(E) = Z, we have on X \ Zδ

µ∗
(
α+ δω + i

2π∂∂Φγ,δ
)n ≥

(
βε + γ

i

2π∂∂(θ̂ε + τ̂ε)
)n

≥ γn (β̂ε + i

2π∂∂τ̂ε)
n ≥ c

3 γ
nδn−pµ∗ωn.

Since µ : X̂ \Dε → X \ Zδ is a biholomorphism, the condition (c) is satisfied,
if we set a = c

3 .
We adjust constants in θ̂ε + τ̂ε so that supX Φ1,δ = 0. Since ϕmin ≤ ψε ≤

ψε0 ≤ A0 := supX ψε0 for ε ≤ ε0,
Φγ,δ = (1 + bδ)ψε + γ

(
Φ1,δ − ψε

)
≥ (1 + bδ)ϕmin + γΦ1,δ − γA0,

and we have Φγ,δ ≤ (1− γ + bδ)A0. Thus the property (d) is satisfied if we set
A := (1 + b)A0.
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We observe that Φ1,δ satisfies α+ω+ddcΦ1,δ ≥ 0 and supX Φ1,δ = 0, hence
Φ1,δ belongs to a compact family of quasi-psh functions. By Theorem 2.50, a
uniform version of Skoda’s integrability theorem in [25], there exists a uniform
small constant c0 > 0, such that

∫
X

exp(−c0Φ1,δ)dVω < +∞ for all δ ∈ ]0, 1].
If f ∈ OX,x is a germ of holomorphic function and U a small neighbourhood
of x, the Hölder inequality combined with estimate (d) implies

∫

U

|f |2 exp(−Φγ,δ)dVω

≤ eA
(∫

U

|f |2e−p(1+bδ)ϕmindVω

) 1
p
(∫

U

|f |2e−qγΦ1,δdVω

) 1
q

.

Take p ∈ ]1, λ0[ (say p = (1 + λ0)/2) and take

γ ≤ γ0 := c0
q

= c0
λ0 − 1
λ0 + 1 and δ ≤ δ0 ∈ ]0, 1] so small that p(1 + bδ0) ≤ λ0.

Then f ∈ I+(ϕmin) = I(λ0ϕmin) implies f ∈ I(Φγ,δ), which proves the condi-
tion (e). �

The rest of the proof follows from the proof of [9] (cf. also [12], [16], [31]).
We will just give an outline of the proof for completeness.

Let {f} be a cohomology class in the group Hq(X,KX ⊗ L ⊗ I(hmin)),
q ≥ n − nd(L) + 1. The sheaf O(KX ⊗ L) ⊗ I(hmin) can be resolved by the
complex (K•, ∂), where Ki is the sheaf of (n, i)-forms u, such that both u and
∂u are locally L2 with respect to the weight ϕmin. So {f} can be represented
by a (n, q)-form f , such that both f and ∂f are L2 with respect to the weight
ϕmin, i.e.

∫
X
|f |2 exp(−ϕmin)dVω < +∞ and

∫
X
|∂f |2 exp(−ϕmin)dVω < +∞.

We can also equip L by the hermitian metric hδ defined by the quasi-psh
weight Φδ = Φγ0,δ obtained in Proposition 3, with δ ∈ ]0, δ0]. Since Φδ is
smooth on X\Zδ, the Bochner–Kodaira inequality shows that for every smooth
(n, q)-form u with values in KX ⊗ L that is compactly supported on X \ Zδ,
we have

‖∂u‖2δ + ‖∂∗u‖2δ ≥ 2π
∫

X

(λ1,δ + . . .+ λq,δ − qδ)|u|2e−ΦδdVω,

where ‖u‖2δ :=
∫
X
|u|2ω,hδdVω =

∫
X
|u|2ω,h∞e−ΦδdVω. Condition (b) of Proposi-

tion 3 shows that

0 < δ

2(1− γ0) ≤ λ1,δ(x) ≤ . . . ≤ λn,δ(x),

where λi,δ are at each point x ∈ X, the eigenvalues of α + δω + i
2π∂∂Φδ with

respect to the base Kähler metric ω. In other words, we have up to a multiple
2π

‖∂u‖2δ + ‖∂∗u‖2δ + δ‖u‖2δ ≥
∫

X

(λ1,δ + . . .+ λq,δ)|u|2ω,h∞e−ΦδdVω.
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By the proof of Theorem 3.3 in [16], we have the following lemma:

Lemma 3.6. — For every L2 section of Λn,qT ∗X ⊗ L such that ‖f‖δ < +∞
and ∂f = 0 in the sense of distributions, there exists a L2 section v = vδ of
Λn,q−1T ∗X ⊗ L and a L2 section w = wδ of Λn,qT ∗X ⊗ L such that f = ∂v + w
with

‖v‖2δ + 1
δ
‖w‖2δ ≤

∫

X

1
λ1,δ + . . .+ λq,δ

|f |2e−ΦδdVω.

By Lemma 3.6 and Condition (d) of Proposition 3, the error term w satisfies
the L2 bound,

∫

X

|w|2ω,h∞e−AdVω ≤
∫

X

|w|2ω,h∞e−ΦδdVω

≤
∫

X

δ

λ1,δ + . . .+ λq,δ
|f |2ω,h∞e−ΦδdVω.

We will show that the right-hand term tends to 0 as δ → 0. To do it, we need
to estimate the ratio function ρδ := δ

λ1,δ+...+λq,δ . The ratio function is first
estimated in [31].

By Estimates (b,c) in Proposition 3, we have λj,δ(x) ≥ δ
2 (1 − γ0) and

λ1,δ(x) . . . λn,δ(x) ≥ aγn0 δ
n−p. Therefore, we already find ρδ(x) ≤ 2/q(1− γ0).

On the other hand, we have
∫

X\Zδ
λn,δ(x)dVω ≤

∫

X

(α+ δω + ddcΦδ) ∧ ωn−1 =
∫

X

(α+ δω) ∧ ωn−1

≤ Const,

therefore, the “bad set” Sε ⊂ X \ Zδ of points x, where λn,δ(x) > δ−ε has a
volume with respect to ω Vol(Sε) ≤ Cδε converging to 0 as δ → 0. Outside
of Sε,

λq,δ(x)qδ−ε(n−q) ≥ λq,δ(x)qλn,δ(x)n−q ≥ aγn0 δn−p.

Thus, we have ρδ(x) ≤ Cδ1−n−p+(n−q)ε
q . If we take q ≥ n−nd(L) + 1 and ε > 0

small enough, the exponent of δ in the final estimate is strictly positive. Thus,
there exists a sub-sequence (ρδ`), δ` → 0 that tends almost everywhere to 0
on X.

Estimate (e) in Proposition 3 implies the Hölder inequality
∫

X

ρδ|f |2ω,h∞ exp(−Φδ)dVω

≤ eA
(∫

X

ρpδ |f |2ω,h∞e−p(1+bδ)ϕmindVω

)1
p
(∫

X

|f |2ω,h∞e−qγ0Φ1,δdVω

)1
q

,
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for suitable p, q > 1 as in the proposition. For some constant C > 0, |f |2ω,h∞ ≤
C since X is compact. Taking δ → 0 yields that wδ → 0 in L2(h∞) by the
Lebesgue dominating theorem.
Hq(X,KX⊗L) is a finite-dimensional Hausdorff vector space whose topology

is induced by the L2 Hilbert space topology on the space of forms. In particular,
the sub-space of coboundaries is closed in the space of cocycles. Hence, f is a
co-boundary that completes the proof.

For any singular positive metric h on L, by definition, h is more singular
than hmin, which implies that I(h) ⊂ I(hmin). A direct corollary of the above
theorem is the following.

Corollary 3.7. — Let (L, h) be a pseudo-effective line bundle on a compact
Kähler n-dimensional manifold X. Then the morphism induced by inclusion
KX ⊗ L⊗ I(h)→ KX ⊗ L,

Hq(X,KX ⊗ L⊗ I(h))→ Hq(X,KX ⊗ L)
is a 0 map, for every q ≥ n− nd(L) + 1.

4. Kawamata–Viehweg vanishing theorem

We first give a “numerical dimension version” of the Kawamata–Viehweg
vanishing theorem in the projective case. In the following, we study various
properties of nef classes in higher codimension. Then we end the section with a
numerical version of the Kawamata–Viehweg vanishing theorem in the Kähler
case.

To start with we need the relation between movable intersection defined in
[6] and [3] and intersection number.

Lemma 4.1. — Let α be a nef class in codimension p on a compact Kähler
manifold (X,ω). Then, for any k ≤ p and Θ any positive closed (n− k, n− k)-
form, we have

(αk,Θ) ≥ 〈αk,Θ〉.
Here, we use the definition of movable intersection defined in [3] and [6].

The movable intersection number 〈αk,Θ〉 in [3] is defined as the limit for ε > 0
converging to 0 of the quantity:

sup
Ti

∫

XrF
(T1 + εω) ∧ · · · (Tk + εω) ∧Θ ,

where Ti ranges all closed currents with analytic singularities in the class α,
such that Ti ≥ −εω, and F is the union of all singular parts of Ti. (In [3],
the movable intersection number is defined for any closed positive current Θ.
In the following, we will take Θ to be ωn−k. Thus, we consider only the case
when Θ is a positive closed form.)
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The proof of the boundedness of the quantity is a consequence of regular-
isation and the theory of Monge–Ampère operator. In the general case, we
approximate the current Ti decreasingly by the smooth forms as shown in [13],
with a uniform lower bound −Cω depending on (X,ω) and {Ti}. Now, on
X r F , the current (T1 + Cω) ∧ · · · (Tk + Cω) ∧ Θ is the limit of correspond-
ing terms changing Ti by its smooth approximation, using the continuity of
Monge–Ampère operator with respect to decreasing sequence. However, the
integral on XrF obtained for the smooth approximation is bounded by its in-
tegral on X, which is the intersection number of cohomology classes {Ti+Cω}
and {Θ}.

Proof. — Our observation is that with better regularity on the cohomology
class α, we can define directly the Monge–Ampère operator on X. So compared
to the general case, we can skip the approximation process and get rid of the
dependence of C, which only depends on (X,ω) and α, but not explicitly.

We recall the following Theorem (4.6) on the Monge–Ampère operators in
Chapter 3 of [15].

Let u1, . . . , uq be quasi-plurisubharmonic functions on X and T be a closed
positive current of bidimension (p, p). The currents u1i∂∂u2 ∧ · · · ∧ i∂∂uq ∧ T
and i∂∂u1∧ i∂∂u2∧· · ·∧ i∂∂uq∧T are well defined and have locally finite mass
in X as soon as q ≤ p, and

H2p−2m+1(L(uj1) ∩ · · · ∩ L(ujm) ∩ Supp(T )) = 0 ,

for all choices of indices j1 < · · · < jm in {1, . . . , q}.
Here, H2p−2m+1 means the (2p− 2m+ 1)-dimensional Hausdorff content of

the subset of X seen as a metric space induced by the Kähler metric. The
unbounded locus L(u) is defined to be the set of points x ∈ X, such that u is
unbounded in every neighbourhood of x. When u has analytic singularities, it
is the singular part of u (i.e. {u = −∞}).

Now we return to the proof of the lemma. By definition, Ti,min,−εω is less
singular than Ti. Since for any c > 0, Ec(Ti,min,−εω) has codimension larger
than p + 1, the singular set of Ti, which has analytic singularities, is also of
codimension larger than p + 1. By Theorem (4.6) cited above, the current
(T1 + εω) ∧ · · · (Tk + εω) ∧Θ is well-defined on X. Thus, we have

∫

XrF
(T1 + εω) ∧ · · · (Tk + εω) ∧Θ ≤

∫

X

(T1 + εω) ∧ · · · (Tk + εω) ∧Θ

= (α+ ε{ω}) · · · · (α+ ε{ω}) · {Θ}.

Taking ε→ 0, we get (αk,Θ) ≥ 〈αk,Θ〉. �

Remark 4.2. — From the definition of movable intersection, it is easy to see
that the movable intersection is superadditive and that 〈Lp〉 6= 0 implies that
nd(L) ≥ p. In fact, the inverse direction also holds. If (X,ω) is compact
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Kähler, there exists C > 0, such that C{ω} − c1(L) contains a closed positive
current. Thus, we have that

〈c1(L)p, Cnd(L)−pωn−p〉 ≥ 〈c1(L)nd(L), ωn−nd(L)〉 6= 0.
In particular, nd(L) is the maximum p, such that 〈c1(L)p〉 6= 0.

In the projective case, we can now give the following version of the Kawa-
mata–Viehweg theorem in terms of nefness in higher codimension. The simple
proof given below was suggested to us by Demailly.

Theorem 4.3. — Let X be a projective manifold and L a nef line bundle in
codimension p− 1. If 〈c1(L)p〉 6= 0, then for any q ≥ n− p+ 1, we have

Hq(X,KX ⊗ L) = 0.

Proof. — The proof is an induction on the dimension of X. Let A be an ample
divisor on X and ω ∈ c1(A) be a Kähler form. Let Y ∈ |kA| be a generic
smooth hypersurface. With the choice of k big enough, we can assume that
Hq(X,L−1 ⊗ O(−Y )) = 0, for any q < n, by the Kodaira vanishing theorem.
By Serre duality, the statement of the theorem is equivalent to prove that, for
any q ≤ p− 1, we have

Hq(X,L−1) = 0.
Consider the long exact sequence associated to the short exact sequence

0→ L−1 ⊗O(−Y )→ L−1 → L−1|Y → 0.

It turns out that it is enough to prove that Hq(Y,L−1) = 0, for any q ≤ p− 1.
We check that conditions are preserved under the intersection with a generic

hypersurface. Since α is nef in codimension p− 1, we find that any irreducible
component of

Enn(α) =
⋃

m∈N∗

⋃

n∈N∗
E 1
n

(Tmin, 1
m

)

has codimension larger than p. By regularisation of Tmin, 1
m
, there exist cur-

rents Tm with analytic singularities in α larger than − 2
mω. Any irreducible

component of the singular set of these currents has a codimension larger than
p. For generic Y , the restriction of these currents on Y is well defined for
any m. Since the inclusion of analytic sets is a Zariski closed condition, for
generic Y , we can also assume that the singular set of Tm is not contained in
Y for any m.

On the other hand, in the class α|Y , the current with minimal singularities
that admits a lower bound − 2

mω|Y is certainly less singular than Tm|Y . The
upper-level set of the Lelong number of these minimal currents is included in
the singular set of Tm|Y , so it has codimension larger than p. This means that
α|Y is nef in codimension p− 1.
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The condition 〈αp〉 6= 0 implies that
∫

X

〈αp〉 ∧ ωn−p > 0.

In other words, there exists a sequence of currents with analytic singularities
Tm ∈ α, such that Tm ≥ − 1

mω and
∫

XrFm
(Tm + 1

m
ω)p ∧ ωn−p > c,

for some c > 0 independent of m, where Fm is the singular set of Tm.
With a generic choice of Y , we can still assume that the restriction of Tm

is a current with analytic singularities. They satisfy the conditions Tm|Y ≥
− 1
mω|Y and

∫

YrFm
(Tm|Y + 1

m
ω|Y )p ∧ ωn−p−1 >

c

k
.

In other words, 〈α|pY 〉 6= 0.
By induction on the dimension, we are reduced to proving the case where X

has dimension p, and L is nef in codimension p−1, in which case, L is (plainly)
nef by Lemma 2.13. The condition of the movable intersection reduces to
〈c1(L)p〉 6= 0. By Lemma 4.1, this implies that (Lp) > 0. In particular, L is a
nef and big line bundle. Now the vanishing of cohomology classes follows from
the classical Kawamata–Viehweg theorem. �

As was pointed out to us by A. Höring, this can also be proven using the
result of [28].

Remark 4.4. — When p = n, the above theorem is the classical Kawa-
mata–Viehweg vanishing theorem for nef and big line bundle. We notice that
〈c1(L)n〉 = Vol(L) by Theorem 3.5 of [6]. When p = 1, the theorem states that
if L is a psef line bundle with 〈c1(L)〉 6= 0, then Hn(X,KX ⊗L) = 0. This case
is trivial by the following easy lemma. The first interesting case is when L is nef
in codimension 1 and 〈c1(L)2〉 6= 0. In the following example, we show that we
cannot weaken the condition to the case that L is only psef and 〈c1(L)2〉 6= 0.
On the other hand, by the divisorial Zariski decomposition, we can write any
psef line bundle numerically as a sum of a nef class in codimension 1 and an
effective class. This shows that, in some sense, this kind of theorem is the best
we can hope for.

Now we begin our example. Let V be the unique non-trivial rank 2 extension
of OC over an elliptic curve C. Let X be the blow-up of a point of P(V )× P1

and L be the pull-back of OP(V )(1) � OP1(1); OP(V )(1) is a nef line bundle.
We also notice that c1(OP(V )(1))2 = 0 and c1(OP(V )(1)) 6= 0. So, L is a nef
line bundle over X, and nd(L) = 2. By the above theorem, we have that
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H2(X,KX + L) = 0. Let E be the exceptional divisor of the blow-up. The
short exact sequence

0→ KX + L→ KX + L+ E → KX + L+ E|E → 0

induces the long exact sequence

H2(X,KX + L)→ H2(X,KX + L+ E)
→ H2(E,KX + L+ E|E) = H0(E,−L)→ H3(X,KX + L).

By Serre duality and the following lemma, H3(X,KX + L) = H0(X,−L) = 0.
Since L|E = OE , H0(E,−L) ∼= C. Thus, we have that

H2(X,KX + L+ E) ∼= C.

Now L+E is a psef line bundle over X, and nd(L+E) ≥ 2, but H2(X,KX +
L + E) 6= 0. The reason for the numerical dimension is as follows. By the
super-additivity of movable intersections, we have that

〈(L+ E)2〉 ≥ 〈L2〉+ 〈E2〉+ 2〈L · E〉 ≥ 〈L2〉.

Lemma 4.5. — Let (L, h) be a non-trivial (i.e. L 6= OX) psef line bundle over
a compact complex manifold X. Then we have

H0(X,L−1) = 0.

Proof. — We argue by contradiction. Let s be a non-zero section inH0(X,L−1).
Consider the function log |s|2L−1,h−1 . Let ϕ be the local weight of h, such that
h = e−ϕ locally. Thus, the above function can be locally written as log |s|2 +ϕ.
In particular, it is a psh function on X. Since X is compact, the only psh
functions are the constant functions. On the other hand,

i∂∂ log |s|2L−1,h−1 = [s = 0] + iΘL,h = 0,

where [s = 0] is the current associated to the (possible trivial) divisor s = 0,
and iΘL,h is the curvature of (L, h). Since both [s = 0] and iΘL,h are positive
currents, they are 0. In particular, s never vanishes on X, which contradicts
the fact that L is a non-trivial line bundle. �

A classical result for nef line bundles is the following. Let A+B be a nef line
bundle over a compact manifold X, where A,B are effective R-divisors without
intersection. Then A,B are both nef divisors. In the case of nefness in higher
codimension, we have the following generalized version.

Lemma 4.6. — Let A+B be a line bundle that is nef in codimension k over a
compact manifold X (by this we mean that c1(A+B) is nef in codimension k),
where A,B are effective R-divisors without intersection. Then the divisors A,B
are both nef in codimension k.
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More generally, let α+ c1(E) be a class that is nef in codimension k over a
compact manifold X, where E is an effective R-divisor, and Enn(α) ∩ E = ∅.
Then α is nef in codimension k.

Proof. — Fix α0 ∈ α, β0 ∈ c1(E) as two smooth representatives. By assump-
tion, for any ε > 0, there exists a quasi-psh function ϕε on X with analytic
singularities, such that

α0 + i∂∂ϕε ≥ −εω,

where ω is some Hermitian metric onX (not necessarily Kähler). (For example,
we can take a regularisation of the minimal potential ϕmin,− ε2 .) We can assume
that the singular set of ϕε has an empty intersection with VE . Here, VE is some
small tubular neighbourhood of E.

Let ψε be a family of quasi-psh functions on X with analytic singularities,
such that

α0 + β0 + i∂∂ψε ≥ −εω.
We can assume that the singular set of ψε has a codimension of at least k+ 1.

Let ϕE be a quasi-psh function on X, such that β0 + i∂∂ϕE = [E], where
[E] is the current associated to E. By definition, the pole of ϕE is exactly the
support of E. In particular, we have that ψε − ϕE is a well-defined quasi-psh
function outside E, such that

α0 + i∂∂(ψε − ϕE) ≥ −εω,
on X r E.

Now we glue the potentials to get a quasi-psh function Φε with analytic
singularities on X, such that

α0 + i∂∂Φε ≥ −εω.
We also demand that the singular set of Φε be included in the singular set of
ψε. This will finish the proof of the lemma.

On X r VE , we define that Φε = max(ψε − ϕE , ϕε + Cε) where Cε is a
constant, which will be determined later. In particular, on X r VE , we have

α0 + i∂∂Φε ≥ −εω.
On VE , we define Φε = ϕε+Cε. On XrVE , ϕE is bounded, and ψε is bounded
from above. Near the boundary of VE , ϕε is also bounded since the singular
set of ϕε has empty intersection with VE . Thus, for Cε large enough near the
boundary of VE , ψε − ϕE < ϕε + Cε. In particular, Φε is a global well-defined
quasi-psh function, such that α0 + i∂∂Φε ≥ −εω. The singular set of Φε in
X r VE is included in the singular set of ψε. On VE , Φε is smooth. This
finishes our construction. �
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Remark 4.7. — The condition that the intersection is empty is necessary for
the lemma. Otherwise, we have the following counterexample.

The construction uses Cutkosky’s construction detailed in the next section.
Let Y be a projective manifold, such that NY = EY . Let β ∈ H1,1(Y,R) be a
non-psef class. Let A1, A2 be very ample divisors on Y . Define

t0 := min{t|β + tc1(A1) nef}.

We can assume that β + t0c1(A2) is nef. Define X := P(A1 ⊕ A2) and denote
by π : P(A1 ⊕ A2) → Y the natural projection. By Proposition 4 in the next
section, π∗β+ t0c1(O(1)) and c1(O(1)) are nef. Notice that O(1) is an effective
divisor since H0(X,O(1)) = H0(Y,A1 ⊕A2) 6= 0.

By Proposition 5, for any t < t0, ν(π∗β + tc1(O(1)),P(A2)) > 0 and
Enn(π∗β+ tc1(O(1)) = P(A2). This shows that for any t < t0, π∗β+ tc1(O(1))
is not nef in codimension 1. In other words, the nef class π∗β + t0c1(O(1))
is a sum of not nef in codimension 1 class π∗β + tc1(O(1)) and an effective
divisor (t0− t)O(1). Let (s1, s2) ∈ H0(Y,A1)⊕H0(Y,A2) = H0(X,O(1)) be a
non-trivial section. Then we have

V (s1, s2) = {(x, ξ∗)|ξ∗ ∈ (A1 ⊕A2)∗, ξ∗(s1, s2) = 0}.

Identifying P(A2) as Y , we have V (s1, s2) ∩ P(A2) = V (s2) 6= ∅. A similar
calculation shows that, for any E ∈ |O(m)| for any m ∈ N∗,

Enn(π∗β + tc1(O(1)) ∩ E 6= ∅.

Now we give a version of the Kawamata–Viehweg vanishing theorem over a
compact Kähler manifold.

Theorem 4.8. — Let (X,ω) be a compact Kähler manifold of dimension n
and L a nef in the codimension 1 line bundle on X. Assume that 〈L2〉 6= 0.
Assume that there exists an effective N-divisor D, such that c1(L) = c1(D).
Then

Hq(X,KX + L) = 0,

for q ≥ n− 1.

Proof. — In the case q = n, we have Hn(X,KX + L) = H0(X,−L)∗ by Serre
duality. For L psef, −L has no section unless L is trivial by Lemma 4.5. Since
〈L2〉 6= 0, L is not trivial. Therefore, the only interesting case is q = n− 1. We
divide the proof into two cases.

Case 1. We assume that L = D. Since the canonical section of D induces a
positive singular metric on (L, h) with multiplier ideal sheaf I(h) ⊂ O(−D). In
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fact, we have equality outside an analytic set whose all irreducible components
have codimension larger than 2. Write D =

∑
i niDi where ni ≥ 0 and Di are

the irreducible components of D. Define

Y = (Dred)Sing =
⋃

i 6=j
(Di ∩Dj) ∪

⋃

i

Di,Sing,

where Di,Sing means the singular part of Di. It is easy to see that we have an
equality outside Y and that each irreducible component of Y is of codimension
larger than 2.

In particular, the short exact sequence
0→ I(h)→ O(−D)→ O(−D)/I(h)→ 0

induces that
Hn−1(X,KX + L⊗ I(h))→ Hn−1(X,KX + L−D)

→ Hn−1(X,KX + L⊗O(−D)/I(h)) = 0
since the support of O(−D)/I(h) is included in Y .

Denote by hmin the minimal metric on L, where we have a natural inclusion
of I(h) ⊂ I(hmin). Thus, we have the following commuting diagram

Hn−1(X,KX + L⊗ I(h)) Hn−1(X,KX + L⊗ I(hmin)),

Hn−1(X,KX + L−D) Hn−1(X,KX + L).

By Corollary 3.7 proved in Section 3 and the condition that nd(L) ≥ 2, we
know that the morphism

Hn−1(X,KX + L⊗ I(hmin))→ Hn−1(X,KX + L)
is the 0 map. Since the left vertical arrow is surjective in the above diagram,
we conclude that the morphism

Hn−1(X,KX + L−D)→ Hn−1(X,KX + L)
is also the 0 map. Thus, the short exact sequence

0→ KX + L−D → KX + L→ KX + L|D = KD → 0
gives in cohomology
Hn−1(X,KX + L−D)→ Hn−1(X,KX + L)→ Hn−1(D,KD) ' H0(D,OD)

→ Hn(X,KX + L−D)→ 0.

On the other hand, Hn(X,KX + L − D) ' H0(X,OX) ' C. Therefore, we
need only show that

h0(D,OD) = 1.
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More precisely, D is an effective Cartier divisor in the manifold X. Notice that
D is a (possibly non-reduced) Gorenstein variety. In this case, adjunction gives
the dualising sheaf KD as (KX + D)|D. Moreover, Serre duality holds in the
same form as in the smooth case.

To calculate the dimension of global sections of D, first we show that D
is connected. In fact, otherwise we would have D = A + B with A and B
effective non-trivial divisors, such that A ∩ B = ∅. In particular, we have
(A ·B · ωn−2) = 0. However, A and B are necessarily nef in codimension 1 by
Lemma 4.6.

We recall the Hodge index theorem on a compact Kähler manifold (X,ω) as
Theorem 6.33 and 6.34 in [36]. By the Hard Lefschetz theorem, we have

H2(X,C) = C{ω} ⊕H2(X,C)prim,

where H2(X,C)prim means primitive classes. The intersection form (α, β) 7→
(α·β ·ωn−2) has the signature (1, h1,1(X)−1) on H1,1(X) since H2(X,C)prim is
orthogonal to ω, and the intersection form is negative definite on H2(X,C)prim.

On the other hand, by Lemma 4.1, we have that

(A ·A · ωn−2) ≥ 〈A ·A · ωn−2〉 ≥ 0

and a similar inequality for B. We also notice that

(L · L · ωn−2) ≥ 〈L · L · ωn−2〉 > 0.

Since the intersection form (unlike the movable intersection) is bilinear, we have
either (A·A·ωn−2) > 0 or (B ·B ·ωn−2) > 0. Without loss of generality, assume
that (A · A · ωn−2) > 0. Thus, B ∈ A⊥ and (B · B · ωn−2) ≥ 0. The Hodge
index theorem implies that B = 0, which is a contradiction to our assumption.
Hence, D is connected, and if h0(D,OD) ≥ 2, then OD contains a nilpotent
section t 6= 0. In other words, the pull-back of t under the natural morphism
Dred → D is 0 but lies as a non-trivial section in H0(Dred,O(−∑j∈I µjDj)),
for some 1 ≤ µj ≤ nj , for all j. Let

J :=
{
j ∈ J

∣∣∣ nj
µj

maximal
}

and let c = nj
µj

be the maximal value. Notice that div(t)|Di = −∑j∈I µjDj |Di
is effective (possibly 0) for all i. We claim that it is impossible that c = nj

µj
for

all j ∈ I. Otherwise, L|Di = c
∑
µjDj |Di is psef. (L is nef in codimension 1, so

its restriction to any prime divisor is psef.) Its dual is effective, hence L|Di ≡ 0,
for all i. This implies that (L · L · ωn−2) = 0, which is a contradiction.

Thus, we find some j, such that

c >
nj
µj
.
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By connectedness of D we can choose i0 ∈ J in such a way that there exists
j1 ∈ I r J with Di0 ∩Dj1 6= ∅. Now

∑

j∈I
(nj − cµj)Dj |Di0

is pseudo-effective as a sum of a psef and an effective line bundle (this has
nothing to do with the choice of i0). Since the sum taken over I is the same as
the sum taken over I r {i0}, we conclude that

∑

j 6=i0
(nj − cµj)Dj |Di0

is pseudo-effective, too. Now all nj−cµj ≤ 0 and nj1−cµj1 < 0 withDj1∩Di0 6=
∅, hence the dual of

∑

j 6=i0
(nj − cµj)Dj |Di0

is effective and non-zero, which is a contradiction. This finishes the proof of
Case 1.
Case 2. General case. We can write

L = D + L0,

where Lm0 ∈ Pic0(X) (the exponent m is there because there might be torsion
in H2(X,Z); we take m to kill the denominator of the torsion part). We may,
in fact, assume that m = 1; otherwise, we pass to a finite étale cover X̃ of
X and argue there (the vanishing on X̃ clearly implies the vanishing on X by
Leray spectral sequence). In other words, we write L as a sum of D and a flat
line bundle (L0, h0). Here, h0 is the flat metric. Thus, there exists a bijection
between singular positive metrics on L and those on D, via the tensor product
by h0. In particular, the minimal metric on L is the minimal metric on D,
tensored by h0.

The short exact sequence used above is modified into

0→ KX + L−D → KX + L→ (KX + L)|D = (KD + L0)|D → 0.

Taking cohomology as before and using a similar discussion the arguments come
down to proving

H0(D,−L0|D) = 0

since Hn(X,KX + L−D) ' H0(X,−L0) = 0.
The argument on the connectedness of D still works since the arguments

only involve the first Chern class and since L0 has no contribution in the first
Chern class. If −L0|D 6= 0, then we see, as above, that −L0|D cannot have a
nilpotent section. Since L0 is flat adding a multiple of L0 does not change the
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pseudo-effectiveness. By adding a suitable such multiple, the arguments on the
non-existence of nilpotent section are still valid.

So, if H0(D,−L0|D) = 0 fails, then −L0|D has a section s, such that s|Dred

has no zeroes. In other words, −L0|Dred is trivial. However, then −L0|D is
trivial since the nowhere vanishing section of H0(X,−L0 ⊗OX OX/IDred) is
mapped to a nowhere vanishing section in H0(X,−L0⊗OX OX/ID) by passing
to the quotient.

Now let α : X → Alb(X) be the Albanese map with image Y . Then L0 =
α∗(L′0) with some line bundle L′0 on Alb(X). (We observe that Pic0(X) ∼=
Pic0(Alb(X)).) Notice that L′0 is a non-trivial line bundle with c1(L′0) = 0.
Since L0|D is trivial and L0 is non-trivial we conclude that α(D) 6= Y . We
claim that α(D) is contained in some proper subtorus B of Alb(X).

The reasoning is as follows. Let ν : X̃ → X be a modification, such that
ν∗(D) is an SNC divisor. Denote by Ej the irreducible components of ν∗(D).
Define as S ⊂∏i Pic0(Ei) the connected component containing (ν∗L0|Ei) of

{(Li) ∈
∏

i

Pic0(Ei)|Li|Ei∩Ej = Lj |Ei∩Ej}.

By Proposition 1.5 of [1], S is a subtorus since S is a translation of the kernel
of

∏

i

Pic0(Ei)→
∏

i,j,i 6=j
Pic0(Ei ∩ Ej),

(Li) 7→ (Li|Ei∩Ej − Lj |Ei∩Ej ).

Notice that Pic0(Ei) is a torus by Hodge theory since Ei is smooth. The natural
group morphism of Pic0(X) → S given by L 7→ (ν∗L|Ei) induces by duality
the following commuting diagram

∏
i Pic0(Ei)∗ S∗

(Pic0(X))∗ ∼= Alb(X).

Since L0 ∈ S is non-trivial, the image of S∗ as a complex torus is a proper
subtorus in Alb(X). We denote its image by B. (Let us observe that by
Proposition 1.5 of [1] that the image of a homomorphism of complex tori is a
subtorus.)

Consider the induced map

β : X → Alb(X)/B

and denote its image by Z. (Z can be singular!) The image β(D) is a point p
by construction. Let U be a Stein neighbourhood of p in Z (or some coordinate
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chart of p). Denote by mp the maximal ideal of p in Z. In particular, for any
k ∈ N∗, mk

p is globally generated on U (by Cartan theorem A).
Let D =

∑
i niDi and define nmax := max(ni). Then we have the inclusion

β∗H0(U,mnmax
p ) ⊂ H0(D,O(−nmaxDred)|D) ⊂ H0(D,O(−D)|D), where the

second inclusion uses the fact that nmaxDred −D is an effective divisor in X.
In particular, for any i, H0(Di,O(−D)|Di) 6= 0. On the other hand, O(D)|Di
is psef since D is nef in codimension 1. (Observe that nefness is a numerical
property. Since c1(L0) = 0, D is nef in codimension 1 as L is.) By Lemma 4.5,
D|Di is trivial.

Thus, we have, for any i,

(D ·Di · ωn−2) =
∫

Di

c1(D|Di) ∧ ωn−2 = 0.

This implies that (L2 ·ωn−2) = (D2 ·ωn−2) = 0. On the other hand, since L is
nef in codimension 1, (L2 ·ωn−2) ≥ 〈L2 ·ωn−2〉. However, this is a contradiction
with our assumption. �
Remark 4.9. — If D is a smooth reduced divisor, we can also argue as follows
at the end of Case 2. We observe that L0 is a non-trivial element in a translation
of the kernel of Pic0(X)→ Pic0(D). On the other hand, we have

Hn−1(X,KX +D) = H1(X,−D) = 0→ H1(X,OX)→ H1(D,OD)
since by Case 1, Hn−1(X,KX +D) = 0. However, H1(X,OX)→ H1(D,OD)
is the tangent map of Pic0(X)→ Pic0(D). By Proposition 1.5 of [1], the kernel
is discrete. Moreover, the connected component containing the zero point of
the kernel is of finite index in the kernel. In particular, L0 is a torsion element.
This yields a contradiction.

5. Examples and counterexamples

In this section, we first give for each k ∈ N∗ an example of a psef class αk
on some manifold Xk, such that αk is nef in codimension k but not nef in
codimension k + 1. This shows, in particular, that the inclusion of the various
types of nef cones can be strict.

For the convenience of the reader, we recall Cutkosky’s construction de-
scribed in [5], as well as all the material needed for our use.

Let E be a vector bundle of rank r over a manifold Y and L be a line bundle
over Y . Since there exists a surjective bundle morphism given by projection
E ⊕ L → E , we can view D := P(E) as a closed submanifold of P(E ⊕ L).
Note that the restriction of OP(E⊕L)(1) on P(E) is the tautological line bundle
OP(E)(1). We notice that the canonical line bundle of the projectivisation of a
vector bundle P(E) is given by

KP(E) = OP(E)(−(r + 1)) + π∗(KY + detE),
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where π : P(E)→ Y is the projection. From the short exact sequence
0→ TP(E) → TP(E⊕L)|P(E) → NP(E)/P(E⊕L) = O(D)|P(E) → 0,

we have
KP(E⊕L)|P(E) = KP(E) ⊗O(−D)|P(E).

Using the formula for the canonical line bundle, we have
O(1)|P(E) = (O(D)⊗ π∗L)|P(E).

We observe that by the Leray–Hirsh theorem for Bott–Chern cohomology,
H1,1
BC(P(E ⊕ L),R) = Rc1(O(1))⊕ π∗H1,1

BC(Y,R).

In particular, this implies that the inclusion i : P(E) → P(E ⊕ L) induces an
isomorphism on H1,1

BC . Hence, we find that on P(E ⊕ L),
c1(O(1)) = c1(O(D)) + π∗c1(L).

Now let Y be a compact complex manifold of dimension m and L0, . . . , Lr the
line bundles over Y . We define

X := P(L0 ⊕ · · · ⊕ Lr).
We denote H := O(1) the tautological line bundle over the projectivisation
and h := c1(H). For any i, the projection L0 ⊕ · · ·Lr → L0 ⊕ · · · L̂i ⊕ · · · ⊕ Lr
induces inclusions of hypersurfaces

Di := P(L0 ⊕ · · · ⊕ L̂i ⊕ · · · ⊕ Lr).
By the above discussion

di + li = h,

where di := ci(O(Di)) and li := c1(Li). In fact, by calculating the transition
function, we can show that O(1) is linearly equivalent to Li + Di. However,
the relation of Chern classes is enough for our use here.

We have the following explicit description of nef cone and psef cone in this
case. We denote by C the cone generated by the li.

Proposition 5.1. — Let α ∈ H1,1
BC(X,R) be a class that is decomposed as

α = π∗β + λh. Then
(1) α is nef iff λ ≥ 0 and β + λC is contained in NY .
(2) α is psef iff λ ≥ 0 and (β + λC) ∩ EY 6= ∅.

Proof. — We notice that if α contains a positive current T = θ + i∂∂ϕ with θ
smooth, then the pluripolar set P (ϕ) = {ϕ = −∞} is of Lebesgue measure 0.
Hence, by the Fubini theorem, the set

{y ∈ Y, π−1(y) ⊂ P (ϕ)}
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is of Lebesgue measure 0. For y outside the measure 0 set, α|π−1(z) is the class
of T |π−1(z). It is also equal to the class of λc1(OPr (1)), and this implies that
λ ≥ 0. We always assume in the following that λ ≥ 0.

(1) If α is nef, the restriction of α to P(Li), for any i, is also nef, where
P(Li) is biholomorphic to Y given by π. Note that α|P(Li) = λli + β is nef as
a restriction of nef class. So β + λC is contained in NY .

On the other hand, α = π∗β+ h = π∗(β+ λli) + λdi for any i where β+ λli
is nef by assumption. Hence, the non-nef locus of α is contained in Di. Since
the intersection of all Di is empty, we conclude that α is nef.

(2) Let ti ∈ [0, 1] such that
∑
ti = 1 and β +

∑r
i=0 tili ∈ EY . Hence,

h =
∑
tih =

∑
tiπ
∗li +

∑
tidi, and α = π∗(β + λ

∑
tili) + λ

∑
tidi; di is psef

since it contains the positive current associated to Di. As a sum of psef classes,
α is psef.

For the other direction, we argue by induction. When r = 0, X = Y and
α = β + λl0. By the assumption that α is psef, we have

α ∈ (β + λC) ∩ EY .

Continue the induction on r. Letting T be a closed positive current in α,
we have that α − ν(T,D0)d0 is psef containing the current T − ν(T,D0)[D0].
Moreover, (α − ν(T,D0)d0)|D0 is psef since the restriction of the current T −
ν(T,D0)[D0] on D0 is well defined. Now D0 is the projectivisation of a vector
bundle of rank r over Y . As a cohomology class

α− ν(T,D0)d0 = π∗(β + λl0) + (λ− ν(T,D0))d0.

Restricting α on some fibre of π as above we have that λ ≥ ν(T,D0). By
induction, we see that the psef class (α − ν(T,D0)d0)|D0 , which is also equal
to π∗(β + ν(T,D0)l0) + (λ− ν(T,D0))h, which satisfies

(β + ν(T,D0)l0 + (λ− ν(T,D0))C0) ∩ EY 6= ∅,

where C0 is the cone generated by l1, . . . , lr. In other words,

(β + λC) ∩ EY 6= ∅. �

We will also need the following explicit calculation of the generic minimal
multiplicity in this example. From now on, we choose Y such that the nef cone
NY and the psef cone EY coincide (for example, we can take Y to be a Riemann
surface).

We denote I a subset of {0, · · · , r} with complement J . We denote VI :=⋂
i∈I Di = P(⊕j∈JLj) and CI the convex envelope of li(i ∈ I).
We observe that the non-nef locus of any psef class is contained in the union

of Di. The reason is as follows: since α = π∗β + λh is psef, by Proposition 4
we know that there exist ti ∈ [0, 1] with

∑
ti = 1, such that β + λ(

∑
tili) ∈
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EY = NY . Hence,

α = π∗
(
β + λ

(∑
tili

))
+ λ

(∑
tidi

)

is a sum of nef divisor and effective divisor. (Since α is psef, λ ≥ 0.) So the
non-nef locus of α is contained in the union of Di.

Proposition 5.2. — Let α be a big class, such that α = π∗β+λh. The generic
minimal multiplicity of α along VI is equal to

ν(α, VI) = min{t ≥ 0, (β + tCI + (λ− t)CJ) ∩NY 6= ∅}.
More precisely, we have ν(α, VI) = ν(α, x), for any x ∈ VI r

⋃
j∈J Dj.

Proof. — Let µ : XI → X be the blow-up of X along VI with the exceptional
divisor EI . Hence, we have EI = P(N∗VI/X) with N∗VI/X = ⊕i∈IOVi(−Di). By
Lemma 2.5, we get

ν(α, VI) = ν(µ∗α,EI).

Denote by HI the tautological line bundle over EI , where we have OEI (−EI) =
HI .

For t ≥ 0, the restriction of µ∗α − tc1(O(EI)) to EI is psef and is, hence,
equivalent to that µ∗α+ tc1(HI) is psef. By Proposition 4, the latter is equiv-
alent to the fact that α+ tC(π∗li−h) = α− th+ tπ∗C(li) intersects EVI , where
C(li) is the convex envelope of li (i ∈ I). Note also that

α− th+ tπ∗C(li) = π∗(β + tC(li)) + (λ− t)h,
where we denote by the same notation π to be the projection from VI to Y
and h to be the first Chern class of the tautological line bundle over VI . By
Proposition 4, it is psef if and only if β + tCI + (λ − t)CJ intersects the psef
cone EY .

Since the class µ∗α − ν(α, VI)c1(O(EI)) has positive current µ∗Tmin −
ν(Tmin, VI)[EI ], whose restriction to EI is well defined by Siu’s decomposition
theorem. By the last paragraph we have

ν(α, VI) = ν(Tmin, VI) ≥ min{t ≥ 0, (β + tCI + (λ− t)CJ) ∩NY 6= ∅}.
In the other direction, let γ := β + t

∑
i∈I aili + (λ − t)∑j∈J bj lj be a psef

(equivalently nef by assumption) class on Y with
∑
ai =

∑
bj = 1. Hence,

α = π∗γ + t
∑
aidi + (λ− t)∑ bjdj . For x ∈ VI r

⋃
j∈J Dj ,

ν(α, x) ≤ t
∑

aiν([Di], x) + (λ− t)
∑

bjν([Dj ], x) ≤ t
∑

ai = t.

In particular, this shows that
ν(α, VI) ≤ min{t ≥ 0, (β + tCI + (λ− t)CJ) ∩NY 6= ∅}.

By the proof, the equality is attained for x ∈ VI r
⋃
j∈J Dj . �
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We notice that if we use the algebraic analogue in the projective case as in
[32], we can weaken the assumption to the case that α is just a psef class.

In particular, Proposition 5 shows that ∪Di is stratified by the sets VI r⋃
j∈J Dj with respect to the generic minimal multiplicity.
Now we are prepared to give our construction. Let Y as above be a projective

manifold, such that the nef cone coincides with the psef cone. Define Xk =
P(OY ⊕OY (A1)⊕· · ·⊕OY (Ak+1)), where Ai are the ample line bundles over Y .
Let β ∈ H1,1

BC(Y,R) be a not-nef class. Denote H the tautological line bundle
over Xk and denote h its first Chern class. Define α = π∗β + h. We assume
that:

For any i, β + c1(Ai) is nef and big.
As above, P(OY ) ' Y is a closed submanifold of Xk of codimension k+1 via

the projection of OY ⊕OY (A1)⊕ · · · ⊕OY (Ak+1)→ OY ; α is psef but not nef
on Xk by Proposition 4. In fact, if α is nef, its restriction to the submanifold
Y (i.e. β) will be nef. For any subset I 6= {1, · · · r} (taking L0 := OY ), by
Proposition 5, ν(α, VI) = 0 since β +

∑
j∈J c1(Aj) is nef, which means we can

take t = 0 on the right-hand of the equation. By Proposition 5, ν(α, x) is
constant on P(OY ). The non-nef locus cannot be empty; otherwise, α would
be nef. Nevertheless, the non-nef locus has to be contained in P(OY ). Hence,
the constant cannot be zero.

In conclusion, we have ν(α,P(OY )) > 0, which in particular shows that α
is not nef in codimension k + 1. On the other hand, the non-nef locus is also
P(O(Y )), which in particular shows that α is nef in codimension k.

With the explicit calculation of generic minimal multiplicity, we discuss the
optimality of the divisorial Zariski decomposition. Take k = 1 in the above
construction. Take β to be the first Chern class of some line bundle. Hence, by
the above calculation, α is nef in codimension 1 but not nef in codimension 2.
Its non-nef locus is P(OY ). For α, there does not exist a unique decomposition
of this psef class α = c1(L) into a nef in codimension 2 R-divisor P and an
effective R-divisor N , such that the canonical inclusion H0(bkP c) → H0(kL)
is an isomorphism for each k > 0. Here, the round-down of an R-divisor
is defined coefficient-wise. On the contrary, this decomposition will also be
the divisorial Zariski decomposition. However, α is nef in codimension 1, and
the uniqueness of the divisorial Zariski decomposition shows that the nef in
codimension 2 part has to be α itself. This is a contradiction. In particular,
when Y is a Riemann surface, it gives an example in dimension 3, where the
classical Zariski decomposition does not exist (although it is always possible in
dimension 2).

Consider a psef class α on some compact manifold X. In general, there
does not always exist a composition of finite blow-up(s) of smooth centres
µ : X̃ → X, such that the nef in the codimension 1 part of µ∗α is, in fact, nef.
This example was first shown in [32].
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Let α be a big class on a compact Kähler manifold X. Assume that there
exists no finite composition of blow-up(s) with smooth centres, such that the
the nef in the codimension 1 part of µ∗α is, in fact, nef. For example, we
can take the pull-back of the class constructed by Nakayama on X. We have
the following arguments to conclude that, in fact, there exists no modification
such that the the nef in the codimension 1 part of µ∗α is, in fact, nef. In
general, a modification is not necessarily a composition of blow-up(s) with
smooth centres. However, by Hironaka’s results, any modification is dominated
by a finite composition of blow-up(s) with smooth centres. In other words, for
ν : X̃ → X a modification, there exists a commutative diagram

Y X̃

X

g

f

ν

where g is a finite composition of blow-up(s) with smooth centres, and f is
holomorphic. To prove that there exists no modification, such that the nef
in the codimension 1 part of the pull-back of some cohomology class is nef,
we have to prove that if Z(ν∗α) is nef, Z(g∗α) is also nef. This is done by
the following proposition. It shows in particular that in the above example, if
Z(ν∗α) is nef, Z(g∗α) = f∗Z(ν∗α) is also nef.

Notice that the initial argument of Nakayama already proves the non-exis-
tence of the Zariski decomposition for any modification.

Proposition 5.3. — (1) Let f : Y → X be a holomorphic map between
two compact complex manifolds and α be a psef class on X. Assume
that Z(α) is nef. Then f∗N(α) ≥ N(f∗α), where the inequality relation
≥ means that the difference is a psef class.

(2) Let f : Y → X be a modification between two compact, complex mani-
folds and α a big class on X. Then N(f∗α) ≥ f∗N(α).

Proof. — (1) By the convexity of minimal multiplicity along the subvarieties,
N(f∗α) ≤ N(f∗N(α)) +N(f∗Z(α)) .

Since Z(α) is nef, f∗Z(α) is also nef, and thus N(f∗Z(α)) = 0. The conclusion
follows observing that N(f∗N(α)) ≤ f∗N(α).

(2) We claim that for any positive current T ∈ f∗α, there exists a positive
current S ∈ α, such that T = f∗S. It is proven in Proposition 1.2.7 [5] in a
more general setting. For the convenience of the reader, we give the proof in
this special case.

Fix a smooth representative α∞ in α. There exists a quasi-psh function ϕ,
such that T = f∗α∞+ i∂∂ϕ. Let U be an open set of X, such that α∞ = i∂∂v
on U . The function v ◦ f + ϕ is psh on f−1(U). All the fibres are compact
and connected (the limit of the general connected fibre, the points, is still
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connected); thus, v ◦ f + ϕ is constant along the fibres. Thus, there exists a
function ψ on U , such that ϕ = ψ◦f . Since ϕ is L1

loc, and f is biholomorphic on
a dense Zariski open set, ψ is also L1

loc. It is easy to see that ψ is independent
of the choice of v and is defined on X. Defining S = α∞ + i∂∂ψ we have
T = f∗S.

In particular, the minimal current in f∗α is the pull-back of the minimal
current in α Tmin. Thus,

N(f∗α) =
{∑

ν(f∗Tmin, E)[E]
}
≥
{ ∑

codim(f(E))=1

ν(f∗Tmin, E)[E]
}

=
{ ∑

codim(f(E))=1

ν(Tmin, f(E))[E]
}

= f∗N(α),

where the sum is taken over all irreducible hypersurfaces of Y . �

Let us point out that a current with minimal singularities does not necessar-
ily have analytic singularities for such a big class α that is nef in codimension 1
but not nef in codimension 2; this was observed by Matsumura [30]. The reason
is as follows. In such a situation, there exists a modification ν : X̃ → X, such
that the pull-back of α has a minimal current of the form β+ [E], where β is a
semi-positive smooth form, and [E] is the current associated to an effective di-
visor supported in the exceptional divisor. In particular, the sum {β}+ {[E]}
as a cohomology class gives the divisorial Zariski decomposition of the class
ν∗α. We remember that for a big class, the Zariski projection of α is given by

α−
∑

D

ν(Tmin, D){[D]},

where D runs over all the irreducible divisors on X, and Tmin is the current
with minimal singularity in the class α (cf. Proposition 3.6 of [5]). On the
other hand, the push-forward ν∗ and pull-pack ν∗ induce isomorphism between
ν∗α∞-psh functions on X̃ and α∞-psh functions on X, where α∞ is a smooth
element in α. In particular, the pull-back of the minimal current of α is the
minimal current in ν∗α, which is also a big class. Hence, ν∗α admits a divisorial
Zariski decomposition where the Zariski projection is semi-positive (hence, nef).
This contradicts the last paragraph.

Remark 5.4. — As a direct consequence of Matsumura’s observation, the
assumption in our Kawamata–Viehweg vanishing theorem that the line bundle
is numerically equivalent to an effective integral divisor cannot be deduced from
the other conditions. In the nef case as in [20], they reduce from the assumption
that the line bundle L is nef with (L2) 6= 0 that L is numerically equivalent to
an effective integral divisor D and that there exists a positive singular metric
h on L, such that I(h) = O(−D).
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Now we show that for a big line bundle L, which is nef in codimension 1 but
not nef in codimension 2, over a compact Kähler manifold (X,ω), 〈L2〉 6= 0,
and i

2πΘ(L, h) is not a current associated to an effective integral divisor. In
particular, Nakayama’s example provides such an example.

By the observation of Matsumura, the curvature current of the minimal
metric cannot even be a current associated with a real divisor. Since L is big,
〈Ln〉 = Vol(L) 6= 0. By the Teissier–Hovanskii inequalities, we get

〈L2 · ωn−2〉 = 〈L2〉 · ωn−2 ≥ Vol(L)2/nVol(ω)(n−2)/n > 0 .

This shows, in particular, that 〈L2〉 6= 0.

Remark 5.5. — Let us observe that this kind of construction can also be used
to give an example of the manifold with a psef anti-canonical line bundle, for
which the Albanese morphism is not surjective.

According to the knowledge of the author, this kind of question was first
proposed in [17], where the authors ask whether the Albanese map of a compact
Kähler manifold is surjective under the assumption that the anti-canonical line
bundle is nef. The statement was first proven by Păun [34], who used the
positivity of direct image, and then by Junyan Cao [8] via a different and
simpler method. In the case that the manifold is projective, and the anti-
canonical divisor is nef, this wad proven earlier by Qi Zhang [38].

Let us use the same notation as above. Take Y to be a complex curve of genus
larger than 2. By a classical result, the Albanese map of Y is the embedding
of the curve into its Jacobian variety Jac(Y ). In particular, the Albanese map
is not surjective. Fix A as an ample divisor on Y . Define E = A⊗p ⊕ A⊗−q,
where p, q ∈ N will be determined later. Denote X = P(E) with π : X → Y .

We claim that the Albanese morphism of X is the composition of the natural
projection π and the Albanese morphism of Y . The reason is the following (cf.
Proposition 3.12 in [18]).

Since the fibres of π are P1, which is connected, and since π is differentially
a locally trivial fibre bundle, we have R0π∗RX = RY , while R1π∗RX = 0. We
remark that H1(P1,R) = 0. The Leray spectral sequence of the constant sheaf
RX over X satisfies

Es,t2 = Hs(Y,Rtπ∗RX), Es,tr ⇒ Hs+t(X,R).

Since R1π∗RX = 0, the Leray spectral sequence always degenerates in E2. (In
fact, by [2], the Leray spectral sequence always degenerates in E2 for Kähler
fibrations.) Hence, we have

H1(X,RX) ∼= H1(Y,RY ).
Since Y and X are compact Kähler, we have by the Hodge decomposition
theorem that

H0(X,Ω1
X) ∼= H0(Y,Ω1

Y ).
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Since π∗ : H0(Y,Ω1
Y ) ∼= H0(X,Ω1

X) is an injective morphism, it induces an
isomorphism. Passing to the quotient it induces an isomorphism π∗ : Alb(X) ∼=
Alb(Y ). The claim is proven by the universality of the Albanese morphism:

X Y

Alb(X) Alb(Y ).

π

αX αY

π∗

We also claim that for well chosen p, q, the anti-canonical line bundle −KX

is big but not nef in codimension 1. In particular, this shows that there ex-
ists a compact Kähler manifold X, such that −KX is psef, but the Albanese
morphism is not surjective. Recall that

KX = π∗(KY ⊗ det E)⊗OX(−2).

In particular, for q � p, −(KY ⊗ det E) = (q − p)A −KY is ample. On the
other hand, OX(1) is big since one of the components in the direct sum bundle
E is big. Thus, −KX is big for q � p. On the other hand, the surjective
morphism E → A⊗p induces the closed immersion P(A⊗p) ∼= Y → X. We
have that −KX |P(A⊗p) = −KY − pA. For p big enough, we can assume that
−KY − pA is not psef. As a consequence, −KX is not nef in codimension 1.

In fact, we can calculate the generic minimal multiplicity as

ν(c1(−KX),P(A⊗p)) = min{t,−KY + (q − p)A+ tpA− (2− t)qA is nef}.

SinceKY is ample, we know that the generic minimal multiplicity along P(A⊗p)
is strictly larger than 1. In particular, consider any singular metric hε on −KX ,
such that its curvature satisfies iΘ(−KX , hε) ≥ −εω, where ω is some Kähler
form on X. Then the multiplier ideal sheaf is not trivial. Near a point of
P(A⊗p), choose some local coordinate, such that P(A⊗p) = {z1 = 0}. By Siu’s
decomposition, the local weight of hε is more singular than log(|z1|2). This
implies that I(hε) ⊂ IP(A⊗p), where IP(A⊗p) is the ideal sheaf associated to
P(A⊗p).

Therefore, some additional condition is certainly needed to ensure surjectiv-
ity of the Albanese morphism.
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