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ORBIT CLOSURES IN FLAG VARIETIES FOR THE
CENTRALIZER OF AN ORDER-TWO NILPOTENT ELEMENT:

NORMALITY AND RESOLUTIONS FOR TYPES A, B, D

by Simon Jacques

Abstract. — Let G be a reductive algebraic group in classical types A, B, D. Let e
be an element of the Lie algebra of G, with Z ⊂ G its centralizer for the adjoint action.
We assume that e identifies with a nilpotent matrix of order two, which guarantees
that the number of Z-orbits in the flag variety of G is finite. For types B and D in
characteristic two, we also assume that the image of e is totally isotropic. We show
that the closure Y of such an orbit is normal. We also prove that Y is Cohen-Macaulay
with rational singularities provided that the base field is of characteristic zero, and that
Cohen–Macaulayness holds in any characteristic for type A. We exhibit a rational and
birational morphism onto Y involving Schubert varieties. Our work generalizes a result
by N. Perrin and E. Smirnov on the Springer fibers.
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606 S. JACQUES

Résumé (Adhérences de certaines orbites dans la variété de drapeaux, résolution et
normalité dans les types classiques A, B, D). — Soit G un groupe algébrique réductif
en type A, B ou D. Soit e un élément de l’algèbre de Lie de G et Z ⊂ G son centralisa-
teur, agissant sur la variété de drapeaux G/B de G. Nous supposons que e s’identifie
à une matrice nilpotente d’ordre deux, ce qui garantit un nombre fini de Z-orbites
dans G/B. Pour les types B et D en caractéristique deux, nous supposons également
que l’image de e est totalement isotrope. Nous montrons alors que toute adhérence Y
de Z-orbite dans G/B est normale. Nous prouvons également que Y est de Cohen-
Macaulay avec des singularités rationnelles sous l’hypothèse que la caractéristique du
corps de base est zéro, et que cette propriété de Cohen-Macaulay est vraie en toute
caractéristique pour le type A. Pour cela, nous construisons un morphisme rationnel
et birationnel sur Y au moyen de variétés de Schubert. Notre travail généralise un
résultat de N. Perrin et E. Smirnov sur les fibres de Springer.

Introduction

1. — Let k be an algebraically closed field and let G be a reductive connected
algebraic group over k, with B a Borel subgroup. Let e be a nilpotent element
of the Lie algebra g of G, and let Z be its centralizer in G for the adjoint
action. When the number of Z-orbits in the flag variety G/B is finite, their
closures are of particular interest. They include, in this case, the irreducible
components of the so-called Springer fiber over e. It is the fiber of e under the
proper birational morphism

Ñ → N ,
called the Springer resolution, which is the projection onto the nilpotent cone
N ⊂ g from the smooth variety Ñ := { (x, gB) ∈ N ×G/B | Ad g−1 · x ∈ b },
b denoting the Lie algebra of B. The Springer fibers are of main interest
in representation theory (see the seminal work of T.A. Springer [35], their
link with the orbital varieties [34] and the Steinberg variety [38]1). They are
connected and equidimensional (see, for example, [34]), and their irreducible
components have been the subject of numerous studies. For the classical cases
and char(k) 6= 2, N. Spaltenstein (type A, [34]) and M. van Leeuwen (types
B, C, D, [26]) showed that they are parameterized by standard and domino
tableaux, whose shapes are given by Young diagrams relative to the nilpotent

1. Actually, the latter references deal with unipotent elements instead of nilpotent ones,
regarding the Springer fibers as the variety of Borel subgroups containing a given unipotent
element. However, recall that when G is the general linear group or is almost simple and
simply connected, and the characteristic of k is good, the unipotent variety in the group G
and the nilpotent cone in its Lie algebra g can be identified with a G-equivariant isomorphism
(see, for example, [35, Theorem 3.1] for an original but weaker statement and [20, Theorem
6.20] and [1, Corollary 9.3.3] for this more general one), so that the two notions of Springer
fibers match exactly.
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NORMALITY IN THE FLAG VARIETY 607

orbit in question. Subsequent studies of their singularities have often been
based on these shapes and have mainly produced results for G the general
linear group and k the field of complex numbers. For an example, F. Fung
showed in [14] that they are all smooth in the so-called hook and two-line
cases. A. Melnikov and L. Fresse gave a necessary and sufficient condition
for this global smoothness in [12], while they gave a criterion for individual
smoothness in [11, 12], under the additional assumption of being in the two
column case. This is the first case where singularities appear. It also implies
that the order of nilpotency of ad e is less than or equal to 3, which is a
condition ensuring, after the work of Panyushev [30], that the number of Z-
orbits is finite (in fact, this implication is established for char(k) = 0, but for
our types A, B, D, it is still valid for the other characteristics; see Propositions
2.3 and 2.9).

2. — The two-column case is assumed in the article [31] by N. Perrin and
E. Smirnov. For type A and char(k) 6= 2, they present rational resolutions of
the components and show that they are normal and Cohen–Macaulay. They
also give arguments for the same results in type D, but there is a gap in their
proof of normality and the Cohen–Macaulay property, due to the nonalge-
braicity of a certain map (see Appendix B for details and a counterexample).
Nevertheless, their proof of the existence of a rational birational morphism
onto the component is still valid for this type. Our work is mainly inspired
by the latter, generalizing it in several directions. Retaining the assumption
of the two-column case, we also prove normality and rationality, but for the
much broader class of Z-orbit closures. For example, if G = Glnk is the general
linear group, and r represents the rank of e considered as a nilpotent matrix of
order two, then we can deduce from our Proposition 2.3, and the hook-length
formula that the number of Z-orbits is (n− r+ 1)(n− r) . . . (n− 2r+ 2) times
the number of irreducible components. In addition, we consider the three types
A, B, D and we also deal with the case char(k) = 2 (with precautions regarding
the nilpotent orbit considered; see below).

3. — Let us now state our main results. We assume that k is of arbitrary
characteristic and we fix an integer n. Let Onk be the group over k whose
closed points are the invertible n× n matrices preserving the quadratic form

b(n+1)/2c∑
k=1

YkYn−k+1.(1)

For even n, let us denote by Mn the Dickson invariant, as defined, for example,
in [24, IV, §5]. This is the regular function on Onk satisfying detn = 1 + 2 Mn,
where detn is the restriction of the determinant to Onk (see Section 1.3 for
details). We then define the special orthogonal group SOnk as the zero locus
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608 S. JACQUES

of Mn if n is even and as that of detn−1 if n is odd. Without these precautions,
note that it fails to be connected and semi-simple of type Bn (odd n) or Dn
(even n) in the case char(k) = 2 (see, for example, [18], [8, Appendix C] and
Section 1.4).

Assume now thatG is the general linear groupGlnk or the special orthogonal
group SOnk. We also assume that the nilpotent element e is identified with
a nilpotent matrix of order two, which means that we are in the two-column
case. If char(k) = 2 and G = SOnk, we make the additional assumption that
the image of e is totally isotropic.

Recall that a proper morphism f : X → Y of locally noetherian schemes is
called rational if OY ' f∗OX and Rif∗OX = 0 for i > 0. When the schemes
are irreducible varieties with X smooth, such a rational morphism f is said to
be a rational resolution if it is also birational with Rif∗ωX = 0 for i > 0, where
ωX denotes the canonical bundle of X. If char(k) = 0, two rational resolutions
can be dominated by a third, so being the target of a rational resolution leads
to the intrinsic notion of having rational singularities. We prove the following.

Theorem 0.1. — The Z-orbit closures in the flag variety of G are normal.
In characteristic zero, they are Cohen–Macaulay with rational singularities. In
any other characteristic, they remain Cohen–Macaulay in type A.

This theorem is based on two results. The first is the construction of an
explicit birational morphism using matrix models and involving Schubert vari-
eties. It ensures the existence of a Borel subgroup B of G, containing a maximal
torus T , and of a closed reductive subgroup H of G equipped with a retraction
$ : Z → H, having BH := B ∩H as a Borel subgroup and TH := T ∩H as the
maximal torus, so that we have the following.

Theorem 0.2. — For any Z-orbit closure Y in G/B, there exists w in the
Weyl group of G such that Y = HB · wB = Z · wB and

H ×BH B · wB → Y, [h, gB] 7→ hgB(2)

is rational, birational, Z-equivariant, with a Z-action on H×BHB · wB defined
by z · [h, gB] = [$(z)h, h−1$(z)−1zhgB].

The second result is valid in a more general context, where we assume only
that G is a connected reductive group over k, and H a closed connected re-
ductive subgroup of G. We make the same assumptions as before about T , B,
TH , BH and fix any w in the Weyl group of G. We denote by ρG the half-sum
of positive roots and, for any dominant character λ, by VG (λ) the dual Weyl
G-module with lowest weight −λ. Let ρH and VH (λ) also be the corresponding
objects for H. We refer to Section 3 for details of the notation and a stronger
result that also deals with the vanishing of the canonical bundle.
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NORMALITY IN THE FLAG VARIETY 609

Theorem 0.3. — Let us assume the following.
(i) The morphism π : H ×BH B · wB → HB · wB, [h, gB] 7→ hgB is bira-

tional.
(ii) The character 2ρH − ρG|TH is dominant.
(iii) char(k) = 0 or
(iii)′ char(k) = p > 0 and the restriction VG((p− 1)ρG)→ VH((p− 1)ρG|TH )

is surjective.
Then HB · wB is normal and π is rational.

Remark 0.4. — It remains an open question whether the Cohen–Macaulay
property is valid for types B and D and whether this property, rationality and
normality are valid for type C and the exceptional types.

Remark 0.5. — If we take H = T in Theorem 0.3, we find the well-known
result on the normality of Schubert varieties. In fact, in this case, the sequence
of arguments used in the proof coincides with that of M. Brion and S. Kumar
in [4].

Remark 0.6. — In types B and D, if char(k) 6= 2, the assumption of being in
the two-column case implies that the image of e is totally isotropic. However,
this is not the case if char(k) = 2, as can be seen in type D by taking e :=(

0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0

)
which is a matrix of nilpotency order two as e′ :=

(
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

)
. Note

that the dimensions of the centralizers of e and e′ differ (they are 2 and 4,
respectively, see [18, Theorem 4.5]), so we can see that the rank of nilpotent
elements does not suffice to characterize nilpotent orbits in this case. Our
assumption about the image of e is, therefore, necessary to work in our matrix
model and then apply our reasoning (which crucially depends on the dimension
of Z). It also turns out to be sufficient (see Section 2.2 and the result of [18,
Theorem 3.8]).

Remark 0.7. — Let us assume that char(k) 6= 2, that the rank of e is odd
and that the Z-orbit in question has a T -fixed point (which is not superfluous,
since there are orbits without such points; see Proposition 2.9). Finally, let
us replace Z by its neutral component Z0. Theorem 0.2 (with the exception
of rationality) is then again valid for G = Spnk the symplectic group over k
(see the matrix models in Section 1 for a concrete description of this group).
However, our proof of Theorem 0.1 cannot work because of the nondominance
of the character involved in Theorem 0.3 (see Remark 4.2).

4. — To prove these results, we take up many of Perrin and Smirnov’s argu-
ments in [31] while developing new techniques. Our birational morphism (2)
onto a Z-orbit closure is quite analogous to Perrin and Smirnov’s morphism
targeting an irreducible component of the Springer fiber (see (36) in Appen-
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610 S. JACQUES

dix B); in particular, each morphism involves a Schubert variety. However,
our approach is different. Indeed, Perrin and Smirnov present an explicit de-
scription and a direct proof of birationality, depending on the type A or D
and adapted to the particular framework of the irreducible components of the
Springer fiber. Moreover, the presence of a Schubert variety is a simple conse-
quence of their construction; it is detected in their source variety as the fiber of
a certain projection. For us, in contrast, the Schubert variety is a starting point
for producing more general resolutions, enabling us to deal simultaneously with
types A, B, C, D (see Lemma 2.1 with the additional assumptions concerning
type C, as indicated in the Remark 0.7), and recovering for type A, modulo
some precautions, the previous construction (see (38) in Appendix B). To do
this, we use results on parabolic induction (see [6] by P.-E. Chaput, L. Fresse,
T. Gobet) and symmetric subgroups (see the work of R.W. Richardson and
T.A. Springer [32]). Nevertheless, this general construction remains highly
technical, since it is designed to be applied to a very specific matrix model.

Based on the previous birationality statement, our proof of normality, ra-
tionality and Cohen–Macaulay property closely follows that of Perrin and
Smirnov, except for one point. We use the same reference [17] of X. He and
J.-F. Thomsen to establish a Frobenius splitting2 in order to obtain the surjec-
tivity of a certain restriction of sections (see (26) in Section 3.2), and finally the
desired results using the same inductive argument (Proposition 3.2). Moreover,
our calculation for proving the Cohen–Macaulay property also follows their
(with slight adaptations for types B, C, D; see Proposition 3.5).

The main difference lies in the arguments for extending the consequences
of the Frobenius splitting from the positive characteristic to all characteristics.
One way of doing this is to realize the desired varieties in mixed characteristics.
For Perrin, Smirnov and us, this will mean producing flat schemes of finite
presentation on sufficiently large bases, which are such that the collections of
their geometric fibers account for different incarnations of the starting varieties,
in positive and zero characteristics. But by virtue of the equations that define
them, the Springer fibers and their irreducible components can be easily realized
over Z, and Perrin and Smirnov did not need to resort to more complicated
arguments.

As for us, we must realize all varieties of the form HB · wB. This was done
forH = T (Schubert varieties) by V.-B. Mehta, A. Ramanathan in [29]. But the
general case requires systematically dealing with a problem of scheme-theoretic
image formation under nonflat base changes. By abandoning Spec Z for smaller
bases Spec A, where A is an integral algebra of finite type over Z, we present a
solution for scheme-theoretic image realizations under some assumptions (such

2. Note that our approach is a little simpler since we use the main theorem of [17], whereas
Perrin and Smirnov, in order to obtain a more precise splitting, combine several results from
this reference.
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that properness and having integral geometric fibers; see Theorem 5.6). This
leads to fairly general realizations of closures, in a framework of actions of k-
groups on proper k-schemes of finite type (Corollary 5.7) including the case of
our HB · wB varieties (see Lemma 5.5 and its proof in Appendix A).

5. — If the number of Z-orbits is finite, another interesting fact is that the
G/Z-variety is spherical (i.e., it has a finite number of B-orbits). Transposed in
terms of B-orbit closures in G/Z, our study then fits into the theory of spherical
varieties, as originally developed by D. Luna in [27] and then by F. Knop in
[23]. In [2], M. Brion presents for such B-orbit closures a powerful criterion
for normality and the Cohen–Macaulay property, called the multiplicity free
criterion. Applying it to our situation remains an open and interesting problem.

6. — Our article is organized as follows. We first introduce matrix models for
type A on the one hand and types B, C, D on the other (Section 1). We then
prove Theorem 0.2 with the exception of the rationality hypothesis, by applying
two technical lemmas on matrix models (Section 2). With Theorem 3.1 in
Section 3 we prove (a strong version of) Theorem 0.3, using our realization
result presented in Appendix A. Some additional checks on matrix models
allow us to combine theorems 0.2 and 3.1 and conclude in Section 4 with our
main result (Theorem 0.1). In Appendix B, we present some comments on the
comparison with Perrin and Smirnov’s paper.

7. — Throughout this article, the varieties are reduced schemes of finite type
over an algebraically closed field, and the (linear) algebraic groups are affine
group schemes which are varieties. In the usual way, we often only consider
closed points when working on varieties, and in this context, taking the ∩
intersection means that we are considering the reduced structure on the scheme-
theoretic intersection (fiber product). We refer to [9, Exposés XIX to XXVI]
for the definitions of algebraic group notions (Borel subgroup, maximal Torus,
being reductive, . . . ) in the context of group schemes.

Notation. — Apart from Appendix A, k will denote an algebraically closed
field.

1. Matrix models

1.1. General notation. — We first introduce the following notation and con-
ventions.
• For any group G (group scheme or algebraic group) we will say that

(T,B) is a Killing pair ifB is a Borel subgroup ofG containing a maximal
torus T . If we fix such a pair and the group is assumed to be reductive,
we denote by ρG the sum of all fundamental weights, that is the half
sum of positive roots. If P ⊃ B is a parabolic subgroup of G, we denote
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612 S. JACQUES

byWP its Weyl group relative to T and byWP the system of minimum-
length representatives of the quotient W/WP .

• If there is no ambiguity, we set ı̄ := m − i + 1. We define σ̌ as the
permutation i 7→ σ(̄ı) of { 1, . . . ,m }. We denote by `m(σ) the number
of inversions of σ, that is its length in Sm: `m(σ) := #{ 1 ≤ i < j ≤ m |
σ(i) > σ(j) }. For ς ∈ Sq, m ≤ q, 0 ≤ k ≤ q−m we say that σ ∈ Sm is
the induced permutation of ς ∈ Sq on { k + 1, . . . , k +m } ⊂ { 1, . . . , q }

if the restriction of ς
(
Ik 0 0
0 σ−1 0
0 0 Iq−(k+m)

)
on { k + 1, . . . , k +m } is increas-

ing.
• For a matrix M , we denote by δM the symmetric transform of M along
the antidiagonal (namely, exchanging coefficients (i, j) and (̄, ı̄)). For
any ring R, we often identify the permutation group Sn with its image
in Gln(R), thanks to the action on Rn given by σ · (vi)i = (vσ(i))i. From
this point of view, we have σ̌ = δσ−1 for any permutation σ. If m ∈ N
and ε = ±1, we denote Iε,m the matrix

(
Ib(m+1)/2c 0

0 εIbm/2c

)
.

• For any ring R and x ∈ Spec R, we denote by κ(x) the residue field
Rx/xRx and by κ(x) an algebraic closure.

Now let us fix the integers r, n with r ≤ bn/2c and let ε = ±1. In this section,
we introduce the matrix modelsM(n, r) andM(ε, n, r) for type A on the one
hand, and types B, C, D on the other. They consist in giving Z-group schemes
G, B, T , P, L, Z, H, morphisms Θ : L → L and Π : Z → H, elements e and
σ0, and sets W, WP , WP as follows.

1.2. Type A. — We define the matrix modelM(n, r). For any ring R, we have
on R-points:

G(R) = Gn(R) := Gln(R),

T (R) = Tn(R) :=

∗ 0
. . .

0 ∗

 ⊂ G(R),

B(R) = Bn(R) :=

∗ ∗ ∗. . . ∗
0 ∗

 ⊂ G(R),

P(R) = Pn,r(R) :=


A ∗ ∗0 B ∗

0 0 C

 ∈ G(R)

∣∣∣∣∣∣ A,C∈Gr(R)
B∈Gn−2r(R)

 ,

L(R) = Ln,r(R) :=


A 0 0

0 B 0
0 0 C

 ∈ P(R)

 =


A 0 0

0 B 0
0 0 C

 ∣∣∣∣∣∣ A,C∈Gr(R)
B∈Gn−2r(R)

 ,
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NORMALITY IN THE FLAG VARIETY 613

Z(R) = Zn,r(R) :=


A ∗ ∗0 B ∗

0 0 A

 ∈ P(R)

 ,

H(R) = Hn,r(R) :=


A 0 0

0 1 0
0 0 A

 ∈ P(R)

 ,

and
Θ(R) = Θn,r(R) : L(R) → L(R)A 0 0

0 B 0
0 0 C

 7→
C 0 0

0 B 0
0 0 A

 ,

Π(R) = Πn,r(R) : Z(R) → H(R)A ∗ ∗0 B ∗
0 0 A

 7→
A 0 0

0 1 0
0 0 A

 .

We also define

e = en,r :=

0 0 Ir
0 0 0
0 0 0


which is a square matrix of size n,

σ0 = σ0,n :=

0 1

. .
.

1 0


which is a permutation in Sn, and, finally, we set

W =Wn := Sn,

WP :=


σ1 0 0

0 σ2 0
0 0 σ3

 ∣∣∣∣∣∣ σ1, σ3 ∈ Sr, σ2 ∈ Sn−2r

 ,

WP :=
{
u ∈ W

∣∣∣∣ u is increasing on
{ 1, . . . , r } , { r + 1, . . . , n− r } , {n− r + 1, . . . , n }

}
.

1.3. Types B, C, D. — We define the matrix modelM(ε, n, r) for integers ε =
±1 and n ≤ 2r. Recall that it encompasses the types B, C, D for, respectively,
ε = 1 and odd n, ε = −1 and even n, ε = 1 and even n. For G we adopt
the picture presented in [7] in order to get smooth matrix groups over Z. We
explain some choices in the comments below. We need to introduce, for m ∈ N,
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the orthogonal group O2m over Z. We describe it as the closed Z-subscheme of
the affine space of 2m× 2m matrices with equations

δXX = I2m and
m∑
k=1

Xk,iX2m−k+1,i = 0, i ∈ { 1, . . . , 2m }

meaning any fiber of O2m is the group of linear transformations preserving the
quadratic form

m∑
k=1

YkY2m−k+1.(3)

Consider the determinant det2m on O2m as a regular function. There exists
a unique regular function M2m, called the Dickson invariant, which satisfies
det2m = 1 + 2 M2m; in other words, M2m takes values 0 and −1 on the different
components of O2m (see [7, Lemma 4.1.4]). Let also †2m be the difference
between the mth and the (m + 1)th vector of the usual basis of the Z-free
module Zm. We can now describe the data of our matrix model. For any ring
R, we have on R-points:

G(R) = Gε,n(R) :=



{A ∈ On(R) | Mn (A) = 0 } if ε = 1 and n is even{
A ∈ On+1(R)

∣∣∣∣ Mn+1 (A) = 0
A†n+1 = †n+1

}
if ε = 1 and n is odd{

A ∈Mn(R)
∣∣ I−1,n

δAI−1,nA = In
}

if ε = −1 and n is even,

T (R) = Tε,n(R) :=






t1
. . .

tn/2

t−1
n/2

. . .

t−1
1


∣∣∣∣∣∣∣∣∣∣

ti∈R∗
∀i∈{ 1,...,n/2 }


if n is even



t1
. . .

t(n−1)/2
1

1
t−1

(n−1)/2

. . .

t−1
1



∣∣∣∣∣∣∣∣∣∣∣∣
ti∈R∗

∀i∈{ 1,...,(n−1)/2 }


if n is odd,
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B(R) = Bε,n(R) :=


∗ ∗ ∗. . . ∗

0 ∗

 ∈ G(R)

 ,

P(R) = Pε,n,r(R) :=


A ∗ ∗0 B ∗

0 0 C

 ∈ G(R)

∣∣∣∣∣∣ A,C∈Gr(R)
B∈Gε,n−2r(R)


=


A ∗ ∗

0 B ∗
0 0 δA−1

 ∈ G(R)

∣∣∣∣∣∣ A∈Gr(R)
B∈Gε,n−2r(R)

 ,

L(R) = Lε,n,r(R) :=


A 0 0

0 B 0
0 0 C

 ∈ P(R)


=


A 0 0

0 B 0
0 0 δA−1

 ∣∣∣∣∣∣ A∈Gr(R)
B∈Gε,n−2r(R)

 ,

Z(R) = Zε,n,r(R) :=


A ∗ ∗

0 B ∗
0 0 I−ε,rAI−ε,r

 ∈ P(R)


=


A ∗ ∗

0 B ∗
0 0 I−ε,rAI−ε,r

 ∈ P(R)

∣∣∣∣∣∣ I−ε,rδAI−ε,rA=Ir
B∈Gε,n−2r(R)

 ,

H(R) = Hε,n,r(R) :=


A 0 0

0 1 0
0 0 I−ε,rAI−ε,r

 ∈ P(R)

∣∣∣∣∣∣ I−ε,rδAI−ε,rA = Ir

 ,

and
Θ(R) = Θε,n,r(R) : L(R) → L(R)A 0 0

0 B 0
0 0 C

 7→
I−ε,rCI−ε,r 0 0

0 B 0
0 0 I−ε,rAI−ε,r

 ,

Π(R) = Πε,n,r(R) : Z(R) → H(R)A ∗ ∗
0 B ∗
0 0 I−ε,rAI−ε,r

 7→
A 0 0

0 1 0
0 0 I−ε,rAI−ε,r

 .

We also define

e = eε,n,r :=

0 0 I−ε,r
0 0 0
0 0 0
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which is a square matrix of size n for even n, of size n+ 1 for odd n,

σ0 = σ0,ε,n :=




0 1

. .
.

1 0
0 1

. .
.

1 0

 if ε = 1, n is even and n/2 is odd

0 1

. .
.

1 0

 else

which is a permutation in Sn, and finally we set

W =Wε,n :=
{
σ ∈ Sn

∣∣∣∣ σ̌ = σ and, if n is even and ε = 1, then
# { 1 ≤ i ≤ n/2 | σ(i) > n/2 } is even

}
,

WP :=


σ 0 0

0 v 0
0 0 σ̌

 ∣∣∣∣∣∣
σ ∈ Sr, v ∈ Sn−2r,

v̌ = v and, if n is even and ε = 1, then
# { 1 ≤ i ≤ (n− 2r)/2 | v(i) > (n− 2r)/2 } is even

 ,

WP :=
{
u ∈ W

∣∣∣∣ u is increasing on { 1, . . . , r } , { r + 1, . . . , bn/2c }
and u(bn/2c) < u(bn/2c+ 1 + ε+(−1)n

2 )

}
.

1.4. Comments. — Let us make some observations about the previous data.
We prove the assumptions on flatness and smoothness below. The assumptions
concerning the reductiveness, semi-simpleness, the types and the Killing pairs3

then follow from the isomorphism theorem ([9, Théorème 1.1 Exposé XXV])
and the study of the geometric fibers of the involved groups.
General. —
• The couple (T ,B) is a Killing pair for G.
• The nilpotent matrix e can be identified with a section of the Lie alge-
bra of G over Z and with a closed element of its Lie algebra over any
geometric fiber. It is of order 2 and rank r.

• We have Z = ZG(e) the centralizer of e in G for the adjoint action.
Besides L ∩ Z = LΘ and Z = LΘUP where UP denotes the unipotent
radical of P.

• The couple (T ×G H,B ×G H) is a Killing pair for H.
• The subgroup P of G is parabolic and L is its Levi subgroup containing
T .

• The Weyl group of G (respectively P) related to T is naturally identified
with W (respectively WP). The set of minimum-length representatives
of the quotient W/WP then identifies with WP . Besides, σ0 is the
longest element in W.

3. Note that at the level of schemes, all these notions demand smoothness, according to
our setting, which follows [9].
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• The isomorphism Θ is an involution of L, which stabilizes T and B and
Π is a retraction from Z to H.

Type A. —
• The group G is reductive (not semi-simple) of type An.
• The group H is reductive (not semi-simple) of type Ar.
• On WP , Θ induces the bijectionσ v

σ′

 7→
σ′ v

σ

 .

Types B, C, D. —
• The group G is semi-simple of type Bn, Dn in the cases ε = 1 and odd
n, ε = 1 and even n respectively. The base change GZ(2) is semi-simple
of type Cn in the case ε = −1 and even n. In any case, the geometric
fiber Gx over any point x 6= (2) ∈ Spec Z is isomorphic to the group
whose closed points consist in

{
A ∈ Sln(κ(x))

∣∣∣ Iε,nδAIε,n = A−1
}
.

• We deduce that in the case ε = 1, for any algebraically closed field K,
the base change GK is also isomorphic to the special orthogonal group
presented in the introduction. Then e identifies with a n × n matrix
whose image is totally isotropic.

• In the case of ε = 1, r is necessarily even. In the case of ε = −1, if r
is odd then we have an isomorphism Z0 o {±1 } ' Z for any geometric
fiber Z := Zx over x.
• In the case of ε = 1, H is semi-simple of type Cr. In the case of ε = −1,
it is not even flat, and its geometric fibers are not connected, but the
base changeHZ(2) is smooth and the neutral components of its geometric
fibers are semi-simple of type Br.
• On WP , Θ induces the bijectionσ v

σ̌

 7→
σ̌ v

σ

 .

We outline the following propositions.

Proposition 1.1. — In the models M(n, r) and M(1, n, r) (types A, B and
D), Z and LΘ have geometric connected fibers. In M(−1, n, r) (type C) the
fibers over s 6= (2) ∈ Spec Z have two connected components. However, the
unipotent part (LΘ

s )u is contained in the neutral component (LΘ
s )0.

Proof. — It is clear for types A, B, D. For type C, and any s 6= (2) ∈ Spec Z,
we remark that

LΘ
s ' Ors × Spn−2rs
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and
(LΘ

s )0 ' SOrs × Spn−2rs.

This implies
LΘ
s = (LΘ

s )0 ∪ γ(LΘ
s )0,

for a suitable γ ∈ LΘ
s with det γ = −1. Similar reasoning gives the same result

for Zs. We thus recognize two connected components. Since any unipotent
matrix has its determinant equal to 1, the above isomorphisms also yield the
desired inclusion. �

Proposition 1.2. — In the models M(n, r) and M(1, n, r) (types A, B, D),
Z, LΘ and Z×G wB for any w ∈ W are smooth. InM(−1, n, r) (type C), they
are not even flat, but their base changes over Z(2) are all smooth.

Proof. — We establish the claimed smoothness and flatness in the following
way. They follow from the same general argument, which also justifies the
quite complicated picture of our groups in types B and D. It is based on the
following lemma.

Lemma 1.3. — Let S be a locally noetherian irreducible scheme and G be a
S-group scheme of finite type. Let η denote the generic point of S. We assume
that Gη is smooth. Then, for any s ∈ S such that dimLie(Gs) ≤ dimLie(Gη),
Gs is smooth.

As a consequence, if the dimensions of the Lie algebras of the geometric
fibers are the same and if G is flat over S, then G is smooth over S.

Proof of Lemma 1.3. — Replacing G by its neutral component, we can assume
that G is irreducible. Let s ∈ S. Applying [16, Lemma 13.1.1] to the dominant
finite type morphism of irreducible schemes G→ S, we have the inequality of
fiber dimensions

dim Gη ≤ dim Gs.

If we assume the smoothness of the geometric generic fiber and the inequality
between the dimensions of Lie algebras, we thus have

dim Lie(Gs) ≤ dim Lie(Gη) = dim Gη ≤ dim Gs ≤ dim Lie(Gs),
which causes the smoothness of Gs. The smoothness of G over S then follows
from the smoothness fiber criterion for flat finite presentation morphisms. �

Let us now state our general argument. Let us consider the equations that
define the desired group as a closed subscheme of the affine space of matrix n×n.
They are all linear or quadratic, with the exception of the one concerning the
vanishing of the Dickson invariant. Some of the quadratic ones are given by

XδX = I2m(4)
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for some integers m and indeterminate 2m × 2m matrices X. They lead to
2-torsion with the equations depending on i ∈ { 1, . . . , 2m }

2m∑
k=1

XkiX2m−k+1,i = δi,2m−i+1,

namely

2
m∑
k=1

XkiX2m−k+1,i = δi,2m−i+1.

This can be compensated by refining them with
m∑
k=1

XkiX2m−k+1,i = 0.(5)

This problem does not occur for the other quadratic equations arising from
I−1,m

δXI−1,mX = Im.(6)
Note that the Dickson invariant does not imply torsion, whereas its existence
yields one for the equation det2m = 1. Hence, the group at stake is flat or
nonflat over Z depending on whether (4) or (6) is involved and potentially
compensated. In any case, it is flat over Z(2). On the other hand, it is finitely
presented, and we can check that the Lie algebra of any of its geometric fibers
is of constant dimension. Since the generic geometric fiber is smooth as an
algebraic group in characteristic zero, we deduce the smoothness of all geo-
metric fibers by the Lemma 1.3. Let us emphasize that the constancy of the
Lie algebra dimension follows from the parity of 2m. Indeed, it prevents the
presence of squared terms in (4) and (5), so that the differentials do not bring
2-torsion and, therefore, a leap of dimension. This explains why we describe
G1,n into G1,n+1 for odd n. �

2. Birationality in types A, B, C and D

We start with proving Theorem 0.2 except for the claim on rationality. Our
conclusions include a partial version of the result for type C; see Section 2.2.3.

2.1. Two lemmas. — We will use the two basic and technical lemmas below.

Lemma 2.1. — Let G be a connected reductive algebraic group over k and
(T,B) be a Killing pair. Let H ⊂ Z ⊂ G be connected subgroups equipped with
a retraction $ : Z → H and such that BH := B ∩H is a Borel subgroup of H.
Let w be in W , the Weyl group of G. We assume the following.

1. dimZ/ (Z ∩ wB) = `(w) + dimH/BH .
2. z−1$(z) ∈ wBB for each z ∈ Z.
3. Z ∩ wB ⊂ $−1(BH)(Z ∩ wB)0.
4. The scheme-theoretic intersection Z ×G wB is reduced.
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Then Z acts on H ×BH B · wB by z · [h, gB] = [$(z)h, h−1$(z)−1zhgB], and
the map

π : H ×BH B · wB → Z · wB
[h, gB] 7→ hgB.

(7)

is birational and Z-equivariant.

Lemma 2.2. — Let G, B, T , W , H, Z, BH , $ be as in the previous lemma.
Let P ⊃ B be a parabolic subgroup with UP its unipotent radical and L its Levi
subgroup containing T . Let θ be an involution of L, which stabilizes B ∩ L
and T . We assume that Z is the subgroup (Lθ)0UP ⊂ P and we fix w ∈W .

(i) If the subvariety of unipotents Lθu of Lθ is contained in LZ , then
Z ∩ wB ⊂ $−1(BH)(Z ∩ wB)0.

(ii) If char(k) 6= 2 and if w = τv is the decomposition of w in WP (WP )−1,
then

dimZ/Z ∩ wB = `(w) + dimZ/Z ∩B + `(τ−1θ(τ))/2− `(τ).

2.1.1. Proof of Lemma 2.1. — Let X be Z · wB and X̂ be the subvariety
(ι× id)−1(G · (eB,wB)) of H/BH ×G/B, where ι is the immersion H/BH ↪→
G/B. We have the isomorphism

X̂ ' H ×BH B · wB(8)

over H/BH as H-equivariant bundles and over G/B thanks to π and the second
projection pr2 : H/BH × G/B → G/B. Considering this isomorphism, it
suffices to show that pr2 induces a well-defined birational morphism X̂ → X
and, transporting the action, to ensure that X̂ is stable for the Z action on
H/BH ×G/B given by z · (hBH , gB) = ($(z)hBH , zgB). We will proceed in
several steps.

1. With the hypothesis 1, we have dim X̂ = `(w) + dimH/BH = dimZ ·
wB = dimX.

2. If f denotes the morphism g 7→ (gB,wB), we have for all b′ ∈ wB
and b ∈ B, f(b′b) = (b′bB,wB) = (b′B, b′wB) = b′ · (B,wB). Thus
f(wBB) ⊂ G · (eB,wB) and f(wBB) ⊂ G · (eB,wB). Thanks to the
hypothesis 2, we have then for all z ∈ Z

ι× id (z · (eBH , wB)) = ι× id ($(z)BH , zwB)

= z · f(z−1$(z)) ∈ z · f(wBB) ⊂ G · (eB,wB).

We deduce that Z · (eBH , wB) ⊂ X̂.
3. Themappr2 inducesasurjectiveZ-equivariantmorphismZ·(eBH , wB)→
Z ·wB. The previous points then give dimZ ·wB ≤ dimZ ·(eBH , wB) ≤
dim X̂ = dimZ · wB so dimZ · wB = dimZ · (eBH , wB). This also
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implies dimZ ∩ wB = dimZ ∩ wB ∩ $−1(BH), so that (Z ∩ wB)0 =(
Z ∩ wB ∩$−1(BH)

)0 and (Z ∩wB)0 ⊂ $−1(BH). With hypothesis 3,
we deduce $(Z ∩ wB) ⊂ BH . Therefore,

pr−1
2 (wB) ∩ Z · (eBH , wB) = { ($(z)BH , zwB) | z ∈ Z, zwB = wB }

= { ($(z)BH , zwB) | z ∈ Z ∩ wB }
= $(Z ∩ wB) ·BH × {wB}
= {(eBH , wB)},

and Z · (eBH , wB)→ Z ·wB is bijective. But it is also separable thanks
to hypothesis 4. It is finally an isomorphism by Zariski’s main theorem.

4. Theprevious points imply, in particular, thatdim X̂ = dimZ ·(eBH , wB),
and then Z · (eBH , wB) = X̂. Hence, Z preserves X̂ as desired.

5. To conclude, note that we have Z · wB ⊂ pr2(X̂). Since H/BH is com-
plete, pr2(X̂) is closed in G/B, and we deduce X ⊂ pr2(X̂). Irreducibil-
ity and the dimension formula then give dim pr2(X̂) ≤ dim X̂ = dimX.
Therefore, X̂ → X is well defined and surjective.

We have all the desired statements, with an isomorphism between the dense
open orbits Z · (eBH , wB) and Z · wB.
2.1.2. Proof of Lemma 2.2. — Let ΦL be the set of roots of L and put LZ :=
(Lθ)0, BL := B ∩ L and TZ := (T ∩ Z)0 = (T ∩ LZ)0 = T θ,0. The involution
θ and the elements of WP act linearly on the vector space R⊗Z ΦL and let us
denote these respective actions by ? and �. Note that BL is a θ-stable Borel
subgroup of L. Besides, since T ⊂ BL is a θ-stable maximal torus of L, TZ is
a regular subtorus of L (see, for example, [3, Lemma 4]4), and it follows that
it is a maximal torus of LZ and of Z.

1. Let us first prove (i). Since T ⊂ L, there exists a cocharacter λ :
Gm → T such that UP =

{
x ∈ G

∣∣ lima→0 λ(a)xλ(a)−1 = 1
}
and L =

ZG(Imλ). Hence, if z = lv ∈ Z ∩ wB with l ∈ LZ and v ∈ UP then
λ(a)zλ(a)−1 ∈ wB for all a ∈ Gm and λ(a)zλ(a)−1 = lλ(a)vλ(a)−1 → l
when a→ 0. We, therefore, have l, v ∈ wB and z ∈ (LZ∩wB)(wB∩UP )
so that

Z ∩ wB ⊂ (LZ ∩ wB)(Z ∩ wB)u.(9)
But we have

LZ ∩ wB ⊂ (T ∩ Z)(Z ∩ wB)u.(10)

To see this pick x ∈ LZ ∩ wB and let x = tv be its decomposition
with t ∈ T and v ∈ (wB)u in the connected solvable group wB. We
have v = t−1x ∈ TLZ ⊂ L, and we can apply θ on v. Since x ∈ LZ

4. This is also valid for characteristic two.
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we have tv = θ(t)θ(v) and θ(v) = θ(t)−1tv ∈ wB because θ stabilizes
T ⊂ wB. Hence the unipotent element θ(v) is in the group (wB)u and
θ(t)−1t = θ(v)v−1 is also unipotent. It is thus the unit element that
implies t, v ∈ Lθ. By hypothesis Lθu ⊂ LZ so that v, and then t, are in
LZ . Therefore, x ∈ (T ∩ LZ)((wB)u ∩ LZ) ⊂ (T ∩ Z)(Z ∩ wB)u. We
also have

T ∩ Z ⊂ $−1(BH).(11)
Indeed, since $ : Z → H is a retraction, we have BH = B ∩H ⊂ B ∩Z
and BH = $(BH) ⊂ $(B ∩ Z), which is an equality because $(B ∩ Z)
is solvable. We also have

(Z ∩ wB)u ⊂ (Z ∩ wB)0.(12)

Indeed, the unipotent subgroup (Z ∩ wB)u of the connected group Z

is contained in a Borel subgroup B̃Z of Z (see, for example, [19, The-
orem 30.4]). Since it is stable under the action of the maximal torus
TZ , we can assume that TZ ⊂ B̃Z by the Borel fixed point theorem. As
for P and UP , the unipotent radical (B̃Z)u is described by {x ∈ Z |
lima→0 µ(a)xµ(a)−1 = 1 }, where µ is a suitable cocharacter Gm → TZ .
Therefore, conjugating by µ(a) and taking the limit when a → 0, any
x ∈ (Z ∩ wB)u can be contracted, inside Z ∩ wB, to the unit element,
and thus, belongs to (Z ∩ wB)0.

Combining (9), (10), (11) and (12) we obtain the desired inclusion.
2. Let us now prove (ii) under the assumption char(k) 6= 2. On the one

hand, we can use a result of Richardson and Springer ([33, Proposition
3.3.4] reformulating [32, Theorem 4.6]) on the involution fixed-points
subgroup Lθ of L and we get (replacing harmlessly Lθ with LZ):

dimLZ/LZ ∩ τB = dimLZ/LZ ∩B
+
(
`
(
τ−1θ(τ)

)
+ dimE−

(
τ−1θ(τ)

)
− dimE−(1)

)
/2,

where E−(σ) := { v ∈ R⊗Z ΦL| σ � (θ ? v) = −v } for any σ ∈WP . But
for all v ∈ R ⊗Z ΦL, we have θ(τ) � (θ ? v) = θ ? (τ � v) whence the
equivalences

(τ−1θ(τ)) � (θ ? v) = −v
⇔ τ � τ−1 � θ(τ) � (θ ? v) = −τ � v
⇔ θ(τ) � (θ ? v) = −τ � v
⇔ θ ? (τ � v) = −τ � v

which imply E−
(
τ−1θ(τ)

)
= τ−1 � E−(1). Besides, since UP ⊂ B, we

have LZ/LZ ∩B ' Z/Z ∩B. We thus have
dimLZ/LZ ∩ τB = dimZ/Z ∩B + `

(
τ−1θ(τ)

)
/2.(13)
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In addition, since char(k) 6= 2, the fixed point subgroup Lθ has a
finite number of orbits in the flag variety L/BL (see [36, §4]). Thus
LZ is spherical in L. We can then apply a result5 of Chaput, Fresse
and Gobet ([6, Theorem 7.2 (c)]) for the subgroup Z constructed by
parabolic induction Z = LZUP . We get, for τ ∈WP and υ ∈WP :

dimZ/Z ∩ τυB = `(υ) + dimLZ/LZ ∩ τB.

But with the decomposition w = τυ, we have `(υ) = `(w) − `(τ) and,
therefore,

dimZ/Z ∩ wB = `(w)− `(τ) + dimLZ/LZ ∩ τB.(14)
Combining (13) and (14) we obtain the desired formula.

2.2. Application to matrix models. — Let us now fix the framework presented
in the Introduction for G, e and Z relative to types A, B, C, D. Recall that
we assume that the image of e is totally isotropic for types B and D (which is
automatically satisfied if char k 6= 2) and that we only consider char(k) 6= 2
for type C. Let r be the rank of e. From the comments in Section 1, we can,
therefore, assume that G is the base change Gk of G described in the matrix
modelM(n, r) orM(ε, n, r).

In addition, we know for Glnk that Young diagrams parametrize nilpotent
orbits and that those related to elements of order two are characterized solely
by the rank of these elements (two-column case). For char(k) 6= 2, this is
also the case for the Onk and Spnk groups (see, for example, [22, §1.6]). For
char(k) = 2 and types B, D, if we want to characterize the orbit of a nilpotent
element N , then we must add to the rank the datum of the sequence (χNm)m≥1
whose m-th term is

χNm = min { l ≥ 0 | N l (KerNm) is totally isotropic }
(see [18, Theorem 3.8]). But such a sequence is totally determined by the rank
s of N , as soon as N is of order two with a totally isotropic image. Indeed,
in this situation, we first obviously have χN1 ≤ 1 and χNm = 1 for all m ≥ 2.
Moreover, we have 2s ≤ n since ImN ⊂ KerN . If 2s = n, the rank theorem
implies that KerN = ImN so that KerN is totally isotropic and χN1 = 0. If
2s < n, the dimension of KerN exceeds n/2 so that it cannot be a totally
isotropic subspace, and we deduce χN1 ≥ 1.

Thanks to an inner conjugation (for types A, C) or (potentially) an outer
conjugation (for types B, D), we can, therefore, assume that e and then Z,
respectively, coincide with e and the base change Zk of the appropriate matrix
model. We supplement this data with B, T , P , L, H, BH , TH , θ, $ and W ,
WP , WP , which stand for the various base changes Bk, Tk, Pk, Lk, (Hk)0,

5. The article is written for characteristic zero but here we only need the second part,
which is valid for any characteristic.
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(B ×G H)k, (T ×G H)k, Θk, Πk and the sets W, WP , WP . We also set LZ :=
(Lθ)0, BL := B∩L. We keep the notation σ0 for the longest element in W and
denote by u0 the permutation σ0,n−2r (type A), or σ0,ε,n−2r (types B, C, D).

For any integer m, and ε = ±1, we will also denote more generally by Gm,
Bm, Tm, Gε,m, Bε,m, Tε,m, Wm, Wε,m the base changes Gmk, Bmk, Tmk, Gε,mk

,
Bε,mk

, Tε,mk
, and the sets Wm, Wε,m. We also introduce the natural maps

ζm : NGm(Tm)→Wm,

which map a monomial matrix to the permutation (matrix) it induces.
In order to apply the previous lemmas to this situation, we begin by proving

several properties for the type A and then for the three types B, C, D.
Restrictions for type C. — In type C, we assume that char(k) 6= 2, that r is
odd, and we replace Z and H by their neutral components Z0 and H0 (see
Remark 0.7).
2.2.1. Type A. — We begin with a proposition of independent interest.

Proposition 2.3. — We have the following parametrization of the Z-orbits
in G/B

Wr ×WP → Z\(G/B)

(u, v) 7→ Z ·
(
u

1
1

)
v−1B.

As a consequence, the number of Z-orbits is finite. Besides, they all possess at
least one T -fixed point.

Proof. — Let us recall that the Bruhat decomposition implies a bijection
Wr → Gr\ (Gr/Br ×Gr/Br)
u 7→ Gr · (σBr, eBr).

But, considering the block shapes of L and LZ , there is a bijection
Gr\ (Gr/Br ×Gr/Br)→ LZ\ (L/BL)

Gr · (xBr, yBr) 7→ LZ ·
( x

1
y

)
BL.

We therefore have a bijection
Wr → LZ\ (L/BL)

u 7→ LZ ·
(
u

1
1

)
BL.

We can then again apply [6, Theorem 7.2 (a)] to the spherical subgroup Z =
LZUP , which finally gives the desired parametrization

Wr ×WP → Z\(G/B)

(u, v) 7→ Z ·
(
u

1
1

)
v−1B.

The assertion on T -fixed points follows easily. �
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Now, we consider the three essential results below.

Proposition 2.4. — Let v ∈W . Then, there exists z0 ∈ Z ∩NG(T ) such that
w := ζn(z0)−1v satisfies the following.

(a) w−1 induces u0 on { r + 1, . . . , n− r }; in other words, w−1 is decreasing
on this set.

(b) w−1 is increasing on { 1, . . . , r }.

Proof. — If v ∈W , there exists σ1 ∈ Sn−2r and σ2 ∈ Sr such that v−1
( 1

σ1
1

)
decreases on { r + 1, . . . , n− r }, and v−1σ2 increases on { 1, . . . , r }. We then
fix

z0 :=

σ2
σ1

σ2

 ,

which is obviously an element of Z∩NG(T ) and which is also equal, as a matrix,
to ζn(z0) in W . Hence v−1ζn(z0) is v−1σ1 on { r + 1, . . . , n− r } and is v−1σ2
on { 1, . . . , r }, so that ζn(z0)−1v is the desired element. �

Proposition 2.5. — Suppose that w ∈W satisfies property (a) of Proposition
2.4. Then z−1$(z) ∈ wBB for all z ∈ Z.

Proof. — Let w ∈W , satisfying the assumption. Since w induces u0 we get1
u0Bn−2r

1

 ⊂ wB.(15)

But u0 is the longest element in Wn−2r, so that
u0Bn−2rBn−2r ' Bn−2ru0Bn−2r

is dense in Gn−2r, and (15) thus implies1
Gn−2r

1

 ⊂ wBB.(16)

Now let z ∈ Z. The element z−1$(z) has the shape1 A1 A2
0 C A3
0 0 1

 =

1
C

1

1 A1 A2
0 1 C−1A3
0 0 1


with C ∈ Gn−2r and suitable matrices Ai. We conclude that z−1$(z) ∈
wBBB = wBB by (16). �
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Proposition 2.6. — Suppose w ∈W satisfies properties (a) and (b) of Propo-
sition 2.4. Let w = τν be the decomposition of w in WP (WP )−1. Then

`(τ)− (`(τ−1θ(τ))/2 = dimZ/Z ∩B − dimH/BH .

Proof. — Let w ∈ W , satisfying the assumptions. There exists σ ∈ Sr such
that w−1

(
1

1
σ

)
is increasing on {n− r + 1, . . . , n }. We then fix

τ :=
(

1
u0

σ

)
,

which is in WP . Besides, w−1τ is in WP because it restricts to w−1 on

{ 1, . . . , r }, to w−1
(

1
u−1

0
1

)
on { r + 1, . . . , n } and to w−1

(
1

1
σ

)
on

{n− r + 1, . . . , n }, which are all increasing permutations by assumptions on
w. Besides, we have

τ−1θ(τ) =
( 1

u−1
0

σ−1

)(
σ
u0

1

)
=
( σ

1
σ−1

)
.

We thus have `(τ−1θ(τ)) = 2`(σ). Besides, `(τ) = `(u0) + `(σ). But an easy
computation gives dimZ/Z ∩ B − dimH/BH = dimGn−2r/Bn−2r = `(u0).
Combining all these equalities, we obtain the desired formula. �

2.2.2. Types B, C and D. — The previous properties have their analogs in
types B, C and D. Before giving them, let us begin with some material adapted
to this setting.
Some preliminaries. — For v ∈W , we consider the quantity

dv := # { r + 1 ≤ i ≤ bn/2c | v−1(i) > bn/2c } .
Then define sv ∈ Sn−2r as

sv :=
{(

n−2r
2

n−2r
2 + 1

)
if ε = 1, n is even, dv is odd

id else.
We motivate our definition by the following fact.

Proposition 2.7. — If u ∈ Sn−2r is induced by v−1 on { r + 1, . . . , n− r },
then svu ∈Wε,n−2r.

Proof. — Indeed, let u be such an element. Since }v−1 = v−1, we have ǔ = u
and thus }svu = svu in Sn−2r, so that it is enough to show the parity of
q := # { 1 ≤ i ≤ (n− 2r)/2 | svu(i) > (n− 2r)/2 } for ε = 1 and even n. In
this case, i 7→ r + i identifies { 1 ≤ i ≤ (n− 2r)/2 | u(i) > (n− 2r)/2 } with
{ r + 1 ≤ i ≤ n/2 | v−1(i) > n/2 }. Therefore, if dv is even, then sv = id and
q = dv; if dv is odd, then sv =

(
n−2r

2
n−2r

2 + 1
)
and q = dv ± 1. In each case,

q is even, and we have proved the proposition. �

We will also use the following results concerning length and permutations.
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Proposition 2.8. — Let d ∈ N, ε = ±1, v ∈ Sd and u ∈ Wε,d. We have the
following.

(i) `d(u) = 2`(u) + ε# { 1 ≤ i ≤ bd/2c | u(i) > bd/2c }.
(ii) If v(i) < v(j) or v(̄ı) > v(̄) for any 1 ≤ i < j ≤ d, then `d(v̌v−1) = 2`d(v).
(iii) There exists σ ∈ Sd such that σ̌ = σ and vσ(i) < vσ(j) or vσ(̄ı) > vσ(̄)

for any 1 ≤ i < j ≤ d.

Proof. — We prove the assertions separately.
(i) It is the result of taking proper account of the root systems associated

with the different types.
(ii) We actually have

`d(v̌v−1) = 2`d(v)− 2# { 1 ≤ i < j ≤ d | v(i) > v(j) and v(̄ı) < v(̄) } .(17)
In fact, let N denote

N := #
{

(s, t)
∣∣ s < t, v−1(s) > v−1(t), v̌v−1(s) < v̌v−1(t)

}
,

and let us compute the following numbers A and B
A := #

{
(i, j)

∣∣ i < j, v−1(i) > v−1(j), v̌v−1(i) > v̌v−1(j)
}

= #
{

(i, j)
∣∣ i < j, v−1(i) > v−1(j)

}
−#

{
(i, j)

∣∣ i < j, v−1(i) > v−1(j), v̌v−1(i) < v̌v−1(j)
}

= `d(v)−N.
B := #

{
(i, j)

∣∣ i < j, v−1(i) < v−1(j), v̌v−1(i) > v̌v−1(j)
}

= #
{

(i, j)
∣∣ v−1(i) < v−1(j), v̌v−1(i) > v̌v−1(j)

}
−#

{
(i, j)

∣∣ i > j, v−1(i) < v−1(j), v̌v−1(i) > v̌v−1(j)
}

= # { l < k | v̌(l) > v̌(k) }
−#

{
(i, j)

∣∣ i > j, v−1(i) < v−1(j), v̌v−1(i) > v̌v−1(j)
}

= `d(v̌)−#
{

(i, j)
∣∣ i > j, v−1(i) < v−1(j), v̌v−1(i) > v̌v−1(j)

}
= `d(v)−N.

We therefore have
`d(v̌v−1) = #

{
1 ≤ i < j ≤ d

∣∣ v̌v−1(i) > v̌v−1(j)
}

= A+B = 2`d(v)− 2N.
But

N = #
{

(s, t)
∣∣ s < t, v−1(s) > v−1(t), v̌v−1(s) < v̌v−1(t)

}
= #

{
(s, t)

∣∣∣ s < t, v−1(s) < v−1(t), v
(
v−1(s)

)
< v
(
v−1(t)

) }
= #

{
(s, t)

∣∣∣ s < t, v−1(s) < v−1(t), v
(
v−1(s)

)
> v
(
v−1(t)

) }
= # { 1 ≤ i < j ≤ d | v(i) > v(j) and v(̄ı) < v(̄) } .

Whence the equality (17).
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(iii) We have the following facts:
• If d = 2k, there exists σ ∈ Sd such that σ̌ = σ and
vσ(i) = min { vσ(j) | j ∈ [i, ı̄] } for all i ∈ {1, . . . , k}.
• If d = 2k + 1, there exists σ ∈ Sd such that σ̌ = σ and
vσ(i) = min { vσ(j) | j ∈ [i, ı̄] \ { k + 1 } } for all i ∈ {1, . . . , k}.

They imply the proposition. Indeed, let us assume that σ ∈ Sd satisfies these
properties and fix 1 ≤ i < j ≤ d. If d = 2k, then if i ≤ k, we deduce
from the minimality property of vσ that vσ(i) < vσ(j) when j < ı, and that
vσ(̄) < vσ(ı) when ı < j. And if k < i then ̄ < i, k ≤ ı, and we again have
vσ(̄) < vσ(ı) by minimality. In the case where d = 2k + 1 is odd, the same
arguments give the alternative for i 6= k + 1 and j 6= k + 1. But if i = k + 1,
then ̄ < k + 1 < j and vσ(̄) < vσ(j) by minimality. Since σ̌ = σ, we have
σ(i) = σ(k + 1) = k + 1 = σ(ı), hence vσ(i) = v(k + 1) = vσ(ı). Comparing
vσ(i) and vσ(j) then gives the alternative, thanks to the previous inequality.
If j = k + 1, we apply the same argument with ı in the place of j.

We now describe a suitable σ to prove the previous facts. First, let a be
the composition of the transpositions (i ı̄) for 1 ≤ i ≤ k such that v(i) > v(̄ı).
Then, let b be the unique element of Sd such that b̌ = b and that vab increases
on { 1, . . . , k }. The desired permutation is σ := ab. �

We are now able to state and prove the desired propositions, similar to
Proposition 2.3, 2.4, 2.5 and 2.6. We begin with a parametrization. Let
w0 := σ0,r and let I1

r (respectively I−1
r ) denote the set of involutions in Sr

(respectively the set of involutions without fixed point). For u ∈ Wr, we also
introduce the following subset of Gr/Br:

O(u) :=
{
xBr

∣∣ I−ε,rδxI−ε,rx ∈ Brw0uBr
}
.

Proposition 2.9. — We have the following parametrization of the Z-orbits
in G/B

I−εr ×WP → Z\(G/B)

(u, v) 7→ Z ·
( x

1
δx−1

)
v−1B with any xBr ∈ O(u).

As a consequence, the number of Z-orbits is finite. Besides, if ε = 1 (types B,
D), all Z-orbits contain a T -fixed point. If ε = −1 (type C), this is the case
exactly for the Z-orbits parametrized by (u, v) with u ∈ I−1

r .

Proof. — In the literature, there exist several parametrizations of the G−ε,r-
orbits of the flag variety Gr/Br; we will use the one presented in [13, Propo-
sition 4]6 for ε = 1 and the one presented in [32, Example 10.3] for ε = −1,
char(k) 6= 2. Considering that x 7→ I−ε,r

δx−1I−ε,r is an involution of Gr whose

6. Their article was written for the base field C, but the result used here is valid for any
base field of any characteristic; see the proof in [13, Section 3.5].
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fixed-point set consists in the symplectic group (if ε = 1) or the (usual) special
orthogonal group (if ε = −1, with char(k) 6= 2), these two works ensure the
existence of a bijection

I−εr → G−ε,r\(Gr/Br)
u 7→ O(u).

.

But if we consider the block shapes of L and LZ , we have a surjection

L/BL � Gr/Br,(18)

which is LZ � G−ε,r and T � Tr equivariant and which induces the bijection

G−ε,r\(Gr/Br)→ LZ\ (L/BL)

G−ε,r · xBr 7→ LZ ·
( x

1
δx−1

)
BL

(19)

between the orbit sets. We deduce the bijection
I−εr → LZ\ (L/BL)

u 7→ LZ(u) := LZ ·
( x

1
δx−1

)
BL with any xBr ∈ O(u).

As in type A, we can then apply [6, Theorem 7.2 (a)], and we finally have the
bijection

I−εr ×WP → Z\(G/B)

(u, v) 7→ Z(u, v) := Z ·
( x

1
δx−1

)
v−1B with any xBr ∈ O(u),

which is the desired parametrization.
Let us now conclude about the claim on T -fixed points. As usual, a super-

script will denote the set of fixed points for the involved action. Let (u, v) be a
couple of parameters. Since w0 is an involution without fixed point (recall r is
even for ε = 1) and I−ε,rδσI−ε,r = w0σ

−1w0 for any σ ∈Wr, it is not difficult
to show that

O(u)Tr 6= ∅ ⇔ u is conjugate to w0 in Wr ⇔ u ∈ I−1
r .

Then it suffices to show that

Z(u, v)T 6= ∅ ⇔ O(u)Tr 6= ∅.(20)

But, thanks to the previous reference, we have a (L and thus) T -equivariant
isomorphism ([6, Proposition 6.4])

L/BL '
(
P · v−1B

)τ
,

where τ is a suitable cocharacter Gm → T . Moreover, its restriction induces
an isomorphism ([6, Theorem 7.2(b)])

LZ(u) ' Z(u, v)τ .
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Hence we get an isomorphism

LZ(u)T ' (Z(u, v)τ )T = Z(u, v)T .

Moreover, the equivariant surjection (18), which induces the bijection (19),
gives an isomorphism

LZ(u)T ' O(u)Tr .

Composing the above isomorphisms, we finally get

Z(u, v)T ' O(u)Tr ,

which leads to the desired equivalence (20). �

Proposition 2.10. — Let v ∈ W . Then, there exists z0 ∈ Z ∩ NG(T ) such
that w := ζε,n(z0)−1v satisfies the following.

(a) sv = sw and w−1 induces swu0 on { r + 1, . . . , n− r }.
(b) w−1(i) < w−1(j) or w−1(r−i+1) > w−1(r−j+1) for any 1 ≤ i < j ≤ r.

Proof. — Let v ∈ W . The inverse v−1 induces on { r + 1, . . . , n− r } an
element u ∈ Sn−2r such that svu is in Wε,n−2r (Proposition 2.7), so that
svuσ1 = u0 for a suitable σ1 ∈ Wε,n−2r. Then v−1

( 1
σ1

1

)
induces svu0 on

{ r + 1, . . . , n− r }. Besides, there exists a monomial matrix g1 ∈ Gε,n−2r such
that ζε,n−2r(g1) = σ1. Applying Proposition 2.8 (iii) on v−1 also gives σ2 ∈ Sr

such that v−1
( σ2

In−2r
σ̌2

)
satisfies (b) with σ̌2 = σ2 relatively to { 1, . . . , r }.

We can then find a monomial matrix g2 ∈ G−ε,r such that ζ−ε,r(g2) = σ2.
Indeed, in type C (ε = −1, odd r, char(k) 6= 2), we can define g2 as the matrix
product σ2

( 1
det(σ2)

1

)
. In types B, D (ε = 1 and even r), since σ̌2 = σ in Sr,

there exists λ ∈ Tr/2, with coefficients ±1, such that I−1,rσ2I−1,r =
(
λ
δλ

)
σ2.

We can then define g2 as the matrix product ( λ 1 )σ2. Now we can introduce

z0 :=

g2
g1
I−ε,rg2I−ε,r

 ,

which is in Z ∩NG(T ) with

ζε,n(z0) =
(
ζ−ε,r(g2)

ζε,n−2r(g1)
ζ−ε,r(I−ε,rg2I−ε,r)

)
=
( σ2

σ1
σ̌2

)
.

We see that v−1ζε,n(z0) and v−1
( 1

σ1
1

)
induce the same element svu0 on

{ r + 1, . . . , n− r }. Since σ1 ∈Wε,n−2r, the quantities

#
{
i ∈ { r + 1, . . . , n− r }

∣∣ v−1(i) > bn/2c
}
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and

#
{
i ∈ { r + 1, . . . , n− r }

∣∣∣ v−1
( 1

σ1
1

)
(i) > bn/2c

}
have the same parity for ε = 1, even n. Hence sv = sζε,n(z0)−1v. On the other
hand, v−1ζε,n(z0) and v−1

( σ2
In−2r

σ̌2

)
induce the same element on { 1, . . . , r }.

We conclude that w := ζε,n(z0)−1v satisfies the desired conditions. �

Proposition 2.11. — Suppose w ∈W satisfies the property (a) of Proposition
2.10. Then z−1$(z) ∈ wBB for all z ∈ Z.

Proof. — Let w−1 be such an element and fix

w0 :=
( 1

u0sw
1

)
.

We have 1
u0Bε,n−2r

1

 ⊂ wB.(21)

Indeed, sw stabilizes Bε,n−2r because, in the case sw 6= id, even n−2r, we have
for all i, j ∈ { 1, . . . , n− 2r } with 1 ≤ i < j < ı̄ = n− 2r − i+ 1 the inequality
i < (n− 2r)/2, so that sw(i) = i < sw(j). The inclusion (21) is thus equivalent
to:

w−1w0

1
Bε,n−2r 0

1

w−1
0 w ⊂ B,

that is
∀r + 1 ≤ i < j ≤ n− r, w−1w0(i) < w−1w0(j).

But, w−1 induces swu0 on { r + 1, . . . , n− r }, which means that

w−1

1
(swu0)−1

1

 = w−1w0

increases on { r + 1, . . . , n− r }. We get (21). But u0 is the longest element in
Wε,n−2r so that

u0Bε,n−2rBε,n−2r ' Bε,n−2ru0Bε,n−2r

is dense in Gε,n−2r, so that (21) implies1
Gε,n−2r

1

 ⊂ wBB.(22)
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Now let z ∈ Z. The element z−1$(z) has the shape1 A1 A2
0 C A3
0 0 1

 =

1
C

1

1 A1 A2
0 1 C−1A3
0 0 1


with C ∈ Gε,n−2r and suitable matrices Ai. We conclude z−1$(z) ∈ wBBB =
wBB by (22). �

Proposition 2.12. — Suppose w ∈ W satisfies properties (a) and (b) of
Proposition 2.10. Let w = τν be the decomposition of w in WP (WP )−1. Then

`(τ)− `(τ−1θ(τ))/2 = dimZ/Z ∩B − dimH/BH .

Proof. — Let w be such an element. There exists σ ∈ Sr such that w−1σ is
increasing on { 1, . . . , r }. We then fix

τ :=
(
σ 0 0
0 u0 0
0 0 σ̌

)
,

which is in WP . With the decomposition

w−1τ = w−1
(

1
(swu0)−1

1

)( σ
sw

σ̌

)
we see that w−1τ is increasing on { 1, . . . , r }, on { r + 1, . . . , n− r } and that

w−1τ(bn/2c) < w−1τ(bn/2c+ 1 + ε+ (−1)n

2 ).

Thus, w−1τ is in WP and w−1τ = v−1. Applying θ, we find

τ−1θ(τ) =
(
σ−1

u−1
0

σ̌−1

)(
σ̌
u0

σ

)
=
(
σ−1σ̌

1
σ̌−1σ

)
,

so that `n(τ−1θ(τ)) = 2`r(σ−1σ̌). Besides `n(τ) = `n−2r(u0) + 2`r(σ). Using
Proposition 2.8 (i) we see that `n(τ−1θ(τ)) = 2`(τ−1θ(τ)) and `n(τ)− 2`(τ) =
`n−2r(u0) − 2`(u0). Since

( σ
In−2r

σ̌

)
=
(
w−1

( σ
In−2r

σ̌

))−1
w−1, where(

w−1
( σ

In−2r
σ̌

))−1
increases on w−1({ 1, . . . , r }), σ satisfies property (b) of

Proposition 2.10. By Proposition 2.8 (ii) we have `r(σ̌−1σ) = 2`r(σ−1), that is
`r(σ−1σ̌) = 2`r(σ). Therefore, we have `(τ−1θ(τ))/2 = `n(τ−1θ(τ))/4 = `r(σ)
and `(τ) = 1/2

(
`n(τ) − `n−2r(u0) + 2`(u0)

)
= `r(σ) + `(u0). Hence `(τ) −

`(τ−1θ(τ))/2 = `(u0). An easy computation gives dimZ/Z ∩B−dimH/BH =
dimGε,n−2r/Bε,n−2r = `(u0), and we have the desired formula. �
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2.2.3. Conclusion. — We can now prove the claims of Theorem 0.2 with the
exception of rationality. We recall that G is the group Glnk, SOnk, or Spnk
under certain restrictions (see Section 2.2 for the full context). So let Y be a Z-
orbit closure in G/B. In type C, we assume that the dense Z-orbit possesses a
T -fixed point. By hypothesis (type C), Proposition 2.3 (type A) or Proposition
2.9 (types B, D), there exists w ∈ W such that Y = Z · wB. By combining
Propositions 2.4 and 2.5 (type A) or Propositions 2.10 and 2.11 (types B, C,
D), we can assume without loss of generality that w satisfies the hypothesis 2
of Lemma 2.1. The hypothesis 4 is satisfied by Proposition 1.2, whereas the
hypothesis 3 is satisfied by the point (i) of Lemma 2.2 with Proposition 1.1.
For char(k) 6= 2, the point (ii) of the same Lemma together with Proposition
2.6 (type A) or 2.12 (types B, C, D) ensure that the hypothesis 1 is satisfied.
But, thanks to the smoothness given by Proposition 1.2, the same dimension
formula holds for char(k) = 2 and types A, B, D. We can thus apply Lemma
2.1 and get the desired result.

3. Normality, rationality, Cohen–Macaulayness, general case

We prove a stronger version of Theorem 0.3. We first clarify the notation
used in this statement and the general context.

3.1. Context. — Let G be a connected semi-simple algebraic group over k and
(T,B) a Killing pair. Let H ⊂ G be a connected reductive subgroup such that
(TH , BH) := (T ∩H,B ∩H) is a Killing pair. For any character λ of T , let kλ
be the one-dimensional representation of B with weight λ and LG(λ) be the
G-equivariant line bundle on G/B corresponding to G×B k−λ → G/B. Let

VG(λ) := H0(G/B,LG(λ))

denotes the dual Weyl G-module with lowest weight −λ (if λ is dominant).
We fix w in the Weyl group W of G and consider the Schubert variety

B · wB ⊂ G/B. We also consider the natural morphisms

q : H ×BH B · wB → G/B, [h, gB] 7→ hgB

and
k : H ×BH B · wB → H/BH , [h, gB] 7→ hBH .

Let Zw be the Bott–Samelson variety associated with the choice of a reduced
word w that decomposes w into simple reflections. The BH -equivariant Bott–
Samelson resolution Zw → B · wB induces a birational morphism H×BHZw →
H ×BH B · wB. By composing with q and k, we obtain morphisms

q̃ : H ×BH Zw → G/B,

k̃ : H ×BH Zw → H/B.
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Let π and π̃ be the restrictions of q and q̃ onto their respective images
π : H ×BH B · wB → HB · wB, π̃ : H ×BH Zw → HB · wB.

Theorem 3.1. — We make the following assumptions.
(i) The morphism π : H ×BH B · wB → HB · wB is birational.
(ii) The character 2ρH − ρG|TH is dominant.
(iii) char(k) = 0 or
(iii)′ char(k) = p > 0, and the restriction VG((p − 1)ρG) → VH((p − 1)ρ|TH )

is surjective.
Then HB · wB is normal and π̃ is rational. Moreover, if
(iv) char(k) = 0 or
(iv)′ there exists a line bundle M on G/B such that k∗LH(ρG|TH − 2ρH) '

q∗M,
then HB · wB is Cohen–Macaulay with dualizing sheaf π̃∗ωH×BHZw

, and we
have the vanishing Riπ̃∗ωH×BHZw

= 0 for all i > 0.

3.2. Normality and rationality. — We start with the proof of the first part of
Theorem 3.1 concerning normality and rationality.
3.2.1. An inductive result by Perrin and Smirnov. — We present here a gen-
eral setup that contains as a particular case the Bott–Samelson resolution. Let
Y be a scheme and n an integer. Let us consider, for i ∈ [0, n], the following
schemes and morphisms.
• A scheme Ti and a morphism Y

pi−→ Ti.
• Schemes X̃i and Xi over Y .
• Morphism X̃i → Xi over Y .

Such that, for all i ∈ [0, n− 1],

(23) X̃i+1 //

��

X̃i

��
Y

pi+1

��
Y

pi+1
// Ti+1

is Cartesian, and for all i ∈ [0, n], Xi is the scheme-theoretic image of X̃i → Y :

(24) X̃i
//

  

Y.

Xi

/�

??

tome 152 – 2024 – no 4



NORMALITY IN THE FLAG VARIETY 635

Besides, we will say that a morphism f : Z → T satisfies (*) if the following
hold:

f : Z → T is faithfully flat and proper,
its geometric fibers Zt are connected, normal and reduced,
with dimZt ≤ 1, H1(Zt,OZt) = 0.

(*)

Also let also P be a property of morphism of schemes that is preserved under
any composition, any base change and that is satisfied by closed immersions.

The article [31] by Perrin and Smirnov then contains the following result, in-
spired by [4]. The proof consists of increasing and decreasing induction based
on appropriate Cartesian diagrams and the stability under base change, de-
scent, and cancellation for certain properties of morphisms of schemes. The
authors state this result for varieties, but we present a statement in terms of
schemes to emphasize the generality of their argument.

Proposition 3.2. — We assume that for all i, pi satisfy (*), Ti is locally
noetherian, and there exists an ample line bundle Mi on Ti such that the
restriction

H0(Xi+1, (p∗i+1Mi+1)|Xi+1

)
→ H0(Xi, (p∗i+1Mi+1)|Xi

)
is surjective. We also make the following assumptions.
• The morphism X̃0 → X0 possesses P and is rational.
• The morphism X̃0 → X0 is birational.
• The scheme X0 is normal.

Then for all i, the morphism X̃i → Xi possesses P, is rational, birational and
the scheme Xi is normal.

We will apply this result to suitable families. Recall the data G, H, B,
T , w, . . . that we have fixed and let n := `(w). Let Pαk be the minimal
parabolic subgroup relative to the simple root αk. Assume that we have w =
(sαj1

, . . . , sαjn ). For all i ∈ [0, n] let wi denote the subword (sαj1
, . . . , sαji )

and wi := sαj1
. . . sαji the corresponding Weyl group element. Let Zwi be the

Bott–Samelson variety associated to wi. As we did previously for w = wn with
q and q̃, we define qi as the composition

qi : H ×BH Zwi → G/B.(25)

We then denote:

Y := G/B,

Ti := G/Pαji ,

pi := G/B → G/Pαji ,
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X̃i := H ×BH Zwi ,

X̃i → Y := qi,

Xi := Im qi = HB · wiB,

and we choose an ample line bundle Mi on the projective variety Ti. By
construction of the Bott–Samelson variety, we have:

X̃i ×Ti+1 Y =
(
H ×BH Zwi

)
×G/Pαji+1

G/B

' H ×BH
(
Zwi ×G/Pαji+1

G/B
)

' H ×BH Zwi+1

= X̃i+1.

Besides, we note that the Pαji/B ' P1-fibration pi satisfies (*) and that

X̃0 ' X0 ' H/BH

are normal varieties. On the other hand, the hypothesis (i) on the birationality
of π ensures by composition that π̃ is birational, that is:

X̃n → Xn is birational.

Because the Xi are embedded into Y in a way compatible with their mutual
inclusions and the pullbacks p∗iMi are semi-ample on Y = G/B, it is now
sufficient to prove the surjectivity

H0 (G/B,L)� H0
(
HB · wiB,L|HB·wiB

)
(26)

for all i and all semi-ample line bundles L on G/B. Once we show (26), we get
the surjectivity

H0(Xi+1, (p∗i+1Mi+1)|Xi+1

)
� H0(Xi, (p∗i+1Mi+1)|Xi

)
for all i, which allows us to apply the previous proposition so that we obtain
the first part of the theorem.

We fix now i ∈ { 0, . . . , n }, a semi-ample line bundle L on G/B and we prove
(26). We will need to distinguish between the zero and positive characteristic
cases.
3.2.2. Positive characteristic case. — We first assume that p := char(k) > 0.
The hypotheses (ii) and (iii)′ of the Theorem 3.1 enable us to apply the main
result of He and Thomsen in [17, Theorem 20]. It gives a Frobenius splitting
of G/B, relative to the line bundle LG ((p− 1)ρG) and that compatibly splits
our variety HB · wiB. Because LG ((p− 1)ρG) is ample and L semi-ample, [4,
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Theorem 1.4.8] gives:
H1 (G/B,L) = 0,

H0 (G/B,L)� H0
(
HB · wiB,L|HB·wiB

)
,

(27)

and, in particular, we have the desired surjectivity (26).
3.2.3. Characteristic zero. — We now show how the previous surjectivity re-
sult can be extended from positive to zero characteristic. So let us assume in
the sequel that char(k) = 0. We start by realizing our data G, B, H, Xi, wi,
L, . . . , as schemes, morphisms or sheaves over a suitable base ring. This can be
done using the following lemma, which also preserves the dominance property
of the character 2ρH − ρG|TH on all geometric fibers.

Lemma 3.3. — There exists a Z-subalgebra A of k of finite type, group-schemes
G, H, T , B, W group schemes over A and a section Wi ∈ W(A) such that the
following hold.
• G is the semi-simple Chevalley group scheme over A with Gk = G, and
with (T ,B) as a Killing pair satisfying Tk = T , Bk = B.
• H is a closed subgroup of G and is the reductive Chevalley group scheme
over A with Hk = H and with (TH,BH) := (T ×G H,B ×G H) as a
Killing pair satisfying THk = TH , BHk = BH .
• The fppf quotient sheaf G/B is representable by an A-scheme of fi-
nite presentation, smooth and projective, and such that its base change
(G/B)K over any algebraically closed field K is the flag variety GK/BK .
• W is the Weyl group of G related to T and the base change Wik recovers
the element wi ∈W .

Moreover, there also exists a line bundle L over G/B and an A-scheme Xi flat
and projective, equipped with a closed immersion Xi → G/B over A, such that
over G/B

Lk ' L,(28)

(Xi)k ' HB · wiB(29)
and for all s ∈ Spec A,

2ρHs − ρGs|THs is dominant(30)

and we have over (G/B)s
Xis ' HsBs ·WisBs.(31)

A proof is given in Appendix A. Taking into account classical results on
general schemes ([16, §8]) and group schemes ([9, Exposés XIX to XXVI])
let us emphasize that our work focuses on the realization of the variety Xi =
HB · wiB (see Corollary 5.8). It indeed demands caution as it raises a problem
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of scheme-theoretic image formation under nonflat base changes (see Theorem
5.6 and Corollary 5.7).

The base SpecA is appropriate in the sense that the residue fields κ(x) of
its points x produce almost all characteristics.

Lemma 3.4. — Let A be an integral Z-algebra of finite type whose characteristic
is zero. Then the set { char(κ(x)) | x ∈ Spec A } contains all but finitely many
primes.

Proof. — Since the characteristic is zero, we have Z ⊂ A and let f : SpecA →
SpecZbe the finite type dominantmorphism related to this inclusion. ByCheval-
ley’s Theorem f(SpecA) is constructible and then contains an open dense sub-
set U of its closure SpecZ. Hence, the closed subset SpecZ \ U is finite. On the
other hand, we have char(κ(x)) = p for all prime p ∈ Z and x ∈ f−1({ pZ }). We
then have { p | p prime, pZ ∈ U } ⊂ { char(κ(x)) | x ∈ SpecA } and the desired
result. �

We can then choose s ∈ SpecA such that p := char(κ(s)) is large enough to
satisfy the assumption of [17, Lemma 14]. It gives the surjectivity:

VGs
(
(p− 1)ρGs

)
→ VHs

(
(p− 1)ρGs |THs

)
.

We are now able to use the result (27) of the previous section on vanishing and
surjectivity. Thanks to the isomorphism (31), we have

H1 ((G/B)s,Ls) = 0
and the surjectivity

H0 ((G/B)s,Ls)� H0 (Xis,Ls|Xis) .
By semi-continuity, the surjectivity can then pass from these geometric special
fibers over s to the generic one ([4, Lemma 1.6.3]); we have

H0
(

(G/B)η,Lη
)
� H0

(
Xiη,Lη |Xiη

)
,

where η ∈ SpecA denotes the generic point. Tensorizing with the field exten-
sion κ(η) ⊂ k then gives

H0
((
G/B)η

)
k
, (Lη)k

)
� H0

(
(Xiη)

k
, (Lη)k|(Xiη)

k

)
,

but we have
((G/B)η)

k
' (G/B)k ' G/B

and, with (28),
(Lη)k ' (L)k ' L

and, with (29),
(Xiη)k ' Xik ' HB · wiB.

We therefore recognize the desired surjectivity (26).
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3.3. Cohen–Macaulayness and rational singularities. — The second part of
Theorem 3.1 will then follow if we can prove that

Rj π̃∗ωX̃n
= 0, j > 0.(32)

In the characteristic zero case, (32) is automatically verified thanks to the
Grauert–Riemenschneider theorem [15]. Now let us assume that the character-
istic is positive and that k∗LH(ρG|TH − 2ρH) ' q∗M for a suitable line bundle
M (hypothesis (iv)′).
3.3.1. Another Perrin and Smirnov argument. — We again use the article [31]
of Perrin and Smirnov. We consider the data involved in Proposition 3.2, to
which we add the following. Denoting by φi the morphisms X̃i+1 → X̃i we
introduce their natural sections σi by the commutative diagrams

(33) Y
pi+1

""
X̃i

σi //

qi

66

id

((

X̃i+1

qi+1

==

φi

!!

Ti+1.

X̃i

pi+1qi

==

We assume that the morphisms X̃i → Xi are proper birational and that such
pi (and thus the φi) is a P1-fibration over a field. Hence the scheme-theoretic
images Im σi are closed subschemes of codimension one of X̃i+1, and we can
inductively define the divisors

∂X̃i+1 = σi(X̃i) ∪ φ−1
i (∂X̃i).

Finally, we put

Φi := φ0φ1..φi−1.

By an argument similar to that of Brion and Kumar in [4, Proposition 2.2.2]7,
Perrin and Smirnov were able to give a general formula for the canonical sheaf
of X̃i involving a certain line bundle on Y ; see [31, Lemma 4.7].

Proposition 3.5. — Let L be a line bundle on Y such that q∗i+1L−1 has degree
one on the fibers of φi. Then

ω
X̃i

= O
X̃i

(−∂X̃i)⊗ q∗i L ⊗ Φ∗i (f∗0L−1 ⊗ ω
X̃0

).(34)

7. That is, an induction combined with [25, Lemma A-18].
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In our specific setting, we have ω
X̃0

= ωH/BH = LH(−2ρH). Moreover, we
remark that Φn = p̃ and fn = ιπ̃, where ι denotes the immersion HB · wB ↪→
G/B. Taking L = LG(−ρG) in the previous proposition we deduce with (iv)′

ω
X̃n

= O
X̃n

(−∂X̃n)⊗ π̃∗ι∗(LG(−ρG)⊗M).(35)

Thanks to the B-canonical splitting of the Bott–Samelson varieties (see [4,
proposition 4.1.17]), and by hypotheses (ii) and (iii)′, we can still apply [17,
Theorem 20] to obtain a splitting of X̃n compatibly splitting ∂X̃n. We can
then apply the last arguments of Perrin and Smirnov, inspired once again by
Brion and Kumar (see [31, Lemma 5.6] with [4, Theorem 1.2.12]), to get the
vanishings

Rj π̃∗OX̃n(−∂X̃n) = 0, j > 0,

and finally the desired (32) by the projection formula on (35).

4. Conclusion: normality, rationality, Cohen–Macaulayness, types A, B, D

In order to obtain Theorem 0.1 and the conclusion in Theorem 0.2 regarding
rationality, it is now sufficient to apply Theorem 3.1 to the data of G, H,
B, w defined by the matrix models and Section 2.2. Since the birationality
assumption (i) is satisfied by the Section 2, it suffices to verify the hypothesis
(ii) – or the hypothesis (iii)′ in the case of positive characteristic – and the
hypothesis (iv)′ for the type A. This will be done thanks to the following two
propositions. For i ∈ { 1, . . . , n− 1 } let εi denote the morphismt1 . . .

tn

 7→ ti

from Tn to Gm.

Proposition 4.1. — The character 2ρH − ρG|TH is dominant. It is even zero
in type A.

Proof. — We begin with the type A case. We have H ' Gr and easily

2ρH =
∑

1≤i<j≤r
ε′i − ε′j ,

2ρG|TH =
∑

1≤i<j≤n
ε′i − ε′j ,

ε′i = ε′n−r+i ∀i ∈ [1, r],
ε′j = 0 ∀j ∈ [r + 1, n− r].
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We deduce

2ρG|TH =
∑

1≤i<j≤r
ε′i − ε′j +

∑
n−r+1≤i<j≤n

ε′i − ε′j

+
∑

1≤i≤r<j≤n−r
ε′i − ε′j +

∑
r+1≤i≤n−r<j≤n

ε′i − ε′j

+
∑

1≤i≤r<n−r+1≤j≤n
ε′i − ε′j +

∑
r+1≤i<j≤n−r

ε′i − ε′j

=
∑

1≤i<j≤r
ε′i − ε′j +

∑
1≤l<k≤r

ε′n−r+l − ε′n−r+k

+
∑

1≤i≤r<j≤n−r
ε′i − 0 +

∑
1≤l≤r<i≤n−r

0− ε′n−r+l

+
∑

1≤i,l≤r
ε′i − ε′n−r+l +

∑
r+1≤i<j≤n−r

0− 0

= 4ρH ,

Hence 2ρH − ρG|TH = 0. For types B, D, the form of H leads to

2ρH =
∑

1≤i≤r/2

(r − 2i+ 2)ε′i,

2ρG|TH =
∑

1≤i≤bn/2c

(n− 2i)ε′i,

ε′i = −ε′r−i+1 ∀i ∈ [1, r],
ε′j = 0 ∀j ∈ [r + 1, n− r].

We deduce

2ρG|TH =
∑

1≤i≤bn/2c

(n− 2i)ε′i =
∑

1≤i≤r
(n− 2i)ε′i

=
∑

1≤i≤r/2

(n− 2i)ε′i +
∑

r/2+1≤i≤r

(n− 2i)ε′i

=
∑

1≤i≤r/2

(n− 2i)ε′i +
∑

1≤j≤r/2

(n− 2(r − j + 1))ε′r−j+1

=
∑

1≤i≤r/2

(
(n− 2i)− (n− 2r + 2i− 2)

)
ε′i

= 2
∑

1≤i≤r/2

(r − 2i+ 1)ε′i = 2ρH −
∑

1≤i≤r/2

ε′i,

Hence 2ρH − ρG|TH =
∑

1≤i≤r/2 ε
′
i. �
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Remark 4.2. — Using similar calculations, we find for type C that 2ρH −
ρ|TH = −

∑
1≤i≤r/2 ε

′
i, a nondominant character.

Proposition 4.3. — The restriction morphism

VG ((p− 1)ρG)→ VH

(
(p− 1)ρG|TH

)
is surjective.

Proof. — We begin again with the type A case. Let us introduce the parabolic
subgroup

P ′ =


A ∗ ∗0 C ∗

0 0 D

 ∈ G
∣∣∣∣∣∣ A,D ∈ Gr(R), C ∈ Bn−2r


containing B and

L′ :=


A 0 0

0 C 0
0 0 D

 ∈ G
∣∣∣∣∣∣ A,D ∈ Gr(R), C ∈ Tn−2r


its Levi subgroup related to T . Let us consider the subgroup

L′′ :=


A 0 0

0 In−2r 0
0 0 D

 ∈ G
∣∣∣∣∣∣ A,D ∈ Gr(R)

 ,

for which B ∩ L′′ is a Borel subgroup. Since P ′/B is a Schubert variety, the
restriction

VG ((p− 1)ρG)→ VP ′ ((p− 1)ρG)

is surjective (see [21, Proposition 14.15]). Besides, (P ′, L′) is a Donkin pair in
the sense of Donkin ([10]) because L′ ⊂ P ′ is a Levi subgroup ([28]). Thus, by
[39, Remark 18], the restriction

VP ′ ((p− 1)ρG)→ VL′ ((p− 1)ρG)

is surjective. But the inclusion L′′ ⊂ L′ clearly induces an identification L′/B∩
L′ ' L′′/B ∩ L′′ so that

VL′ ((p− 1)ρG)→ VL′′
(

(p− 1)ρG|T∩L′′
)

is an isomorphism. Since H ↪→ L′′ is a diagonal embedding, (L′′, H) is also a
Donkin pair ([28] again) and

VL′′
(

(p− 1)ρG|T∩L′′
)
→ VH

(
(p− 1)ρG|TH

)
is surjective. By composition, the desired restriction is, therefore, surjective.
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For types B and D, the argument is exactly the same as for type A except
that we replace P ′, L′ and L′′ by

P ′ =


A ∗ ∗

0 C ∗
0 0 δA−1

 ∈ G
∣∣∣∣∣∣ A ∈ Gr(R), C ∈ Bε,n−2r

 ,

L′ :=


A 0 0

0 C 0
0 0 δA−1

 ∈ G
∣∣∣∣∣∣ A ∈ Gr(R), C ∈ Tε,n−2r

 ,

L′′ :=


A 0 0

0 In−2r 0
0 0 δA−1

 ∈ G
∣∣∣∣∣∣ A ∈ Gr(R)

 ,

and the pair (L′′, H) is Donkin for a different reason. Here, it is no longer
because we have a diagonal embedding, but because H is the fixed point set of
a diagram automorphism of L′′ (we get a pair of type (An−1, Cn)), see [5]. �

5. Appendix A: realizations

Notation. — Here k will denote a field that is not necessarily algebraically
closed.

5.1. Definition of the notion. — For us, realizing a k-variety X or finding a re-
alization of X will simply mean finding finitely presented schemes on relatively
large bases whose geometric fibres will provide different incarnations of X. The
various schemes obtained will be gathered into coherent families. Our point of
view is thus a special case of the one adopted in [16, §8], concerning projective
families of schemes. As we are dealing with algebras, the term "large" will refer
to the order for the inclusion property.

Definition 5.1. — Let X be a k-scheme of finite type. A family (XA)A∈A is
said to be a realization of X if:

1. There exists A0 ∈ C := {Z-subalgebras of k of finite type } such that
A = {A ∈ C | A0 ⊂ A }.

2. For any A ⊂ A′ in A, XA is a finitely presented A-scheme and

XA ×A k ' X and XA ×A A′ ' XA′ .

Example 5.2. — Let X = Speck[t1, . . . , tn]/(f1, . . . , fr). Let A be the set
of all Z-subalgebras of k of finite type containing f1, . . . , fr. For A ∈ A, let
XA := SpecA[t1, . . . , tn]/(f1, . . . , fr). Then (XA)A∈A is a realization of X.
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The definition 5.1 for k-schemes of finite type extends naturally to the notion
for morphisms between such schemes, for sheaves and modules, for k-algebraic
groups, etc, and for morphisms between these different kinds of objects. In
addition, we can require that the objects of the family that realizes the data
satisfy additional properties, such as being flat on the basis, being a closed
immersion, being locally free, etc. Several results ensure the existence of pure
realizations for schemes, morphisms, modules, morphisms of modules [16, The-
orem 8.8.2, 8.5.2] and the fact that we can find several properties for the objects
of the family as soon as we consider A sufficiently large [16, Theorem 8.10.5,
Proposition 8.5.5]. Moreover, enlarging A preserves the commutativity of the
diagrams and, thus, the various algebraic structures involved; in particular, the
group structure [16, Scholia 8.8.3].

For reasons of convenience, we often omit to specify the index set A.

5.2. Realization of scheme-theoretic images. — We refer to [37, Section 29.6]
for the notion of scheme-theoretic image of a morphism of schemes and its
fundamental properties. In particular, we will use the description of such an
image when the source of the morphism is reduced [37, Lemma 29.6.7]. Here
we aim to prove Theorem 5.6 below and its Corollary 5.7, which provide good
realizations for suitable scheme-theoretic images. Our work is motivated by
the fact that the construction of such images does not, in general, commute to
(nonflat) base change, so their realization requires special attention. We begin
with the following two preliminary propositions.

Proposition 5.3. — Let X → S be a flat morphism and let T → S be a
schematically dominant quasi-compact morphism. If XT is integral, then X is
also integral.

Proof. — Consider a Cartesian diagram

XT
//

g

��

T

f

��
X

u // S,

where u is flat and f is schematically dominant quasi-compact. By flatness,
X ' (Im f)X ' Im g and g is also schematically dominant. But, if XT is
integral, then Im g is isomorphic to g(XT )red and is also integral. �

Proposition 5.4. — Let S be a scheme and let f : X → Y be a finitely
presented S-morphism with Im f → S open. Then, there exists a nonempty
open subset U ⊂ S such that for any base change ∅ 6= T → U , we have

If (Im f)T is integral and XT is reduced, then Im fT ' (Im f)T over YT .
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Proof. — Let f̃ : X → Im f denote the restriction of f onto its scheme-
theoretic image. By cancellation, f̃ is finitely presented just as f . Since
f is quasi-compact, Im f is topologically f(X) = f̃(X) and f̃ is (topolog-
ically) dominant. Since Im f → S is open, we can apply Lemma 5.5 be-
low. It gives a nonempty open subset U ⊂ S such that for any base change
∅ 6= T → U , f̃T (XT ) contains a nonempty open subset of (Im f)T . If this
last scheme is integral then (f̃T (XT ))red ' (Im f)T and if XT is reduced then
Im f̃T ' (f̃T (XT ))red. Under those assumptions f̃T : XT → (Im f)T is thus
schematically dominant. Since fT factors as this morphism followed by the
closed immersion (Im f)T ↪→ YT , we deduce that Im fT ' (Im f)T . �

Lemma 5.5. — Let S be a scheme and let f : X → Y be a finitely presented
(topologically) dominant S-morphism with Y → S open. Then, there exists
a nonempty open subset U ⊂ S such that for any base change ∅ 6= T → U ,
fT (XT ) contains a nonempty open subset of YT .

Proof. — By the Chevalley theorem f(X) is a constructible subset of Y and
thus contains a dense open subset V of its closure, which is Y since f is dom-
inant. Since Y → S is open, V is sent onto a nonempty open subset U of S.
By restricting over U , we get a diagram where the upper horizontal arrows are
surjective and the right vertical one is an open immersion:

f−1
U (V ) // //

��

V � _

��

// // U

XU
fU // YU

?? .

For any base change ∅ 6= T → U the diagram

(f−1
U (V ))T // //

��

VT� _

��

// // T

XT
fT // YT

??

will then preserve those properties. We deduce VT 6= ∅ and that fT (XT )
contains the open image of VT in YT . �

Theorem 5.6. — Let f : X → Y be a morphism of k-schemes of finite type.
Let (fA : XA → YA)A be a realization of f . Assume that Y is proper over k,
and that there exists A such that XA has integral geometric fibers (in particular
X ' ((XA)η)k is integral, where η ∈ SpecA denotes the generic point). Then,
there exists A0 such that the following hold.
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(i) (Im fA)A0⊂A realizes Im f .
(ii) For any A containing A0, we have the following.

(a) XA is integral and flat over A.
(b) Im fA is integral with integral geometric fibers and flat, proper, of

finite presentation over A.
(c) The construction of the scheme-theoretic image of fA commutes

with any base change ∅ 6= T → SpecA such that (Im fA)T and
(XA)T are integral. In particular, for any s ∈ SpecA, we have an
isomorphism over (YA)s:

Im(fA)s ' (Im fA)s.

Proof. — Let us first show that if A satisfies (ii); then this will also be the
case for any B containing A and (Im fB)A⊂B will realize Im f . By flatness,
we have (Im fA)k ' Im(fA)k and, therefore, (Im fA)k ' Im f . Note also that
the properties of flatness, properness, being of finite presentation and having
integral geometric fibers are preserved for XB and (Im fA)B on B. These
two schemes are also integral by Proposition 5.3 applied on the two following
Cartesian diagrams whose right vertical arrows are schematically dominant

X //

��

Speck

��
XB

// SpecB

Im f //

��

Speck

��
(Im fA)B // SpecB.

Besides, any base change ∅ 6= T → SpecB leads to isomorphisms

(XB)T ' ((XA)B)T ' (XA)T , ((Im fA)B)T ' (Im fA)T , Im(fB)T ' Im(fA)T .

By now applying (c) for fA and the base change ∅ 6= SpecB → SpecA we
obtain the desired statements.

Let us now show the existence of an A satisfying (ii). Since Y → Speck
is proper, we can assume that YA → SpecA and then Im fA → SpecA are
proper for A sufficiently large ([16, Theorem 8.10.5]). We will establish the
other assertions by successive localizations.

(flatness) By generic flatness ([16, Proposition 8.9.4]) and localization
of A at a suitable element, Im fA and XA can be supposed
to be flat over A.

(fiber integrality) By flatness (Im fA)η ' Im(fA)η. But Im(fA)η is integral
since (XA)η is. Thus the set of s ∈ SpecA with (Im fA)s
integral is nonempty. It is an open subset ([16, Theorem
12.2.4]) and, localizing again, we can assume that it is the
whole of SpecA.

(base change) Since Im fA → SpecA is open by flatness, we can apply
Proposition 5.4 on the finitely presented morphism fA :
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XA → YA and localizing, we can suppose that (c) is sat-
isfied for fA.

(integrality) We get that Im fA and XA are integral by applying Propo-
sition 5.3 on the following Cartesian diagrams whose right
vertical arrows are schematically dominant

X //

��

Speck

��
XA

// SpecA

Im f //

��

Speck

��
Im fA // SpecA. �

Corollary 5.7. — Let G be a k-group acting on a k-scheme of finite type X.
Let Z be a closed subscheme of X and H1, H2, . . . , Hn be closed subgroups of
G. Let (GA)A, (XA)A, (GA ×A XA → XA)A, (ZA ↪→ XA)A, (HiA ↪→ GA)A,
i = 1, . . . , n be families that realize these data. Assume that for large enough A,
ZA and all the HiA have integral geometric fibers and that X is proper over k.
Then, there exists a family (YA ↪→ XA)A, which realizes the closed subscheme
(H1H2 . . . Hn · Z)red ↪→ X and such that, for any large enough A:

(i) YA is proper and flat over A, with integral geometric fibers.
(ii) For all s ∈ SpecA,

(YA)s ' (H1AsH2As . . . HnAs · ZAs)red
over XAs.

Proof. — By induction, it suffices to show the result for a single subgroup
H = H1 (n = 1). For large enough A we consider the morphism fA : HA ×A
ZA → XA, which denotes the restriction of the action GA ×A XA → XA

over HA ×A ZA ↪→ GA ×A XA. The family (fA)A is clearly a realization of
the k-morphism of finite type f : H ×k Z → X defined in a similar way
by action and restriction. Since the product of two integral schemes over a
perfect field is again integral, HA ×A ZA has integral geometric fibers for A
sufficiently large. We can, therefore, apply the previous Theorem 5.6 and we
get a family of closed immersions YA ↪→ XA realizing Im f ↪→ X, with YA
flat and proper over A and isomorphims (YA)s ' Im(fA)s over (XA)s for
all s ∈ SpecA. To conclude, all we need to do is to notice that we have
Im f ' (H · Z)red and Im(fA)s ' (HAs · ZAs)red for all s ∈ SpecA. This
comes from the reductiveness of HA ×A ZA and H ×k Z. �

5.3. Proof of Lemma 3.3. — We can now prove Lemma 3.3. Let us assume
that k is algebraically closed and let G, H, T , B, TH , BH , W , wi be as in the
general setting of Section 3.1.

First let G, H, T , B, TH , BH , W be the group schemes over Z and let
wi ∈ W (Z) be the section such that (see [9, Exposés XIX to XXVI]) the
following hold:
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• G is the semi-simple Chevalley group scheme with Gk = G.
• H is the reductive Chevalley group scheme with Hk = H.
• (T ,B) is the Killing pair of G with Tk = T , Bk = B.
• (TH , BH) is the Killing pair of H with THk

= TH , BHk
= BH .

• W is the Weyl group of G related to T .
• The base change wik is the element wi ∈W .

We know that the fppf quotient sheaf G/B is representable by a Z-scheme
of finite presentation, smooth and projective and such that its base change
(G/B)K over any algebraically closed field K is the flag variety GK/BK (see
[9, Exposé XXIV, Théorème 1.3]).

We now make use of [16, §8]. By enlarging A at each step, we successively
prove the following assertions. Since there is a closed immersion of groups
H ↪→ G, we can suppose that HA is a closed subgroup of GA. Besides, since
the base changes over k of THA and TA×GA HA give TH , we can assume that
these two groups identify over HA. Similarly BHA and BA ×GA HA can be
identified overHA. Finally, the root data are preserved and, for any s ∈ SpecA,

2ρH
As
− ρG

As |THAs
is dominant.

On the other hand, there exist semi-ample line bundles LA on (G/B)A, for A
sufficiently large so that

(LA)A realizes L.

To finish the proof of the lemma, we now just need to find a good realization
of our variety Xi = HB · wiB. This will be done thanks to the following
consequence of Corollary 5.7.

Corollary 5.8. — There exists (YiA ↪→ (G/B)A)A, which realizes the closed
subvariety Xi ↪→ G/B and such that, for large enough A, we have the following.

(i) YiA is projective and flat over A.
(ii) For all s ∈ SpecA,

(YiA)s ' HAsBAs · wAsBAs
over GAs/BAs.

Proof. — Suppose A is large enough to guarantee all the above statements
and existences. Let Z := Speck and Z ↪→ G/B be the section that corre-
sponds to the closed point wiB ∈ G/B. The choice of BA gives a morphism
WA → (G/B)A defined by the natural transformation (nTA(S) 7→ nBA(S))S
on the corresponding sheaves. Composing with wiA : SpecA → WA produces
a section SpecA→ (G/B)A. Its geometric fiber over s ∈ SpecA is integral and
corresponds to the closed point wiAsBAs ∈ (G/B)As. Besides, the family of
these sections realizes Z ↪→ G/B. Moreover (G/B)A is proper over A and BA
and HA have integral geometric fibers as Borel and reductive group schemes.
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Finally, the natural action of G on G/B is realized by the family of the natural
actions of GA on (G/B)A. By applying Corollary 5.7 with H1 := H, H2 := B
we obtain all the desired assertions, except for the projectivity of the YiA, which
is automatically satisfied as they are closed subschemes of (G/B)A. �

6. Appendix B: on Perrin and Smirnov’s arguments

Notation. — Here k denotes an algebraically closed field with char(k) 6= 2.

6.1. An identical birational morphism. — We present Perrin and Smirnov’s
construction of a birational morphism onto an irreducible component of a
Springer fiber, in type A. We also show that these morphisms are special cases
of those we have constructed.
Perrin and Smirnov’s version. — Let V be an n-dimensional k-vector space.
Let N be a nilpotent endomorphism of V of nilpotency order two, with rank r
and let ZN be its centralizer in the general linear group Gl(V ). In this setting,
let

F := F(V ) = { V1 ⊂ · · · ⊂ Vn−1 | Vi ⊂ V, dimVi = i, ∀i }
be the flag variety and let

FN := { V• ∈ F | N(Vi) ⊂ Vi, ∀i }
be the Springer fiber over N . Let

τ = n pr
...

...

· p1
...

1

be a standard tableau (with decreasing numbers from left to right and from
top to bottom) and let
X := Xτ =

{
F• ∈ F(V )

∣∣ dimFpi ∩ ImN ≥ i, dimFpi ∩KerN ≥ pi − i+ 1,
Fpi ⊂ N−1(Fpi−1),∀i ∈ [1, r]

}
be the related irreducible component of the Springer fiber over N . We then
define the variety
X̂ := X̂τ =

{
(F ′•, F•) ∈ F(ImN)×F(V )| F ′i ⊂ Fpi ⊂ N−1(F ′i−1) ∀i ∈ [1, r]

}
.

In [31], Perrin and Smirnov show that X̂ is smooth, irreducible and that the
projection to F induces a proper birational ZN -equivariant morphism

X̂ → X(36)
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as soon as pi+1 > pi + 1 for all i (if this is not the case, the result is valid for
an irreducible component of X̂).
Our version. — Let G, H, BH , Z, e be as in the matrix setting of Section 2
(type A). Let be integers q1, . . . , qr and s1, . . . , sn−2r such that the following
hold.
• qr := pr + 1 = min

(
pr + 1, . . . , n

)
and by decreasing induction on i =

r − 1, . . . , 1, qi := min
(
{pi + 1, . . . , n} \ {pi+1, qi+1, . . . , pr, qr}

)
.

• {s1, . . . , sn−2r} := {1, . . . , n} \ {p1, q1, . . . , pr, qr} with si < si+1.
We then define w := wτ the unique element of Sn such that the following hold.
• w(pi) := i, ∀i ∈ {1, . . . , r}.
• w(qi) := n− r + i, ∀i ∈ {1, . . . , r}.
• w(sj) := n− r + 1− j, ∀j ∈ {1, . . . , n− 2r}.

Let us remark that w induces the increasing bijection from {p1, . . . , pr} to
{1, . . . , r} and the decreasing bijection from {s1, . . . , sn−2r} to {r+1, . . . , n−r}.
Here are some examples:

a) τ = 5 4
3 2
1

wτ =
(

1 2 3 4 5
3 1 4 2 5

)
.

b) τ = 6 4
5 2
3
1

wτ =
(

1 2 3 4 5 6
4 1 5 2 6 3

)
.

c) τ = 7 5
6 4
3 2
1

wτ =
(

1 2 3 4 5 6 7
4 1 5 2 3 7 6

)
.

We can check that w satisfies the conditions of Proposition 2.6 so that we can
apply the proof of Section 2 and get a birational Z-equivariant morphism as (2):

H ×BH B · wB → Z · wB.(37)

Let us show that the morphisms (36) and (37) identify.
Identification. — There is a basis (fi) of V such that:

ImN = 〈f1, . . . , fr〉
KerN = 〈f1, . . . , fn−r〉

N(fn−r+i) = fi, ∀i ∈ { 1, . . . , r } .
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By choosing it so that G acts on V and then on F , we identify G with Gl(V ),
e with N , Z with ZN , H with a diagonal embedding of Gl(ImN) into Gl(V )
and B with the stabilizer of F := 〈f1〉 ⊂ · · · ⊂ 〈f1, . . . , fn−1〉 ∈ F . Hence, in
particular,

G/B ' F .

Besides, the element w act on F . Note that

wF ∈ X

so that Z · wF ⊂ X. Since

dimZ · wB = dimH/BH + `(w)

thanks to (37), the computations of dimH/BH =
(
r
2
)
and `(w) =

(
n−r

2
)
lead

to the equality

Z · wF = X.

On the other hand, we can check (when pi+1 > pi + 1 for all i) that the fiber
of (36) over wF is isomorphic to the Schubert variety defined by w, i.e.

B · wF.

This gives the following diagram

(38) H ×BH B · wB

o
��

// Z · wB

o
��

� � // G/B

o
��

X̂ // X �
� // F ,

identifying (37) and (36) through the base (fi) and through a natural isomor-
phism between H-equivariant bundles with isomorphic fibers.

6.2. The problem of normality, a counterexample. — While the general argu-
ments presented in Proposition 3.2 and 3.5 are taken from the article of Perrin
and Smirnov, the authors actually apply them in a different way for the type
D. The reason is that they embed the irreducible component of the Springer
fiber into a larger variety, which does not live in the flag variety of the ambient
group but in its product with a Lagrangian space (see their Proposition 3.18).
They thus deal with a Xn different from ours, which allows them to obtain a
formula analogous to (35) without any additional assumption on the pullback
sheaf like hypothesis (iv)′ of Theorem 3.1 (see their Lemma 4.7). The problem
is that the embedding they present does not exist in general as an algebraic
morphism, so they cannot carry out their argument and even ensure normality.
Let us present a counterexample in the context of their article.
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Context. — Let V be a 2n-dimensional k-vector space, and SO(ω) be the
group of unimodular linear operators preserving a symmetric nondegenerate
bilinear form ω. Let N ∈ g be a nilpotent antiadjoint endomorphism. Let ZN
be the stabilizer of N in SO(ω):

ZN :=
{
g ∈ SO(ω)

∣∣ gNg−1 = N
}
.

If 2r = dim ImN , there exists a basis (fi) of V such that:

ImN = 〈f1, . . . , f2r〉
KerN = 〈f1, . . . , f2n−2r〉

N(f2n−2r+i) = fi, ∀i ∈ { 1, . . . , r }
N(f2n−2r+i) = −fi, ∀i ∈ { r + 1, . . . , 2r }

ω(fi, fj) = δi,2n−j+1, ∀i, j ∈ { 1, . . . , 2n }

Now let OF be the variety of orthogonal flags defined by:

OF :=
{
V1⊂ . . .⊂Vn−1⊂Vn+1⊂ . . .⊂V2n−1

∣∣ V2n−i = V ⊥i , dimVi = i ∀i
}
,

and OFN be the closed subvariety of N -stable flags, i.e., the Springer fiber
over N :

OFN := { V• ∈ OF | N(Vi) ⊂ Vi ∀i } .

We can endow the vector space ImN with a skew-symmetric nondegenerate
bilinear form α satisfying:

α(u,N(v)) = ω(u,N(v)) ∀u ∈ ImN, v ∈ V.

Let then L be the variety of Lagrangian subspaces of ImN for α:

L := {W ⊂ ImN |W is totally α-isotropic }

If (f ′i) is any basis of V such that ω(f ′i , f ′j) = 0 for i + j 6= 2n + 1, we will
denote by F (f ′1, . . . , f ′2n) the flag in OF such that, for all i,

F (f ′1, . . . , f ′2n)i := 〈f ′1, . . . , f ′i〉,

and merely by F• the flag F (f1, . . . , f2n). We consider the application φ defined
as follows:

φ : OFN → L, V• 7→
n−1∑
i=1

Vi ∩N(V ⊥i )

According to [31, Remark 3.13], φ is well defined. It is clear that ZN acts on
OF and L and that φ is ZN -equivariant.
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Non-continuity. — Now, if the embedding of the authors exists as an algebraic
morphism, then φ must exist as well. But we will show that φ is not continuous
in the case n = 2r = 4.

Let w and s be the operators in SO(ω) that correspond respectively to
the permutation 15263748 and 132457688 of (fi), and let {U(t) } be the one-
parameter subgroup of ZN acting on (fi) with the matrix

U(t) :=



1
1

1 0 t 0
1 0 −t

1 0
1

1
1


.

We can check that for all t 6= 0,

U(t)wF• = F (f1, tf3 + f5, f2,−tf4 + f6, f3, f7, f4, f8)
= F (f1, f3 + 1/tf5, f2, f4 − 1/tf6, f3, f7, f4, f8)

and

sF• = F (f1, f3, f2, f4, f5, f7, f6, f8),

and we see that

lim
t→∞

U(t)wF• = sF•.

But wF• is N -stable and

φ(wF•) = 〈f1, f2〉.

We have also

φ(U(t)wF•) = U(t)〈f1, f2〉 = 〈f1, f2〉

and

φ(sF•) = s〈f1, f2〉 = 〈f1, f3〉.

Hence,

lim
t→∞

φ(U(t)wF•) = 〈f1, f2〉 6= 〈f1, f3〉 = φ( lim
t→∞

U(t)wF•).

8. Let T be the maximal torus of SO(ω) related to (fi), εi be the characters on T defined
by t 7→ f∗

i (t(fi)) andW be the Weyl group attached to T . Let s2 and s4 inW be, respectively,
the reflections associated to the roots ε2− ε3 and ε3 + ε4. Then, w and s can be, respectively,
seen as representatives of the Weyl group elements s4s2 and s2.
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6.3. Some additional comments. — In our context, the Lagrangian space of
Perrin and Smirnov corresponds exactly to H/PH , where PH is the parabolic
subgroup of H containing BH , and characterized by the (r/2)th simple root
(ε′r/2 − ε′r/2+1) according to Section 4). The problem of embedding then
amounts to the existence of an algebraic morphism ψ from G/B to H/PH
making the following diagram commutative

H ×BH B · wB

q

��

k // H/BH� _

��
G/B

ψ // H/PH .

Let us remark that the line bundle LH(ρG|TH − 2ρH) on H/BH is the pullback
of an equivariant line bundle on H/PH so that such a diagram would guarantee
that we satisfy the hypothesis (iv)′ of Theorem 3.1. Therefore, the embedding
problem seems to be crucial for obtaining rational resolutions and the Cohen–
Macaulay property, in Perrin and Smirnov’s argument, as well as in ours. While
the previous counterexample does not rigorously forbid the existence of ψ, it
does indicate that another approach might be necessary if we want to prove
these two additional results.
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