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ON THE TWO-DIMENSIONAL SUBSET SUM PROBLEM 

by 

Alain Piagne 

Abstract. — We consider a system of two linear boolean equations. Using methods 
from analytic number theory, we obtain sufficient conditions ensuring the solvability 
of the system. This completes Freiman's work on the subject. 

1. Introduction 

In this paper, we are interested in considering the system of two linear equations 

(i) aixi + •.. + amxrn = 6, 

where on = (a^i, a^ ) and b = (61,62) are in Z 2 and the a '̂s, the unknowns, restricted 
to be either 0 or 1: that is, we are only interested in the boolean system induced by (1). 
Our intention is to give sufficient conditions for the set of coefficients A = {a\,..., a m } 
and b to ensure the solvability of (1). Probabilistic considerations show that, if the a^s 
are "well distributed" and if their number is large enough, we should have solutions 
for all b in the neighbourhood of YllLi ai/% and, more precisely, that the distribution 
of the number of solutions must be Gaussian: in fact, we are expecting a central limit 
theorem. So that here we investigate conditions ensuring a "good" distribution and 
then deduce the general case, that is, we describe the structure of A*, the set of all 
sums a\X\ + • • • + a-mXm with boolean unknowns. 

The corresponding one-dimensional problem has been much studied in the past 
recent years from this point of view (see for example [F80, AF88, EF90, F93] and 
[C91b] for a complete bibliography). It has been shown that A* is a collection of 
arithmetical progressions with the same difference. Each of these papers uses methods 
coming from analytic number theory, in the vein introduced in the 80's by Freiman 
(in the first quoted paper), essentially the principle of the circle method. 
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376 A. PLAGNE 

Freiman began to generalize these results in two dimensions [F96] but some details 
remained obscure (computations on page 143 for example). A little later, Chaimovich 
[C91a] tried to generalize this in higher dimensions but some algorithmical problems 
arose in these cases (see, for example, our counterexample in section 2.3 to the exten­
sion of Proposition 4 stated in [C91a]). Our goal here is to make clear the situation. 
We complete, correct and improve in some places Freiman's [F96]. In addition, the 
results given here are in an explicit form, because of the opportunity they offer to 
design algorithms. However the constants for which we prove the theorems are still 
far from being the best one could expect. 

For the sake of completeness, the present paper is self-contained except for very 
classical tools (as, for example, Farey dissection) for which we refer as usual to [HW]. 

In this paper we shall use the following notation: if u is in M2, we denote by u\ 
and ii2 its coordinates with respect to the canonical basis (ei, e 2) and by O the origin 
point. The e function is, as usual, defined by e(t) = exp(2wit). For a real t, will 
denote the distance between t and Z and [t] its integer part. The usual Euclidean 
scalar product is denoted simply with a point and the Lebesgue measure is denoted 
by ¡1. Finally, the volume of a fundamental parallelogram of any lattice T is denoted 
Vol T. 

When k,l > 1 (in order to deal with really two-dimensional problems), we denote 
Pkti the integer rectangle 

PM = ([-M)x[-I,I])nZ2 

and v its "volume", v = (2k + 1)(2Z 4-1), that is, the number of integer points of Pkj. 
In the sequel, A will denote a set of m = \A\ different integer points, A = { a i , . . . , a m } 
and J(b) the number of solutions of (1). We write M = Ei=1 ai/2 and 

V = V? Via 
Vi 2 Vi 

where we have put Vl2 = 
m 
'7=1 ÛJ,1ÛJ,2 and Vi m 

j=1 
aj,i for i = 1,2. 

We denote by qy the quadratic form naturally associated to this matrix qv{%) = 
m 
j=1 [CLJ.X)2 (x e Mr) and by qy-i that one associated to V that is qv-i(x) = 
l 

det V 
m 
j=1 

det2(%*, x). Finally, we define the constants 

Jfei = 25, k2 = 6, k4 = 189912, 

kb = lOOJki = 2500 fc6 = lOOfe - 600, 

k% = max(10fce, k§) 6000, kg 9 
20 

and ks = kj being any constant < 1/2. 
Our aim is to prove the following three Theorems: 

Theorem 1. Let A C Pilyt2 and v = (2/x + l)(2/ 2 + 1). Assume 

(2) |^4|>iki^ 2 / 3log 1 / 3v 

and that for each integer lattice T different from 1? we have 

(3) A\Af)T\ > k2v
2/3log1/3v, 
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ON THE TWO-DIMENSIONAL SUBSET SUM PROBLEM 377 

then we have the following asymptotic equivalent (when v —> -hoo) 

(4) J(6) ~ 
2m+1 

TïVdet V 
e x p { - 2 g Y - I ( M - ò ) } , 

provided that qy-i (M — b) < ks log log v — 4. 

Notice first that the density hypothesis (2) implies 

v 
logv 

ks 

that implies 

(5) V > &4. 

The previous Theorem is slightly better than Freiman's Theorem 1 of [F96], the 
main difference being that the size of domain of validity of (4) is increased by a factor 
log log v tending to infinity with v. This result is the heart of this work, but this is 
not entirely satisfying because dealing only with rectangle cases. That is why it is 
generalized in the following form. 

Theorem 2. — Let C be a compact convex set in E 2 containing O, E be its integer 
points, and A be a subset of E. Assume 

\A\ > fc 5 | £ | 2 / 3 log 1 / 3 | £ | 

and that for each integer lattice T different from 1?, we have 

(6) \A\ Af)T\ k6\E\2/3Jog1'3 \E\, 

then we have the following asymptotic equivalent (when \E\ —> +00) 

J(6)~ 
2»n+i 

TïVdet V 
exp{-2gY-I(M-6)}, 

provided that qv-i (M — b) < k7 log log \E\ — 4. 

Once again, it is not completely satisfying because it deals only with "good" cases: 
those where the elements of A are "well distributed". The conclusion of this paper 
will be the following general result. 

Theorem 3. — Let C be a compact convex set in E 2 containing O, E be its integer 
points, and A be a subset of E. Assume \A\ > ^gl^l 2^ 3 log 1^ 3 | ^ | and that for each 
line D such that O E D, one has 

(7) \Af)D\< k9\A\. 

Then there exists a lattice An such that, if A' stands for A \ A D An, one has \A'\ < 
\A fi An I and 

A'* + (Aor\F) C A*. 

where F = {x e 1?,qw-i{M' -x) < k7 loglog(|A|/2) - 4 } and W(x) 
<a£A' (a.x)2, 

M' = <a€A' a/2. 
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378 A. PLAGNE 

This is a structural theorem because it describes how the set A* is made, at least 
locally. It is a powerful result in order to design algorithms, as it has already been 
done in the one-dimensional case (see for example [CFG89]). 

We notice that hypothesis (7) is in fact not very restrictive: it ensures that our set 
A is an essentially two-dimensional set. If that condition is not fulfilled, we have the 
possibility to treat our problem as a one-dimensional one, by forgetting some points 
and this is even much simpler. 

Acknowledgments. — Many thanks go to G.A. Freiman for his kind help during the 
preparation of this paper. I would like also to thank J.-M. Deshouillers for his advice. 

2. Preliminary lemmas 

We begin this section by quoting some inequalities (whose validity can easily be 
seen by using, for instance, some Taylor-Lagrange's inequalities). For any real *, if 
0 < 1*1 < 1/2, we have 

(8) |1 + e(t)\ < 2exp(-7r 2t 2/2), 

and if |*| < TT/2, 

(9) 0 < 1 - exp(*2/2) cos* < (2*/?r)4. 

Finally, for reals (ei)i<i<n between 0 and 1, we have, with a trivial induction argu­
ment, 

(10) 
n 

i=l 
( ! - € , ) > ! -

n 

¿=1 
Ei 

Now we present several propositions that we shall need in the sequel. 

2.1. Arithmetical lemmas. — Here, we give two results concerning the number 
of solutions of a Diophantine inequality. 

Lemma 1. — Let a,6,e be real numbers and fc,n be integers such that 0 < \a\k < 1 
and e < (1 — fc|a|)/2. Then we have 

\{x e N,n < x < n + k : \\ax + 6|| < e}\ < 1 4- [2e/|a|]. 

Proof. — Without loss of generality we may assume a > 0 and write us = as + b. This 
is a strictly increasing sequence. Let s± be the smallest integer, with n < s\ < n + fc, 
such that ||Usi||< e (if si does not exist, then the cardinality studied is zero); we 
thus have \uSl — e| < e for some integer e. Let s2 be the largest integer satisfying 
1^*2 ~ e l ^ e- We claim that s2 < t < n + k implies \\ut\\ > e; indeed \ut — e\ > e is 
clear by definition of s2 and 

ut — uSl + (* — s\)a < uSl + t e < e + e + k < e + l - e . 

Since s2 — si = (uS2 — uSl )/a < 2e/a, we get, for the cardinality studied, the desired 
upper bound. 

ASTÉRISQUE 258 



ON THE TWO-DIMENSIONAL SUBSET SUM PROBLEM 379 

Now, we prove a result due to Freiman. We write here a complete proof, in view 
of the lack of details in Freiman's paper [F96]. 

Proposition!. — Let n, k, P be integers, 0 < P < k and a, 6 be two reals. Assume 
a = p/q -h z with (p, q) = 1, q < P, \ j2qk < \z\ < 1/qP. We have 

\{x € N,n < x < n + k : ||ax + 6|| < P _ 1 } | : mkP'1 4- 1). 

Proof. — By just changing the value of 6, the problem reduces to the case where 
n = 0. For P < 12, the result is clear, so we assume from now on P > 12 and without 
loss of generality z > 0. The solutions of \\ax 4- b\\ < P~l are clearly in bijection 
with those of the following problem, that we shall denote (P), consisting in finding 
(x, XQ, t) e { 0 , . . . , k} x { 0 , . . . , q - 1} x Z satisfying 

px = XQ mod q, 
x0 

Q 
z x + 6 — t <P-K 

One can easily bound from above the cardinality, J, of the set of solutions of (P) as 
follows 

J ^ \{xo I E(x,t) (x,xo,t) solution of (P)}| 

x max|{^ I BxJx.xn.t) solution of (P)}| x maxi {a; I (X.XQA) solution of (P)}|. 
Xq Xn,t 

Now, write \xo/q + zx 4- b — t\ < P 1 in the following form 

( h ) -qP-1 zxq — bq + tq < XQ < qP'1 — zxq — bq + tq. 

It implies, because x > 0, that XQ belongs to \-qP~1 - zxq -bq + tq, qP~x - bq + tq], 
But t is an integer, 0 < x < k and #o stays in {0, — 1}, so XQ belongs to 
\-qP~~1 - zkq - bq.qP-1 - bq] mod g, which has length 2gP + zkq, this yields 

| { x 0 | 3 ( x , t ) , (x,xo,t) solution of (P)}| < infCpgP"1 + zkq] + l,q) < mî([zkq] 4- 3,q). 

Now, the value of XQ being given, equation (11) can be rewritten 

-P"" 1 4- x0/q + zx + b <t < P™"1 +x0/q + zx + 6, 

and, as 0 < x < k, one has 

- P " 1 4 x0/q + b<t< P " 1 4 x0/q + zk 4- 6, 

thus t belongs to an interval of length 2P 1 4- zk, which implies 

max |{£|3x, ( x , xn, t) solution of 
Xq 

( P ) } | < [ 2 P - 1 + 2 A ; ] + 1. 

In the same vein, we can get 

(12) max 
X(\.t 

{x|(x,xo 5£) solution of (P)}|<[2/gFz] + l. 

Indeed, Xo and t being given, we have 

( - P " 1 - x0q - 6 + t)/z < x < ( P - 1 -x0q-b + t)/z, 
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380 A. PLAGNE 

so the ar's which are possible solutions are consecutive integers in an interval of length 
2/Pz. The condition px = xo mod q implies moreover that on a complete set of 
residues modulo q only one x can be solution. This proves (12). 

We have finally, and in any case, 

(13) J <m£([\z\kq] + 3,q)< {[2P-1 + \z\k] + l)([2/qP\z\] + 1). 

At this point, we have to distinguish two cases. 
If (1 + 2P~1)/2k < \z\ < 1/qP, equation (13) gives 

J < q(2P-1 + 1 + \z\k)(l + 2/\z\qP), 

but, in view of the hypothesis, this is < q(3\z\k)(3/\z\qP) = §kP~l. 
Now, if \z\ < (1 + 2P~1)/2k one has 2P~l + \z\k < 2P-1 + (1 + 2P- 1)/2 = 

1/2 + 3P- 1 < 1, because P > 12, thus (13) implies 

(14) J<([\z\kq] + 3)([2/qP\z\] + l). 

There are now three sub-cases according to the position of \z\kq. 
If \z\kq > 3/2, (14) leads to 

J < (3+\z\kq)(l + 2/qP\z\) 

< (3\z\q)(3/qP\z\)=9kP-1, 

because one has, in every case 1 < l/qP\z\. 
If now 1 < \z\kq < 3/2, equation (14) yields 

J < ([3/2] + 3)(l + 2/gP|z|) 
< 4(1 + 2kP~1) < 12UP-1 + 3, 

because kP 1 > 1. 
Finally, if 1/2 < \z\kq < 1, in virtue of (14), 

J < ([\z\kq]+3)(l + 2/qP\z\) 

< 3(1 + AkP'1) < \2kP~1 + 3. 

This concludes the proof of Proposition 1. 

2.2. A two-dimensional 46reverse-Cauchy-Schwarz" inequality. — This sec­
tion is devoted to the proof of an inequality used in [F96] without explanation. Our 
aim is to find a good lower bound for the ratio 

(15) 
rn 

3 = 1 
{aj.af 

2 
m 

3=1 

(aj.a)4 

which is naturally > 1 and < rn (by the Cauchy-Schwarz inequality). We would like 
to "reverse" the Cauchy-Schwarz inequality, that is to find, for (15), a better lower 
bound than 1 (a power of m or logm for example). This is generally not possible, 
but here the a/s have special properties which allow to get the desired result. 
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ON THE TWO-DIMENSIONAL SUBSET SUM PROBLEM 381 

Let us consider the one-dimensional corresponding problem. Since a4 can be fac-
torized, the problem becomes to minimize 

(i6) 
m 

3 = 1 

a2 

2 m 

3=1 

aij 

for distinct integers a/s satisfying 1 < a3- < I. It is easily seen that this ratio is 

m 
3=1 

a2j 
2 

l2 m 
3=1 

a2j 

m 
'3=1 «5 

P 

m 
'3=1 

j2 

P 
m3 

M2 

which is better than O(l) as soon as I2/3 = o(m). 
This can be guessed in another way: if one tries to choose the a^s such that (16) is 

near to 1, a natural idea (see below) is to take a3 — j for 1 < j < m — 1 and a m = I. 
This choice yields 

m 

3=1 

a) 

2 
m 

3=1 

aij m 6 + i 4 

m 5 + 1 4 1 

and this won't be 0(1) as soon as I4 = o(m 6), that is to say I213 = o(m). 
In dimension 2, the situation is not so clear but we will show that an analogous 

phenomenon happens. We begin by proving a preliminary lemma, which corresponds 
to a generalized one-dimensional case, for which we present two proofs: the first one 
will be direct while the second one corresponds to what we called the "natural idea" 
above. Although this second approach is much more intricate, we believe that the 
method could be efficient in some other contexts where the first one would not work. 

The notation 

{4 e i ) , . . . , a ( f»>} 

is for the multi-set (that is the set "with repetition") composed with e\ times ai, e2 

times a2, and so on. 

Lemma 2. Let r, s be integers > I, A C E { l ( r ) , . . . , s ^ ) } Assume that 

(17) |^.| > c|£7j2/3 log 1 / 3 |£7| 

for some constant c, then we have, for kio = 1/10, 

(18) 
aEA 

a2 

2 

> k10c
3 log \E\ 

aEA 
a4 

First proof of Lemma 2. — We use the fact that 

(19) F(A) 
aEA 

a2 

2 

.aEA 

a4 

a£A 

a2 s2. 
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382 A. PLAGNE 

Now, suppose first that \A\ > \/ÏÔr, then 

F(A) 
r ( l 2 + 2 2 + • • • + [\A\/rf) 

s2 

r 
3s2 

A 

r 

3 

which can be bounded from below by 

r 

3s 2 

\A\ 

r 
- 1 

, 3 1 
3 

1 -
1 

v/ÏÔ 

3 A\3 

r2s2 

\A\3 

1 0 r 2 s 2 

Since rs = \E\, we get the lower bound io logici. 
Suppose now \A\ < V î̂Ôr, then 

V10r \A\ >c(rs)2'3 l og 1 / 3 \E\, 

which furnishes 
r 
i2" 

c 3 

10\/ÏÔ 
logici. 

But (19) implies 

F(A) 
A 

s2 c 
r 
i 2 

2/3 
iog 1 / 3 |£ | 

and thus 

F(A) 
c3 logici 

10 

Now, we present the second method for obtaining a proof of Lemma 2 (in fact, the 
proof given here does not yield the same value for kio but we did not try to optimize 
it). It begins with some definitions and a lemma. 

Let E be a multi-set. If A is a sub-multi-set of E, a an element of A and b an 
element of E \ A, we denote by 

Aa(b) = (A\{a})U{b}, 

the set obtained by replacing a by 6 in A. 
Suppose E is a multi-set of reals and T a sub-family of the family of all sub-multi­

sets of JEJ. If A is a sub-multi-set of E belonging to T and a an element of A, we say 
that A is a-minimal relatively to T if for any b in E \ A such that b < a, one has 

^a(&)0^C F 

In the same way, we define A to be a-maximal relatively to T if for any b in E \ A 
such that b > a, one has 

^a(&)0^C F 
and A is said to be a-extremal relatively to T if it is a-minimal or a-maximal relatively 
to T. Finally, we say that A is jF-extremal if for any a in A, A is a-extremal. This 
can be restated in the following way: A is .F-extremal if for any a £ A and 6, c G E\A 
such that b < a < c then at least one of the sets Aa(b),Aa(c) is not in T. For example, 
if E is finite and T = V(E), the .F-extrernal sub-multi-sets are those in which the 
elements are accumulated on the extremities, with no "hole". 
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Lemma 3. — Let t be any real, E be a finite multi-set of positive reals and T be any 
sub-family of the family of all sub-multi-sets of E. Assume the sub-multi-set B of E 
minimizes, on T, the function D defined, for any A £ J7, by the formula 

D(A) = 

,a€A 

a2 

2 
- t 

aeA 

a4 

then B is ? -extremal. 

Proof. — As E is finite, there is a minimum (on the sets belonging to T) for D: so B 
always exists. Assume that B is not "̂-extremal: it contains an element (3 such that 
there exists a, 7 not in B and such that 0 < a < /3 < 7 holds. Denoting simply B(a) 
and 5(7) the sets obtained by replacing (i in B, respectively by a and 7, it follows, 
by hypothesis, that B(a) and #(7) belong to T. As B is minimal for D on J7, one 
has 

D{B{a)) — D(B) > 0 and D(B(j)) - D{B) > 0. 

Denoting S the sum of squares of B \ {/?}, this can be rewritten, 

(20) (5 + a 2 ) 2 - (S + ß2)2 - t(a4 - ß4) > 0, 

(21) (5 + 7

2 ) 2 - (S + ß2)2 - t(7 4 - ßA) > 0. 

Introduce now the following notations: 

X = a 4, Y = ß4, Z = i 4 , 

and 
F(u) = (S + u1i2)2. 

We have 
F"(u) = -5 /2u 3 / 2 , 

which is strictly negative: therefore F is strictly concave. But equations (20) and 
(21) show 

F(Y) - F{X) 

Y-X 
< t < 

F(Z) - F(Y) 

Z-Y 
and that is not possible for a strictly concave function in view of X < Y < Z. 

Second proof of Lemma 2. — Let T be the set of all sub-multi-sets of E satisfying 
(17). Assume that (18) is proven for every ^-extremal set, then by Lemma 3, (18) is 
proven for every sub-multi-set of E belonging to T and we are done. Thus we only 
have to check that (18) holds for ^-extremal sets. That is what we do now, after 
having noticed that conditions (17) and \E\ > \A\ imply 

|A| > c 3 l o g | £ | . 

Thus it is enough to get a lower bound with &io|̂ 4| ХаеА О 4 in the right-hand side 
of equation (18). 

As above, we define the ratio 

F{A) = 
aeA 

a2 

2 

a£A 

a4. 
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384 A. PLAGNE 

We have to investigate the cases where A is of the following form 

A = {Vr\ , (a - l)(r>, a<*->, (s -b)(xb),(s- b + l)< r>,..., 

with a > 1, 0 < xaixb < r, 6 being possibly zero. We have (using elementary tools) 

F(A) = (r(l2 + • • • + (a - l) 2) + x aa
2 + xb(s - b)2 + r(s2 + • • • + (s - b + l) 2 )) 2 

(r(l4 + • • • + (a - l) 4) + xaa
4 + xb(s - b)4 + r(s4 + • • • + (s - b + l) 4)) 

(22) > 
(r(o - l) 3 /3 + xaa

2 + xb(s - b)2 + rfes2/3)2 

r(a - l ) 5 + xaa
4 + xb(s- b)4 + rbs4 

Furthermore, the cardinality \A\ verifies: 

(23) \A\ = ria + b - 1) + xa + xb. 

Consider now the following sub-cases. 

(1) If a = 1, equation (22) shows that 

(24) F(A)> 
(xa+xb(s -b)2 + rbs2/3)2 

xa + xb{s - 6) 4 +rbs4 

(la) If b = 0 then equation (24) produces 

F(A)> 
(XA + XBS

2)2 

Xq, XBS^ 

(lai) If xa > XfcS4, we get 

2F(A) > x a 

x2s4 

Xa, 
> xa 

xab 

Xd 
> SUp(xa,Xb) > 

|A| 

2 
because of (23). Thus F (A) > \A\/4. 

(Ia2) If xa < xbs
4, we get 

F(A) > 
x2

a + xjs4 

2x6 s
4 

xb/2 

x2

axls4 

xfs8 

Xq, 
s 2 ' 

the second lower bound following from the arithmetico-geometric inequality. 
If xb > \A\/2, one has F(A) > \A\/4. Otherwise, as in (lal), equation (23) implies 

\A\ = xa + xb < 2r. Using (17), we have 

2r > \A\ > c\E\2^ l og 1 / 3 \E\ > c(sr)2/s l og 1 / 3 \E\, 

from which we deduce 8r > c3s2 log \E\. Now, writing s 2 as ( s 2 s ) 2 / 3 , we get 

s 2 < 
Srs 

ĉ log J5 . 

2/3 

4 |£; |2/3 

c2 log 2 / 3 |£| 
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Finally, we have (as xa > \A\/2) 

F(A)> 
|A| 

2 

c 2log 2 / 3 \E\ 

4\E\V3 

c3 

8 
log|^|. 

(lb) Now, b > 1. Equation (24) gives 

F(A) > 
(ròs 2/3) 2 

Xa + r(b+ l)s 4 

(ròs 2/3) 2 

r(l + (6+l)s 4 ) 
6 

9(6 + 2) 
rb > 

rb 

27 

in the same manner as above. Once again, using (23), we deduce \A\ < r(b + 2) < 3rb. 
Finally, in this case we have FÍA) > L-ll/81. 
(2) If a > 2, we have 

(25) F(A)> 
(r(o - l) 3 /3 + xb(s - b)2 + rbs2/3)2 

ra5 + Xb(s — 6)4 + rbs4 

(2a) If b = 0, we get 

(26) F (A) > 
(r /3) 2 (a- l ) 6 +x2s4 

ra5 + XftS4 

(2al) If ra5 > XbS4 then equation (26) implies 

F(A)> 
(r /3 ) 2 (a - l ) 6 

2ra5 

(a - l)r 

18 
^a-1 

a 

5 (a - l)r 

576 

But (23) implies 3(a - l)r > \A\, so that finally F (A) > |A|/1728. 
(2a2) If ra5 < XbS4 then equation (26) yields 

F(A)> 
( r ( a - l ) 3 / 3 ) 2 + x ^ 4 

2xbs
4 

Applying once again the arithmetico-geometric inequality, we deduce F (A) > r(a — 
l ) 3 /3s 2 . As 3r(a — 1) > |A| using condition (17) we deduce the lower bound 

(3(o - l ) r ) 3 > |A| 3 > (c(r^) 2 / 3 log 1 / 3 |£J|)3 = c3(rs)2 log 

thus 
r (o - l ) 3 / S

2 >( C

3 l og |^ | ) / 27 

Finally, we have in this case F (A) > (c3 log |£7|)/81. 
(2b) If b > 1, we have 

(27) F(A) 
Ma- l) 3 /3 + r&s2/3)2 

ra5 + r(6 + l)s 4 

((a- l) 3 /3 + 6s2/3)2r 
a5 + (6 + l)s 4 

(2bl) If a > b, the cardinality equation (23) shows that \ A\ < r(2a +1) < 5(a — l)r. 

(2bll) If a5 > (b + l)s4, we have successively 

F (A) > 
ria - l ) 6 / 9 

2a5 

(a - l)r 

18 
a - 1 

a 

5 (a - l)r 

576 

|A| 

2880' 
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(2bl2) If a5 <(b + l)s4, we have 

F (A) > r 
( a - l ) 6 / 9 + 6 V / 9 

2(6 + l)s 4 

and after applying the arithmetico-geometric inequality 

F(A) > 
b 

9(6 + 1) 
r(a-l)3 

s2 

r(a - l ) 3 

18s2 

Now, proceeding as in (2a2), we get that (\A\ < r(2a-l) + 2r < r(2a+l) < 5r(a-l)) 

r (a- l ) 3 / s 2 > (c3log|£|)/125, 

and finally F(A) > (c3 log |£|)/2250. 
(2b2) If a < b, using (27), we get 

F(A) > rò 2s 4/(9{(è+l)s 4 + o 5}) 
> rb2/18(b+ 1) > rb/36. 

Once again (23) yields 3rb > \A\, whence F(A) > |vl|/108. 
This completes this proof of Lemma 2. 

Before going a step further, it is interesting to notice that hypothesis (3) implies 
trivially the following: 

(28) For each line D containing 0, \A\AnD\ М 2 / 3 log 1 / 3 t ; , 

since PflZ 2 can be completed in some integral lattice different from 1?. 
We are now able to deduce the following 

Proposition 2. — If A C Pu io satisfies \A\ > Jfcn;2/3log1 /3t; and hypothesis (3), then, 
for every a G M , we have (recall v = (2Ji+l)(2!2 + l); 

aEA 
(a.a)2 

2 
> k11 

.aeA 
(a.a)4 logv, 

where 
*ii = 1.12 HT 3. 

as a consequence of 

Proposition 3. — If A C Pilti2 satisfies \A\ > JM 2 / 3 log 1 / 3 t ; and hypothesis (28), 
then, for every a G M , we have 

aEA 
(a.a)2 

2 

> Am 
aeA 

(a.a)4 logv. 

Proof — Let us first notice some facts. The formula is homogeneous and continuous 
with respect to a and symmetrical (as Pilyi2 is). Thus it suffices to prove it for every 
a = (p, q) with p, q positive integers sufficiently large and gcd(p, q) = 1 (during this 
proof h and ¿2 are assumed to be fixed). Indeed the fractions q/p subject to these 
conditions are dense in E + . 
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In all this proof, we write N = pl\ + ql2 and assume, with no loss of generality, 
that 

(29) ql2 >ph, 

and 

(30) P > 2/ 2 + 1, 
(31) q > 2h + 1. 

Then 

S = {\aj.a\,aj € A} C {OW, 1<2> ,Ar ( 2 >}c{0< 2 \ l ( 2 \ . . . , iV- ( 2 >}; 

indeed x.a = t € Z is the equation of a line which can have at most one point in Pilti2 

because if 
px\ 4- qx2 = t, 
pyi + QV2 = t, 

then q\yi — x\. This implies X\ — y\ as a consequence of |rci|, \y\\ <l\ < q/2 and 
then x2 =2/2-

We now examine the value of \n.a\ when n € Piui2- Take first u,v E Z by Bezout 
Theorem such that pu + qv = 1. If n.a = t, then there exists an integer e such that 

n = t(u,v) + e(g, —p). 

So, n € A implies that |£w + eg| < h for some integer e, that is to say 

(32) u 
t-

h 

2l 
We now distinguish two cases. 

First case. — We assume that (2l2 + 1 ) 2 > 2Zi +1 or that q/p < 2v1/3/3. In the case 
where (2l2 + l ) 2 > 2lx + 1, we get 

(2h + 1) < (2h + l ) 2 / 3 (2^ 2 + I ) 2 / 3 - v2'3, 

and in the case where q/p < 2v 1 / / 3 /3, we get (using relation (29)) 

(2Ii + 1) < (2Zi + 1 ) 1 / 2 
3q 
2p 

(2i2 +1; 
1/2 

<v2/3. 

Here we have used 2Ji + 1 < 3/i < 3ql2/p 3£ 
2p 

(2/ 2 + 1). 
Let = [q/2] -f 1 and P = [g/2/i] < we approximate u/q by an element a//3 of 

the Farey dissection of order P: 
u a 

q ß 
+Z 

with 
(2k)-1 <q~l <ß\z\ <P~\ 

the lower bound being due to the fact that u/q ^ a//3 because ft < P < q and 
gcd(tx, q) = 1. We can apply Proposition 1 that yields 

-k<t<k 
u 

t-
q 

< P-1 CSiSkP-1 4-1)< 13(2/i + l ) , 
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if q is large enough. Almost similarly (we have to consider separately the cases t > 0 
and t < 0 but we get the upper bound 6(4kP~1 -f 1) and finally the same result), for 
any integer 0 < w < M = [N/k], we infer 

teZ,wk< \t\ <(w + l)k : 
u 

t-
q 

< F - i < 13(2/i + 1); 

thus, by putting bj = \dj.a\/k and 

AW = {j :w <bj <w -+- 1}, 

for w = 0 ,1 , . . . , M, one has \AW\ < 13(2Zi + 1). No^ 

m 

J=l 
[aj.af 

2 

m 

i=i 

(aj.a)4 

m 

j=1 
bj 

2 

m 

j=1 

aij 

M 

w=0 jEAo 

bj 
2 

jeA0 

bj 
M 

w=l jEA-w 

bj 

But, 
jeAo b) < thus 

M 

w=i jeAw 

bj> 
M 

w=l 
Aw > \A\/2 > \Ao\ > 

jeA0 

bj 

because | ^ o | < 13(2/x + 1) < 13t;2/3 < \A\/2 (this is due to the fact that 13 < 

(Jfci/2)log1/3?;for*;>&4) Therefore we obtain 

m 

7 = 1 

[aj.af 
2 

m 

j=1 

(aj,a)4 

M 

j=1 
\Aw\w

2 

2 

2 
M 

w=l 

w + I)4\AW\ 

M 

w=l 
Aw\w 

2 

2 5 

M 

j=1 
w4\AW\ 

F{C) 

2 5 

in the notations of the proof of Lemma 2 with C C E = { l < r ) , . . . ,s^r^} and r = 
13(2ii + 1) and s = M = [iV/fc]. We have (g large), using inequality (29), 

|£| = rs < 13(2/i + l)iV/fc < 52(2/i + l)l2 < 26v, 

\E\ > 13(2/i + l)(N/k - 1) > 13(2/i + l)(3/2/2 - 1) > 2v. 

Thus \E\ > 2k.\ that implies 

\C\ = \A\ - \M > 
A 

2 
K1 

2 
v2/3logi/sv 

k1 

2 
;|£|/26) 2/ 3log 1 / 3(|£|/26) 

k1 

4(26)2/3 
£ | 2 / 3 log 1 / 3 | £ | . 

Consequently, thanks to Lemma 2, we get the lower bound 

F(C) 

2 5 

kwkf 

1384448 
log 1 ^ 1 

kwkf 

1384448 
log v. 
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Second case. — We now consider degenerate cases, namely when 2l\ 4-1 > (2*2 + l ) 2 

and q/p > 2vx/3/3. This corresponds to cases where Pilti2 is "thin" and a "almost 
orthogonal" to Pilti2. It requires a particular treatment. 

We examine the case where 

(33) Q/P < 2/i 

and show that what has been done in the previous lines holds. We put e = h/q and 

k = [q(2l2 + l) 2/ 3/(2«i + 1) 1 / 3 ] > 1, 

for large enough q. By using the Bezout relation, we see that 

u 
t-

Q 
t —v 

P 
t 

pq' 
We obtain 

-k <t <k 
u 

t-
Q 

< e 0<t<2k: tv ku t 
p q pq 

<E 

< 
[2k/p] 

w=0 
wp < t < (w H- l)p tv ku t 

p q pq 
<E 

< 
[2k/p] 

w=0 
wp <t<(w + l)p \tv ku — w 

\\P Q 
<E 

where 
n = e + q x . 

But, as v is invertible modulo p, the number of solutions to tv 
p 

— C < T) in a residue 
class modulo p is < 2rjp + 1. Thus 

(34) -k <t<k u 
t-

Q 
<E < (2izp+l)(l + 2fc/p). 

For q large enough, one has 

k 
P 

g(2*2+i)2/s 

(2l1+l)1/3 
P 

q(2l2 + l ) 2 / 3 

p(2h + 1)1/3 

and this is 

> (2V1'3/3) (2l2 + l ) 2 / 3 

(2h + l)i/3 
2(2/2 + l)/3 > 2. 

Therefore for q large, k/p > 1. Concerning rjp, using the supplementary hypothesis 
(33), we have 

2r]p = 2 'li + l 
Q 

P> 
2hp 
P > 1 , 
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thus (34) leads to 

-k <t <k Q <E < 4r)p(3k/p) = Urjk 

< 12 
h + 1 

Q 

(2l2 + l ) 2 

2̂ 1 + 1 

1/3 
q < Sv2^3. 

As above, we get the same result in the general case: 

wk < \t\ < (w + l)k : 
tu 
q 

<E < 8t; 2 / 3, 

and, with the same notation as before, we have 

|JE7| < 8t; 2/ 3(l + N/k) < Sv2/3(1 + 2v^3) < 24v: 

therefore we can conclude as previously. 

Case a = (0,1). — To complete the result, we first establish it in the case where 
a = (0,1). In this case, we have 

m 

7=1 

(ûu.A)2 

2 

m 

j=1 

(a,a)4 

jEJ 

ai,2 

2 

i€J 

aj,2 

with J = {j : |a i | 2 | # 0} . If Ji = { |a i j 2 | , j € J} C E = ri(4li+2) 4 4 Z l + 2 ) } . 
hypothesis (28) applied to the line Eci implies (since v > \E\) 

\Ji\ > M 2 / 3 log1 / 31; > k2\E\2/3 log 1 / 3 \E\, 

which permits us to apply Lemma 2 with c = k2 and to conclude that the fraction is 

> k10k
3 log\E\ 

kwk3 

2 
log v 

because \E\ = (4/! + 2)l2 > 2v/3. 

Extension of the formula. — Now, we extend the formula by continuity in the neigh­
bourhood of a = (0,1) to fill the gap, namely we have to show that for every 
0 < 0 < l/2Zi, the relation holds for the vector (0,1). But for any a^i, |aj,1O|< 1/2, 
thus if we denote by K the set of j ' s such that aj,2 — 0 and by J its complementary 
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(on which |a J ? 2 | /2 < |aj,1O + cljM < 3|aj,2|/2), we obtain 

F = 

m 

j=1 
(ajtl0 + ajt2)

2 

2 

m 

J=l 
[dj^O + ûj,2)4 

jeK 

n2 tì2 1 
4 

J'€J 

aj,2 

2 

jEK 

aj,1O4 '3' 
2, 

4 

JEJ 

4 
ûi ,2 

> 
SK.2Q4 q2 

ÖJ,2 
81(5k,4Ö4 + 5j, 4) 

£(0 4)/81, 

where Sj,2 = EiGJ°i,2 Sj,2 = EiGJ°i,2 Sj,2 = EiGJ°i,2 SJA = Ytjej ai,2 This 

is a monotonie function g of 0 . Thus 

8 1 F > i n f ( 5 ( 0 ) , f f ( ( l M ) 4 ) ) . 
We just estimated #(0) (cf. Case a = (0,1)), there remains to calculate <?((l/2/i)4), 

0 ( ( l / 2 / i ) 4 ) 
q/2 i Q/2 
°K2 Ĵ,2 

^ , 4 + Ĵ,4 

where Di<:,2 jEK (aifi/2/i)2 S'J,2 = Sj,2,S'K,4 jEK (a i f i /2/ i ) 4 

5j,4 - 5j,4 We 

have now to consider two different cases. 
If S'K,4 > S'j,4 (this implies \K\ > \ J\ and consequently \K\ > |A|/2), then writing 

5((l /2/i) 4 ) 
Q/2 

a Q/2 

o2 

2Ska 

we can apply the result of Lemma 2, since the cardinality of Kf, the set of j ' s in if 
such that aJ?i ^ 0 verifies 

|if I > \K\ - 1 > |il|/3 > 
k1 

3 
,2/3^1/3^ 

and 
{lo, 1 1 , j eK'} {1(3),.......,l1(2) (̂4̂ 2+2) /(4/ 2+2) = E. 

We have 2t;/3 < (4l2 + 2)/i |E| < v thus we obtain 

9 ( ( l / 2 / i ) 4 ) 
A;io(fci/3)3 

2 
log(2w/3) 

k10k31 

100 
log v. 

If S'KA < S'JA then 

0 ( ( l / 2 / i ) 4 ) 
Q/2 

DJ,2 
25S,4 

o2 
DJ,2 
25j,4 

But J| >fc 2 ?; 2 / 3 log 1 / 3 t ; because of hypothesis (28) applied to the line Rci. As above 
{|aj,2|,J E J} CE (1.(4*2+2) ;(4Z2+2) 

61 and 2v/3 < \E\ < v that allows to obtain 
the lower bound 

9 ( ( l / 2 / i ) 4 ) 
K10K2 

2 
log | £ | > 

K10K2 

4 
log^. 
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All this computation show that, in fact, we can take any 

kn < inf kf 
1384448 

^2 
324 

ho 

and ends the proof. 

2.3. Geometrical lemmas . — This section is devoted to the geometrical aspects 
of the problem. We complete Freiman's proof [F96] by studying every cases and 
improve some interesting intermediate results. 

Through all this section we refer to [C] for extra information. 
For C a compact convex body of E 2 , let us denote E its integer points, E = Cf lZ 2 . 

If A is a sub-lattice of Z 2 , we consider here E fl A, which we assume to be two-
dimensional, that is, not included in a line (this implies \E\ > 3) and introduce some 
vocabulary and notation. If A is a line maximizing the cardinality |A fl E fl A|, we 
write A H Z2 = Zei for some e\. Now, A fl E D A = {̂ 4o 4- kaei, 0 < k < n} for some 
point AQ, and a,n positive integers, because of the convexity of C. In the sequel, 
without loss of generality, we assume Ao = O and write A = ncxe\. Next we choose e 2 

completing e\ in a Z2-basis, this is always possible. Now take (3 the unique (in view 
of |a/31 = Vol A, the volume of a fundamental parallelogram of A) positive integer 
and 7 ; in Z such that 

A = aZei + Z(^e 2 + 7'ei). 

Define u = mf{t G Z,/3e2 + te% G E fl A} and e 2 = e 2 4- [u//3]ei. Then (ei,e 2 ) is, as 
well, a Z2-basis and 

A = aZei +Z(/3e 2 + 7 ^ 1 ) , 
for some 7 G Z. By definition of U one can easily see that if f3e2 +tei G E fl A then 
t > (3(u/f3 — [u/fi\) > 0 . This remark will be needed in the sequel. Points of A are of 
the shape (ka + lj)ei + I0e2 with fc, / G Z. We note 

d+ — max {l\(ka + lj)e± + lf3e2 G E fi A for some k} > 0, 

d~ = - min {l\(ka + lj)ei + i/3e2 G J5J fi A for some fc} > 0. 

Changing, if needed, e 2 in —e2, one can assume that 

d = max{d + ,d } = d + , 

and since E fi A is not one-dimensional, d > 1. Clearly 

(35) \E n A| < (d+ + d~ + l)(n + 1) < {2d + l)(n + 1). 

Finally, we note A s the line sei + Mei and define 

cs = \AsnE\, 
c's = |A, n J5n A|. 

First we have to prove some preparatory lemmas. 
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Lemma 4. — With the preceding conditions and notation, we have 

(i) A(n+i)/3 fi E fi A is empty, 

(ii) Ifn > 2: d < n + 3. 

(Hi) Ifn = 1; d < 3 . 

Proof — We first prove (i). Assume that A^^nEnA is not empty. We can find 

P = ( t o T ( n + l)7)ei + (n + l)/3e2, 

a point in that intersection. Performing the Euclidean division of k by n 4-1, we find 
an integer r between 0 and n such that k = (n + l)q 4- r for some integer q. Now, the 
convexity of C shows, on the one hand, that raei belongs to E, because it is located 
between O and nae\ and, on the other hand, that any integer point on the segment 
joining 

P = (n + l)(/?e2 4- (q® 4- 7)ei) + raei 

and raei is in E too; in particular, for each integer s belonging to { 0 , . . . , n 4- 1}, the 
point s(/3e2 4- (qct 4- 7)ei)) 4- raei belongs to E. But now, these points are on a same 
line and their cardinality is n + 2, which is impossible. 

Let us now turn to (ii). Assume n > 2 and that there exists a positive integer j 
such that A ( n + 4 + j ^ n E n A contains some point M. Convexity of C implies that the 
"full" triangle (AOM) is entirely in C. Let us denote L the length of the intersection 
of that triangle and A ( n + 1 ) ^ (which is a segment). Application of Thales's Theorem 
gives 

L 

na\ei\ 
3 + i 

n 4- 4 + j ' 
that is 

l + (3 + j)n 

ra 4- 4 + j 
a|ei|, 

an increasing expression with respect to n and j , which is therefore minimal when 
n = 2 and i = 0. It implies that L > a\ei\. But then A( n + 1 ) / 5 n I£ n A contains at 
least one point and is subsequently not empty, contrarily to (i). Because each point 
of A is on some line A s / j , one has d < n 4- 3. 

Now, let us see (iii): n is 1. If d = 1 or 2, there is nothing to prove. Assume we 
have d > 3 and choose M a point in A^ n E D A. Part (i) of the Lemma shows that 
A2/3 does not intersect En A, and then that the diameter of the intersection A2/# n C 
is less than a|ei|. Whence there exists a unique couple (5, T) of points of A verifying 
the properties 

1. Non-void segment A 2 /? fl C is included in the segment [5, T], 

2. T = S4-aei. 

These points are of the following shape 

S = (ka-h2j)e1 +2ße 2 , 

T = ((fc 4- l)a + 27)ei 4- 2ße2 =S + ae1. 

We now show that k is odd. In fact, if k were even, say = 21, the point 5' = | S = 
(Za + 7)ei 4-/?e2 would be in A. Moreover, ae\ and 5 ; form a basis of A. But the 'full" 
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triangle (OAM) is contained in C, which forces the point M to be in the open strip 
(if not so, S or T would be in C) between the lines (OS) and (AT). Its coordinates 
are then of the form: 

M = xS + yaeu 

with x > 1 and 0 < y < 1. The point M can not belong to A, its coordinates not 
being entire (in the basis (aei,5')). A contradiction. 

The integer k is consequently odd, say = 21 + 1. If T' = | T , as before, we get that 
T' and ae\ generate A. Writing 

M = xS + yaei, 

with x > 1 and 0 < 1/ < 1, we get M = 2xT' + (y — x)ae\. But, because M is in 
A, 2x and y — x are integers. The only possibility is y = 1/2 and x = 1/2 + u with 
w G Z. Looking at the coordinate on e2l we get d = 1 + 2?x. But now, the convexity 
of C forces the integer points belonging to the line joining the middle of the segment 
[O, A] to M to belong to E, in particular T". As M = T" + tt(2T' - aei) and since 
there is no line containing more than 2 points of E fi A, one has u < 1 i.e. d < 3. • 

Lemma 5. — Let i,j, k be integers and t a real, 0 < t < 1, such that k — ti + (1 — t)j. 
Then the following holds 

(i) if Ai nC.AjCìC^ 0 , then one has cu > tei + (1 — t)cj — 2, 

(a) ifA0ir\C,A0jr\C^2f, then one has c'0k > tc'0i + (1 - t)c'0j - 2, 

(in) cbK < 1 Cf3k - 1 
a 

Proof. — Because of convexity, A* D C,Aj fl C and A& n C are non-empty segments. 
If li,lj and Zfc denote their respective length, one has, once again by convexity, tU + 
(1 — t)lj < Ik, but one has U — \e\\ < Ci\e\\ < U + \e\\ (and the same for j and ^ ) , so 
we get 

t(a - l) + (l - t)(cj - l) < ck + 1, 

that is the first inequality. 
The second one is similar (that is just a question of scale). And the third one is 

the consequence of an easy counting argument. 

Lemma 6. — One has 

d< 
2 

\JOL 
l i ? ! 1 / 2 + 3-

4 

3a 

Proof. — We first notice that, because of \E\ > 3, the formula is easily verified in the 
following cases: a = 1 and d < 6, a = 2 or 3 and d < 4 and a > 4 and d < 3 and 
that except in those cases, which from now on we do not consider anylonger, one has 
a(d — 3) — 3 > 1. This remark is useful to make easier the forthcoming estimations. 
If d > 4, one can write 

\E\> 
(3d 

k=0 
Ck > C0 + 

Wd/2] 

k=l 
( c o / 2 - 2 ) , 
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because of (i) in Lemma 5. This way, we obtain the lower bound 

\E\ > co + (co/2 - 2)[ßd/2] > na + 1 + [ßd/2](na - 3)/2, 

with the inequality cq = |Ao fl E\ > na + 1; it implies, by virtue of Lemma 4, (ii), 
that 

\E\ > a(d - 3) + 1 + [ßd/2] 
a(d - 3) - 3 

2 

But the preliminary remark of this Lemma ensures that the last fraction is positive. 
Since /3 > 1, we get the lower bound for \E\: 

\E\ >a(d-3) + l + d-1 
2 

'a(d-3)-3' 
2 

which can be rewritten as follows: 

4\E\ >ad2-3d+7- 9a. 

It is easy to see that it implies 

d < 3 
2a 

4\E\ 
a 

f 9 - 7 9 
a 4a2 

< 3 
2a 

2vm 
\JOL 

' 9 - 7 9 
a 4a 2 

< 
3 

2a 
2x/\E\ 

y/a 
+ 3 

7 
6a 

^9/4 - 49/36 
a 

which implies the announced result. 

Lemma 7. — We have 

a+ -1 

i=-d-+i 
Ciß -4(d+-hd~) > -39. 

Proof. — Suppose first that d > 1 (and thus d+ > 1). For any positive integer i, 
we have, in view of Lemma 5, (i), 

CiB > 1 
i 

d+ c0 + 
i 

dA Cßd+ - 2. 
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The same inequality holds, symmetrically, for the c_^'s (changing d + in d ). By 
summing these inequalities, we get 

d+ -1 

i=-d~+l 
Ci(3 > c 0 + 

d+-l 

1=1 
1 -

i 

d+ 
Co -

i 

d+ 
?(3d+ - 2 

£¿"-1 

¿=1 
1 -

i' 

d-
CQ + 

i' 

d~ 
c-pd- - 2 

= c 0 -4 
f Co 4- c d + / 3 

2 
•2 (d + " 1) 

Co + cd - B 

2 
- 2 (<T - 1) 

> Co H 
co + 1 

2 
- 2 [d + + d" - 2) 

where we have used the fact that c^+^c^-^ > 1 because of the non-emptiness of 
AD+/3 n E and Ad-/3 n £J. Finally we get 

d+-i 

i~—d--\-i 
Ci(3 -4(d + +dr) > 3 c 0 - 1 1 

2 
( d + + c T ) . 

Now, we consider two cases. If Co > 11, this is greater than 3. Or else, in view of 
Co > na + 1 > n + 1, and Lemma 4, (ii), this is > 3 + (n — 10)(n + 3) if 2 < n < 9. 
This expression is minimal for n = 3 or 4 and is in these cases equal to —39. 

Assume now d~ = 0 (recall d = d + ) , the same inequalities as for the case d~ ^ 0 
show that our expression is 

> 
d-i 

i=l 
Ci(3 — 4d > co + 1 

2 
- 2 ( d - 1) - 4 d 

n- 10 

2 
( d - l ) - 4 , 

which is > - 4 if n > 10 and if n < 9, this is > (n + 2)(n - 10)/2 - 4 > -22. This 
completes the proof. 

We are now ready to prove the first proposition of this section. It will be useful 
for Theorem 3 and algorithmical aspects of our problem but we think that it is an 
interesting result in itself. 

Proposition 4. — Let C be a compact convex body in E 2 and E denote the set of its 
integer points. Assume E is not included in a line. Then, for each integer lattice A 
different from I?, one has either E fi A included in a line, or \E fl A| < 2/3 |E|+ 39. 

Preiman [F96] obtained a non-effective version of this result with a "reduction" 
factor 3/4 in place of our 2/3 which is the best possible, as one can see by considering 
the family depending on an integer parameter n: 

En = CnnZ2 = {(i, j),0 < i < n - 1,0 < j < 2} U {(n,0), (-1,0)} 
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(where Cn denotes the convex hull of En) and the lattice 

A = Zei + 2Ze2, 

because then \En\ = 3n + 2, |J£nn A| = 2n + 2 and consequently \Enn A| = ||£7 n| + f • 
The constant 39 appearing in Proposition 4 seems to be larger than the one one 

might expect. Once again, the reason is that our computations are rough. Indeed it 
seems that one could expect a constant very near from 1. This problem of minimizing 
that constant seems to be open. 

Note that the higher dimensional analogue to Proposition 4 is false, contrarily to 
what is announced in [C91a, Lemma 2], as can be seen by considering the following 
example. In E 3 consider the points a = (1,0,0), 6 = (0, — n,0),c = (0,n,0) and 
d = (—1,0,2) for an integer parameter n. Let C'n be the convex hull of these points 

E'n = l?nCn = (1,0,0), (0,0,1), (-1,0,2), (0,j,0), -n < j < n} 

and A = Zei + Ze2 + 2Ze3. One has E'n n A = E'n \ {(0,0,1)} and thus 

\E'n n Al 

m 
= 1 • 

1 
E'n 

that tends to 1 as n tends to infinity. At the same time, E'n fl A is 3-dimensional. This 
shows that no strictly less than 1 analogue to the constant 2/3 exists in dimension 3. 

Proof of Proposition 4- — If A is not Z 2 then a or (3 is different from 1, that is at 
least 2. 

First we consider the case where a > 2. We can write, using Lemma 5 (iii), 

|J5fl A| 
d+ 

k=-d~ 

C'ßk < 
d+ 

k=-d~ 

1 + 
Cßk - 1 

a 

= 1 -
V 
a 

(1 + <r + d+) 
a 

d+ 

k=-d-
Cßk 

< 
\E\ 

a 
+ (2d+l). (36) 

In view of Lemma 6, equation (36) can be rewritten, because of a > 2, 

|£7n Aj < 
\E\ 

2 
f 2 v/2Ì£| 1 / 2 11 

3 
+ 1 

< 
\E\ 

2 
+ 2 V

/2| JB| 1 / 2 
25 

3 
which is bounded by fl^l + 21, as one can easily check. 

Now we consider the case where a = 1. Then one has /3 > 2 and ĉ fc = cpk- We 
have the trivial lower bound 

(37) \E\ > 
ßd+ 

k=-ßd-
Ck 
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We put for 0 < i < d+ - 1, 

st = 
(i+l)ß-l 

k=iß 
Ck 

and, likewise, for 0 < i < d — 1, 

S-i = 
-(i+1)B+1 

k=-iß 
Ck', 

then equation (37) becomes 

(38) \E\+co>(S0+ + S+

+_1+cd+ß) (50- + -.- + 5-__ 1+c_ d- / 3) 

But, application of Lemma 5, after summation, yields 

st = Ciß 

(i+i)ß-i 

k=iß+l 
Ck 

/3 + 1 

2 Ciß + 
ß-1 

2 c{i+1)ß-2(ß-l), 

and, symmetraically, 

s - > 
/3 + 1 

2 
C-iß + 

/ 3 - 1 
2 

c - ( < + 1 ) 0 - 2 ( / ? - l ) , 

so equation (38) implies 

\E\+ c0 > 
/3 + 1 

2 

d+-i 

i=0 
Ciß 

/ 3 -1 
2 

a+ 

¿=1 
aß - 2(/3 - l)cT + cd+ß 

/3 + 1 

2 

dr-1 

j=0 
C-iß + 

/ 3 -1 

2 

do 

i=l 
c-iß -2(ß - l)dr + cd-ß 

=0 if d~=0 

which takes the following simplified form 

\E\ > 
ß + l 

2 

d+ 

k=-d~ 
Ckß + 

ß-1 

2 

<*+-i 

V/B=-d-+i 
efc/3 -4(eP + cT) 

But the first sum is \E D A| and the second > —39 in view of Lemma 7, so we have 

\E\ > 
ß + l 

2 
£J n A| - 3 9 

/ 3 -1 
2 

Thus, 

\E(1 A| < 
2 

/3 + 1 
|£| + 39 / 3 -1 

/3 + 1 

2 

/3 + 1 
\E\ + 39 < 

2 
3 

£ | + 39. 

ASTÉRISQUE 258 



ON THE TWO-DIMENSIONAL SUBSET SUM PROBLEM 399 

From now on, we are only interested in E itself (which corresponds to À = Z 2 or 
equivalently to a — /3 = 1) for which we need two more lemmas. We keep the same 
notation as above but, for avoiding confusion, we put an index E so that d, n have 
nothing to do with qIE and TIE-

Lemma 8. — Let k be an integer such that 1 < k < dE, then 

ke2 + tei e E implies — k 4- 1 <t < UÈ 4- k — 1. 

If —dE < k < — 1, then 

ke2 -\-tei € E implies k <t < 2n# — k 4- 1. 

Proof — Remember that, by construction, O, n#ei, e2 belong to E while —ei, e2—ei, 
e2 4- (tie + l ) e i do not belong to E. 

Let fc > 1. 
If fce2 4- tei G E then, &s O € E too, one would have, by convexity 

e2 

t_ 
k 

ei 
1 
k 

[ke2 4- tei) 
fc-1 
k 

O e C . 

Suppose t < —k < 0, then 

e 2 - e± 

_k 
t e2 

t_ 
k 

ei 14-
k 
t e 2 G # , 

which is not true. Thus t>—k + l. 
On the other hand, if ke2 +te\ G E, one would have also 

e2-\ 
't + (k- l)nE

y 

k 
ei 

1 
k 

[ke2 4- tei) 'fc-1 
k 

UE^I G C. 

Suppose t > UÈ + K, then 

e 2 4- (n# 4- l)ei = 

(nE + 1)K 

Kt + (k-l)nEj 

e2 4-
't + (k- l)nE 

k 
ei 

t — ue — k 
t+(k- l)nE 

e2 G E, 

which is not true. Thus t < ns + k — 1. 
Now, let k < - 1 . 
If ke2 4- tei G E, then, since e 2 G E, 

t 
1-k 

ei = 
1 

1-k 
(ke2 4- tei) 

-k 

1-k 
e2eC. 

Suppose t < k — 1, then 

-e i = 
fc-1 

t 

t 

1-k 
ei 

't + l-k 

t 
OeE, 

which is false. Thus t > k. 
Suppose ke2 4- £ei G E. It is known, by construction, that there is some point 

dEe2 4- xei G E and that, as previously seen, x > 1 — efe. But then 

dEt — xk 

dE — k 
ei = 

dE 
dE — k / 

(fce2 4- tei) 
-k 

dE — k t 

{dEe2 4- xei) G C. 
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Suppose t>2nE + 2 — k, since 

dEt — xk 

dE - k 
dE(2nE + 2 - k) - k(l - dE) 

dE — k 

2nEdE + 2dE — k 

dE - k 
>nE + l, 

the point (nE 4- l)ei is located on the segment joining O to dnt—xk 
dE — k 

e\ and is 

consequently in 2?, which is not true. Thus t < 2nE -f 1 — k. 

Lemma 9. — One has 
\E\ > nEdE/Z 

Proof. — As in the previous proofs, one has: 

\E\ = co + cdE 

dE-i 

i=l 
Ci > (co + cdE){dE + l) /2 - 2(dE - 1) 

> (nE + 2)(dE + l) /2 - 2{dE - 1). 

Then (\E\ - nEdE/3) > 0 follows from (nE - 6 ) ^ + 3nE + 18 > 0. For nE>6 this 
is trivially true and one checks that for nE < 6, using Lemma 4, 

(nE - 6)dE + 3nE + 18 > n | > 0. 

Now, we prove the second geometric lemma, which will be the key result for ob­
taining Theorem 2. We have here to remember that AQ can be different from O. 

Proposition 5. — Let C be a compact convex body containing O, and E denote CflZ 2 . 
Then there exists a unimodular linear application <f> and two integers /, m such that 

4>(E) C Pi,mj 

with v = (21 + l)(2m + 1) < 345|J5|. 

Proof. — Using the construction described before with a = ¡3 — 1, we find a point 
A0 and two integer vectors e\, e 2 such that 

C C {A0 + {-dE,..., 2nE + dE + l)}ei + {-dEj...,dE}e2} 

C {A0 + { - ( n s + 3 ) , . . . , 3nE 4- 4)}ei + {-dE,..., d # } e 2 } 

in view of Lemma 8 and dE < UE + 3 (Lemma 4). 
Recall that (ej.,e2) is the canonical basis. Let (/> be the linear transformation 

sending the Z2-basis (e^)i=i,2 onto the Z2-basis (€i)i=i,2. We have det^ = ±1 ((j) is 
unimodular) and 

(j>(C) C U(A0) + {-(nE + 3 ) , . . . , (3nE + 4)}ci + { -d j? , . . . , d ^ } e 2 } . 

But 4>(0) = O E C implies the existence of some r, s such that 

O = (f>(A0) +rei -h se2, 

with — (nE + 3) < r < 3n^ + 4, |s| < d#. This fact shows that <f>(C) C P^e+TMe* 
whose volume is v = (8n£; + 15)(4dJe + 1) < HSn^d^. But, by Lemma 9, \E\ > 
nEdE/3 > v/345, which ends the proof. 
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3. Proof of Theorem 1 

We assume without loss of generality that 

2h + 1 > v1'2 > 2l2 + 1. 

Let us remember that v > k±. Define m — \A\ and write mo kxv2l3 log1/3v. 
The trivial orthogonality relations for e type functions easily yield 

J(b) = 2m 

[o,i]2 

(p(a)e(-b.a)da = 2 m 

f[-l/2,l/2]2 
(j)(a)e(—b.a)da, 

with 

(f>j(a) = 1 + e(a,j.a) 
2 

and (j) = YYjLi </>j- In fact? we investigate / = 1(b) = J(6)/2 m , by splitting the domain 
of integration into two parts, the major and minor arcs, corresponding respectively 
to the domains 

K0 = [-l/4/i,l/4/i] x [ - l /4 / 2 , l /4 / 2 ] 

and K\ — [—1/2,1/2]2 \ Ko* The corresponding integrals are denoted respectively /0 
and I\. 

3.1. The error term. — We have IAI < fKl 10(a) \da < / i( i^i)sup a € K l \<f>(a)\. 
Applying (8) we get 

|/i| < /i(üfi)exp 
TT2 

2 
inf 

a€Kt 

m 

j=1 
l ibili 2 

Our main aim in this section is to find a uniform lower bound on K\ for the sum 
Y^jLi l l a - a i l l 2 appearing in the exponential. For this, let us use a Farey dissection of 
order Q of [—1/2,1/2] \ [—l/4/i, l/4/i]: we write (modulo 1) each a± of this interval 
as vIq-V z with 

gcd(p, q) = 1,0 < q < Q and \z\ < 1/qQ. 

Here we choose Q = [ki2v/m], with 

*12 = 69. 

We notice that 

(39) 2/1 + I 
Q 

V1'2 

ki2v/m 
m 0 

kuv1/2 

k1 

ki2 
vi/» logi/3 V > 2 > 

because v > fc4. 
Now, we distinguish different cases. 
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3.1.1. \z\ > \j4ql\. — Using Proposition 1 with P = Q, k = 2l\ which is > Q, 
a — ai, b = —aih -+ a2n2 and n = —Zi, we get for each n2 subject to —Z2 <n2< Z2: 

\{-h <rn<h: \\a.n\\ < Q-1}] < H&hQ-1 + 1). 

Thus we get, after summation on n 2, 

\{n E PhM : ||a.n|| < Q " 1 } ! < miQ'1 + 1)(2Z2 + 1), 
and this is 

< 3 
' 8 / i+4 

Q 
2Zi + l 

2Q 
(2l2 + 1) = 13.5vQ-\ 

in view of (39). 

3.1.2. \z\ < l/4qh. — Write a2 = {h+6)/q where /i G Z,0 < 0 < land# = p'/q'+z' 
by using a Farey dissection of order 4/ 2 (therefore q' < Al2 and \z'\ < l/4q'l2). We 
have 

a.n — P - z n1+ 
h 

,q 
Pf 

qq' 
zr 

q 
n2 

q'(pni + hn2) Jtp'n2 

qq1 
f ZU\ 

zfn2 

q 
If Da,b denotes the set {aq, aq + 1,..., (a + l)q - 1} x { 6 ^ , bq' + 1,..., (6 + l)g' - 1}, 
define W the application 

w D 0 , 6 —> Z W Z 
(x, y) i—)• q'(px + %) + p'y. 

It is easy to check that # is bijective (injectivity is just a trivial consequence of 
gcd(p',<z') = l)-

Finally, equation ||a.n|| < Q 1 implies 

(40) *(n) 
qq' 

< Q'1 +|Z|n1 U'|n2 

2 
<Q-1 |Z|l1 l 

4 M ' ' 

in view of |^ni| < |Z|11 and |z'n2/<z| < l/4qq'. 
3.1.2.1. Case 1: Q'1 > \z\lu l/4qq'. We have 

Q~x + \z\h 
1 

4qq' 
< 3Q-1 

and since * biiective, 

\{n e Pluh : \\a.n\\ < Q'1}] < \{n € Piuh : | |*(n)M'|| < 3Q- 1 }! 
< (1 + QQ-lqq'){[2hlq} + l)([2l2/q'} + 1), 

because [21%/q] +1 is the maximal number of integers between —lx and l\ having same 
residue modulo q. 

Now, 1 + 6Q 1qq' < 10Q 1qq' by hypothesis of case 1. One has 

[2h/q] + 1 2h + 1 

q 
^ l 

3 , 
2 ' 

2ii + l 
9 
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in view of (39). And [2l2/q') + 1 < 3(2J2 4- l)/q' because qf < 4l2. Finally, 

\{n E Ph,h : \\a.n\\ < g" 1 }! < lOQ" V(3(2*i + l)/2g)(3(2Z2 + l)/q') < 45vQ-\ 

3.1.2.2. Case 2: Q-\\z\h < \l4qq1. In this case, a solution of I la.nlI < Q 1 

verifies W^irùlqq'W < l/qq', but this implies \£(n) = 0 mod qq\ that is 

q'(pni 4- hn2) + p'n2 = 0 mod qq'. 

This implies that q'\n2, so that, when q' ^ 1, n belongs to some lattice different 
from Z 2 (namely Zei + Zg'e2). 

If q' = 1, one has pni 4- (h 4- p ;) n2 = 0 mod g, which is the equation of a lattice 
different from Z 2 as soon as q ^ 1, but that is the case because if q = q' = 1, one has 
p = p' = 0 (and then h = 0), and |z| < l/4/i, 1^1 < l/4/ 2. Therefore |a,| < 1/4^ for 
i = 1,2, which shows that, in this case, a is not in K\. 

Consequently, we can bound the number of solutions in this case, using hypothesis 
(3): 

KnGPu^illa.nll^Q-1}!^ m - k2v
2/s l og 1 / 3 v. 

3.1.2.3. Case 3: \z\h>Q-\l/4qq'. If the integer vector n satisfies 

(41) ||a.n|| < Q-\ 

it satisfies a fortiori 

(42) ||*(n)/««'||<3|z|Ji 

and so the number of couples of residues (xo,^o) ? modulo q and qf respectively, solu­
tions to (42), is less than 1 + Q\z\hqq'. 

Let us now give an upper bound for the number of solutions of (41) with rt\ 
restricted to be equal to some XQ modulo q and n2 fixed. The equation becomes 

pni 

q 
4- z(x0 4- qt) + a2n2 

<Q-1 

this is of the form 
\\n + zqt\\<Q-\ 

for which we can apply Lemma 1 with a = zq,b = n,e = Q 1 < fc12

1 < 1/6,k = 
[2li/q] + l. We have fe|o| < \z\q(l + 2h/q) = \z\q + 2h\z\ < Q'1 + l/2q < Q'1 + 1/2, 
by hypothesis of section 3.1.2 and thus (1 — fc|a|)/2 > e is verified. We get the upper 
bound 1 + [ 2 / ( 5 1 ^ 1 ^ ] . Consequently, if now, n\ and n2 are restricted to be constant 
modulo q and q' respectively, the number of solutions of (41) is 

< 1 + 
2/21 
q' 

1 + 
2 

Q\z\l, 

Finally, the total number of possible solutions to (41) is bounded above by 

( i + 6 | z i w : 1 + 
2/2 

q' 
1 + 

2 

Q\z\q 
< 45VQ-1, 

by using \z\hqq' > 1/4, \z\ < 1/qQ and q' < 4/2. 
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3.1.3. Conclusion. — In the cases of sections 3.1.1 and 3.1.2 cases 1 and 3, the total 
number of solution to (41) is bounded by 

AbvQ-1 45 

¿12 -1 
m. 

Consequently 

\{n € ^,||a.n|| > Q - 1 } | 
kl2 - 46 

fci2-l m. 

Thus we get 
M 

i=i 

\a.aj\\2 ¿12 - 46 

¿12 -1 
mQ~2 > 

¿12 - 46 

(¿12 ~ l)*f2 

ra3 

v2 

(k12-46)kf 

(¿12 - l)kf2 

logv > 0.75logt;. 

In the case of section 3.1.2, case 2, we have 

\{ne A,||a.n|| > ( 9 _ 1 } | ¿2t;2 / 3 logt;, 

thus 
m 

j=1 
\a.aj\f m 

K12v 

2 
M 2 / 3 l o g 1 / 3 t ; 

k\k2 

k2 
logv > 0.75 log v. 

Finally, 

\h I < M ( ^ i ) e x p 
TT2 

2 
inf 

aEK1 

m 

j=1 
lk«;ll 2 < KKi)/v3. 

3.2. The major part. — Here, we have to investigate Jo = Iko </>(<*)e(-b.a)da. 
Let us denote 

K = {a £ KQ : V(a) < 0.75logt;} 

and K' = KQ \ K. The contribution of K' can be evaluated as follows 

Ik 
4>(a)e(—b.a)da < 

1k> 

m 

j=1 

(j)j(a)\da < fi(K')exp -it2 

m 

j=1 

li«-aJ||
2/2 

< ß(K')exp (-n2V(a)/2) < ß{K')/v^'\ 

in view of the definition of V and because on Ko> |aiaj,i| < 1/4 so that ||a.aj|| = 
\a.a3\ < 1/2. 

Now, rewrite 6(a)e(—b.a) as follows 

(/>(a)e(-b.a) = e((M - b).a) 
m 

j=1 
cos(7raj.a), 

but for l^a^al < 7r/2, one can write, in view of (9), 

cos(iraj.a) = exp(—7r2(aj.a)2/2)(l — g(üj.a))J 

with 
0 < g(a3.a) < (27rai.a/7r)4 < 1. 
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Finally the major part is 

Jk 
(j>(a)e(—b.a)da • 

Ik 
exp 

TT2 

2 

m 

3=1 

LO,-.a)2 + 2ìtt(M - 6).a (1 - Ä(a))da, 

where R(a) = 1 n £ i ( l - 0 ( * i . a ) ) - One can write this integral AQ — A% — A2 by 

splitting it into three parts 

A0 = 
' e 2 

exp 
TT2 

2 
F(a) +2i?r(M - 6).a da, 

Ax 

R2\k 
exp 

TT2 

2 
V(a) 4- 2Z"7T(M - 6).a da, 

A 2 = 
k 

Ä(a) exp 
TT2 

2 
F (a) +2t7r(M - 6).a da. 

Let us write di = Mi — bi and investigate these three integrals. By the change of 
variables 

(43) X = 
7T 

k 
{V?cti + Vi2a2),2/ = TT 

/dëtV 

Vï 
«2, 

we get 

A0 = 
1 

7 r 2 V d ë t y R 
exp 

x2 

2 

2dia; 

Vi 
dx 

E 
exp */2 

2 
2 
2(d 2 F 1

2 -d 1 F 1 2 )y N 

ViVdetV 
d?/ 

1 

7 r 2 \ / d ë t T 
/2TT exp 

1 
2 2 

di 

Fi 

2̂  
V^̂ rexp 

1 
2 

2 
tfcV? - diVi2 

VtVdetV 

2\ 

2exp( -2ö V - i (M - 6)) 

TT v det V 

An upper bound for \Ai\ can be achieved by noticing that if a g K then V(a) > 
0.75 log v. Suppose a 4 1? 4- K0. We have 

F(a) = 
m 

i=l 

(a.a,) 2 

m 

j=1 
lla*ail|2-

Since the last sum is not changed by an integral translation of a, the problem is 
reduced to the study of this sum for a € K\. This has been done in the preceding 
section and thus we get the lower bound 0.75 log v. If now a G (Z 2 \ {(0,0)}) 4- K0, 
it can be written as a = h 4- e with h € Z 2 \ {(0,0)} and e € K0. Since |e*| < 1/4^, 
\e.aj\ < 1/2 and in view of hypothesis (3) at least k2v

2/3 log 1 / 3 v elements a,j of A 
verify h.cij ̂  0 (cf. hypothesis (28)) thus (a.a^)2 > 1/4 for these values and we obtain 

V(a) k2 

4 
v2/3 log 1 / 3 v > 0.75 log v. 
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This ends the proof of the lower bound of V(a) on the complementary of K. Now, 
the change of variables (43) and a polar change of variables produce 

l^ i I < 
1 

nWdetV 

•+OO 

'71-̂ 3 LOG v/4 
r exp(—r2/2)dr 

r2n 

lo 
dd, 

and finally 

IAil < 2/(7r\/dêWî;3'r / 8 ) . 

Now, we consider A2. We have, in view of inequality (10), 

\R(a)\ = II -
m 

j=1 
'l-g(aj.a))\ 

m 

j=1 
g(a,j.a) < 16 

m 

j=1 
(a, .a) 4 , 

the last inequality being due to (9). Here is the place where we need Proposition 2. 
We get 

\A2\ < 16 
K 

m 

j=1 
(a7-.a)4 exp 

TT2 

2 
V(a) da 

16 
ku logv Im2 

V(af exp 
TT2 

2 
V(a) da. 

In the same way as above we obtain finally 

\A2\ < 
256 

k\ 17T5 >/det F log v 

750 

logvvdetF 

3.3. Conclusion. — The dominant term is 

Ao = 
2 

TiVdet V 
exp(-2qv-i(M -b)). 

The error term is bounded from above by 

H{K1) 

v3 

H{K') 

v3tt2/% 

2 

iry/àëtVv**2/* 

750 

logvVdet y 

800 

logvv'det V 

using I det V\ < m2v2/4 < v4/4. It is readily seen that if qv-\(M — b) < k3 log logv-4 
then the main term A0 is > 1800/\/det V log2hs v. At the same time the error term is 

< 800 

/det V log v 
= o(A0), 

(with a constant 1) thanks to our choice for ¿3. This concludes the proof of Theorem 
1. 
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4. Proof of Theorems 2 and 3 

4.1. Theorem 2. — By Proposition 5, we can find a linear application <j> sending 
C onto Pfx,i2 for some h,l2 with v < 345\E\. We can assume that v > \E\ with no 
loss of generality. Consequently, 

\4>(A)\ = \A\>kb\E\2'*log1'* \E\ > k5 v 
,345 

v2/3 
log 1 / 3 

V 
345 

> k5 

100 
klV

2'3\ogl'3v. klV

2'3\ogl'3v. 

Since the linear transformation </> sends lattices onto lattices we have 

\ф(А) \ (ф(А) П D | = \A\(An ф~НТ))\ > ко\Е\2'3 log1'3 \E\, 
by hypothesis (6). As above this is 

> k6 
100 

v^log^v k2v2^3\og^3v. 

Applying Theorem 1 to the set </>(A), the asymptotic formula (4) is changed in (J1 

stands for the number of solutions to the boolean equation induced by <t>(A)) 

J(b) = J ' W ) ) 
2n+1 

тг Vdet W 
exp^ 2д„-г(ф(М)-ф(Ъ))}, 

for any b such that qw-i(<p(M) — (f>(b)) < ks log log v — 4, where W is the matrix 
obtained with the ^>(aj)'s instead of the a/s that is to say W = (frVcf)*. Thus det W = 
det2 (j) det V = det V, qw-i(<fi(M) — (f)(b)) — qv-i(M — b) and we can take kj — ks 
due to log log \E\ < log log v. 

Prom Theorem 2 we deduce the following result. 

Corollary 1. — Let C be a compact convex set in M2 containing O, A be an integer 
lattice and E = C FL A. Let A be a subset of E. Assume 

\A\> kb\E\2'3 log1'3 \E\ 

and that for each T sub-lattice of A different from 1?, we have 
(44) | л \ л п г | > fc6|£;|2/3iog1/3|£;|. 

Then we have the following asymptotic equivalent (when \E\ —> +00) 

(45) J(b) 
2m+1 Vol A 

TtVdet V 
e x p { - 2 g Y - I ( M - ò ) } , 

provided that qv-i (M — b)<kj log log \E\ — 4. 

Proof of the Corollary. — Take a basis of A and Ф a linear application sending this 
basis onto the canonical basis of Z 2 . If A' = 9(A), E' — 9(C) П Z 2 = 9(E) and since 
the sub-lattices of A are sent onto integer lattices, we can apply Theorem 2 to 9(C) 
and 9(A). With the same computation as above, we get the asymptotic equivalent 
(45), the factor Vol A being due to the formula of change of basis for quadratic forms 
and |det*| = Vol A. 
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4.2. Theorem 3, — Either condition (6) is fulfilled by A and we are done by 
applying Theorem 2 (notice kg > ¿5) or there is an integral lattice Ti such that 

(46) lAnTil > \A\ k6\E\2'3 log1/3 

Write F 0 = Z 2 , ,4j = 4 n F, and Ei = E D F,. Since Ai is not contained in a line 
in view of hypothesis (7) ( 1 ^ 1 I > 1 k8 

\A\ and ¿9 < 1 — ke/ks) we have, by 

Proposition 4, |Ei| < ||£7| + 39 < 0.7|£ 0 | (the smallest possible value of |J57| allows 
to write this). Therefore we get 

(47) M M > A* |£! I 2 ' 3 log1/3 \Eh. I 

in view of equation (46) and (0.7)2/3&g < kg — k^. 
Now either A\ verifies condition (44) of Corollary 1 and we stop here the process, 

or there exists a lattice T2 C Ti violating (44). 
Let us show that, more generally, we can construct a decreasing finite sequence 

of lattices (Ti)i<i<P' assume we have already built Ti , . . . ,r« and A±,... ,Ai. If 
condition (44) is fulfilled for A\ C Ei then we stop the process else we find a lattice 

C Ti violating (44). Ri+1 

Lemma 10. — We have for each i 

l^i^fcsi^i^iog 1/ 3!^! and \Ei\ > \Ai\ > \A\/2. 

Proof. — For i = 1, equation (47), kg > 2&6 and (46) prove the result. Assume that 
the result is true for 1,2,..., i and that we have built r»+i, £̂ ¿+1 and Ai+\. One has 

IAi+,1 > \AA - fc6lS|2/3log1/3 \Ei\ > 

(ks - ke)\Ei\2/3 log1/3 \Ek\ > fcsl^+il2/3 log 1 / 3 \Ei+1\ 

in view of Proposition 4 (here we used the fact that |Ai+1| > (1 — k§/kg)\Ai\ > 
^(l — ke/kg)\A\ > kg\A\ which implies first that Ei+i is not included in a line (in view 
of (7)) and, second, that \Ei\ is large enough). Now 

l^i+il > \A\ - h 
i 

3=0 

^ | 2 / 3 log'/3 1 ^ 1 

> \A\-k6 

OO 

J=0 
(0.7j'|JE?|)2/3 l og 1 / 3 |JS7| 

> \A\ - 5Jfc6|£;|2/3 l og 1 / 3 \E\ > \A\/2 

due to the definition of ke and &g-

This Lemma shows that the process is well defined. As it is clearly finite (since 
(\Ei\)i<i<p is a strictly decreasing sequence and Ei is never included in a line in 
view of hypothesis (7) and Lemma 10) and at the end we have a lattice Ao = Tpi 

Ap = AnTp and Ep = Ef)Tp such that condition (44) and the cardinality condition 
are fulfilled. Thus we can apply the Corollary to Theorem 2 which gives the result. 
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