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LOCAL M O N O M I A L I Z A T I O N A N D FACTORIZATION 
OF MORPHISMS 

Steven Dale Cutkosky 

Abstract. — Suppose that R C S are regular local rings of a common dimension, 
which are essentially of finite type over a field k of characteristic zéro, such that 
the quotient field K of S is finite over the quotient field of R. If V is a valuation 
ring of K which dominâtes S, then we show that there are séquences of monoidal 
transforms (blowups of regular primes) R -¥ R± and S - » Si along V such that 
Ri —> S\ is a monomial mapping. It follows that a generically finite morphism of 
nonsingular varieties can be made to be a monomial mapping along a valuation, after 
blowups of nonsingular subvarieties. We give applications to factorization of birational 
morphisms and simultaneous resolution of singularities. 
Résumé (Monomialisation et factorisation locales des morphismes) 

Soient R C S deux anneaux locaux réguliers de même dimension, essentiellement 
de type fini sur un corps k de caractéristique zéro, et tels que le corps des fractions 
K de S est fini sur celui de R. Si V est un anneau de valuation de K dominant S, 
nous montrons qu'il existe des suites de transformés monoïdaux (éclatements d'idéaux 
premiers réguliers) R —)> Ri et S —• Si le long de V tels que Ri —>> Si est une 
application monomiale. Il s'ensuit qu'un morphisme génériquement fini de variétés 
non singulières peut être rendu monomial le long d'une valuation après éclatement 
de sous-variétés non singulières. Nous donnons des applications à la factorisation des 
morphismes birationnels et à la résolution simultanée des singularités. 
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C H A P T E R 1 

I N T R O D U C T I O N 

1.1. Statement of the main results 

Suppose that we are given a System of équations 

X\ = /l(2/l,2/2,...,2/n) 
(i) ; 

xn = fn(yi,y2i.-.,yn) 

which is nondegenerate, in the sensé that the Jacobian determinate of the System is not 
(identically) zéro. This System is well understood in the spécial case that / i , . . . , fn 
are monomials in the variables 2/1,..., yn. For instance, by inverting the matrix A of 
coefficients of the monomials, we can express yi,... ,yn as rational functions of d-th. 
roots of the variables xi,...,xn, where d is the déterminant of A. 

Our main resuit shows that ail solutions of a System (1) can be expressed in the 
following simple form. There are finitely many charts obtained from a composition of 
monoidal tranforms in the variables x and y 

xi = . . . ,xn), 1 < i < n 
V% = *.(î/i,...,27n)> l<i<n 

such that the transform of the System (1) becomes a System of monomial équations 

V% = *.(î/i,...,27n)> ds 

V% = *.(î/i,...,27n)> dssd 

with det(a^) / 0. A monoidal transform is a composition of 

(1) a change of variable 



2 CHAPTER 1. INTRODUCTION 

(2) a transform 

xi = xi(l)x2(l) 

Xi = Xi(l) if i > 1. 

Our solution is constructive, as it consists of a séries of algorithms. 
This resuit can be interpreted geometrically as follows. Suppose that <j> : X —y Y 

is a generically finite morphism of varieties. Then it is possible to construct a finite 
number of charts X{ and Yi such that Xi —y Yi are monomial mappings, the mappings 
Xi —y X and Y{ —» Y are séquences of blowups of nonsingular subvarieties, and Xi and 
Yi form complète Systems, in the sensé that they can be patched to obtain schemes 
which satisfy the existence part of the valuative criteria of properness. 

Our main resuit is stated precisely in Theorem 1.1. 

Theorem 1.1 (Monomialization). — Suppose that R C S are regular local rings, es-
sentially of finite type over a field k of characteristic zéro, such that the quotient field 
K of S is a finite extension of the quotient field J of R. 

Let V be a valuation ring of K which dominâtes S. Then there exist séquences 
of monoidal transforms R —>> R' and S —y S' such that V dominâtes S', S' domi­
nâtes R' and there are regular parameters (x±, . . . , xn) in R', (y i , . . . , yn) in S', units 
Si,..., Sn G S' and a matrix (a^) of nonnegative integers such that det(a^) ^ 0 and 

xi = î/?"---î/SlB*i 
(2) ! 

Xn = î/?nl •••l£nn<J». 

With the assumptions of Theorem 1.1, An example of Abhyankar (Theorem 12 [6]) 
shows that it is in gênerai not possible to perform monoidal transforms along V in R 
and S to obtain R' —» 5" such that R' —>• S' is (a localization of) a finite map. As 
such, Theorem 1.1 is the strongest possible local resuit for generically finite maps. 

A more géométrie statement of Theorem 1.1 is given in Theorem 1.2. A complète 
variety over a field k is an intégral finite type fc-scheme which satisfies the existence 
part of the valuative criterion for properness (cf. Chapter 8). Complète and sepa-
rated is équivalent to proper. A toroidal morphism is locally a monomial mapping in 
uniformizing parameters on an appropriate étale extension. 

Theorem 1.2. — Let k be a field of characteristic zéro, $ : X —» Y a generically finite 
morphism of nonsingular proper k-varieties. Then there are birational morphisms of 
nonsingular complète k-varieties a : X\ —y X and (3 : Y\ -> Y, and a toroidal 
morphism \I> : X\ —> Y\ such that the diagram 

Xx s 

X Y 
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1.1. STATEMENT OF THE MAIN RESULTS 3 

commutes and a and (3 are locally products of blowups of nonsingular subvarieties. 
That is, for every z G X±, there exist affine neighborhoods V\ of z, V of x = a(z), 
such that a : V\ —> V is a finite product of monoidal transforms, and there exist affine 
neighborhoods W\ of ^ ( z ) , W of y = a(^(z) ) , such that (3 : W\ —• W is a finite 
product of monoidal transforms. 

Here a monoidal transform of a nonsingular fc-scheme S is the map T —> S in-
duced by an open subset X of Proj(0Jn), where X is the idéal sheaf of a nonsingular 
subvariety of S. We give a proof of Theorem 1.2 in chapter 8. 

In the spécial case of dimension two, we can strengthen the conclusions of Theorem 
1.2. 

Theorem 1.3. — Let k be a field of characteristic zéro, $ : S -> T a generically 
finite morphism of nonsingular proper k-surfaces. Then there are products of blowups 
of points (quadratic transforms) a : Si —ï S and (3 : X I - > T, and a morphism 

: S\ —>• X I such that the diagram 

Si Ti 

S T 

commutes, and & is a toroidal morphism. 

In the case of complex surfaces, a proof of 1.3 follows from results of Akbulut and 
King (Chapter 7 of [8]). 

We also prove, as a corollary of Theorem 1.1, a local theorem on simultaneous 
resolution of singularities, which is valid in ail dimensions. This theorem is proven 
in dimension 2 (and in ail characteristics) by Abhyankar in Theorem 4.8 of his book 
"Ramification theoretic methods in algebraic geometry" [3]. 

Theorem 1.4 (Theorem 1.1 [14]). — Let k be a field of characteristic zéro, L/k an 
algebraic function field, K a finite algebraic extension of L, v a valuation of K/k, 
and (R, M) a regular local ring with quotient field K, essentially of finite type over k, 
such that v dominâtes R. Then for some séquence of monodial transforms R R* 
along v, there exists a normal local ring 5* with quotient field L, essentially of finite 
type over k, such that R* is the localization of the intégral closure T of 5* in K at a 
maximal idéal of T. 

Stronger results hold for birational morphisms, morphisms which are an isomor-
phism on an open set. A birational morphism of nonsingular projective surfaces can 
be factored by a product of quadratic transforms. This was proved by Zariski, over an 
algebraically closed field of arbitrary characteristic, as a corollary to a local theorem 
on factorization (on page 589 of [37] and in section II. 1 of [38]). The most gênerai 
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4 CHAPTER 1. INTRODUCTION 

form of this Theorem is due to Abhyankar, in Theorem 3 of his 1956 paper [2]. Ab-
hyankar proves that an inclusion R C S of regular local rings of dimension 2 with a 
common quotient field can be factored by a fînite séquence of quadratic transforms 
(blowups of points). 

In higher dimensions, the simplest birational morphisms are the monoidal trans­
forms. A monoidal transform is a blowup of a nonsingular subvariety. Sally [30] and 
Shannon [33] have found examples of inclusions R C S of regular local rings of di­
mension 3 with a common quotient field which cannot be factored by a finite séquence 
of monoidal transforms (blowups of points and nonsingular curves). 

In [13], we prove the following Theorem, which gives a positive answer to a con­
jecture of Abhyankar (page 237 [5], [10]), over fields of characteristic 0. In view of 
the counterexamples to a direct factorization, Theorem 1.5 is the best possible local 
factorization resuit in dimension three. 

Theorem 1.5 (Theorem A [13]). — Suppose that R C S are excellent regular local 
rings such that dim(R) = dim(5) = 3, containing a field k of characteristic zéro and 
with a common quotient field K. Let V be a valuation ring of K which dominâtes S. 
Then there exists a regular local ring T, with quotient field K, such that T dominâtes 
S, V dominâtes T, and the inclusions R-¥ T and S —y T can be factored by séquences 
of monoidal transforms. 

V 

T 

R S 

It is natural to ask if the generalization of this three dimensional factorization 
theorem is possible in ail dimensions by constructing a factorization by a séquence of 
blowups and blowdowns with nonsingular centers along a valuation. In this paper, 
we prove the following theorem which gives a positive answer to this question in ail 
dimensions. 

Theorem 1.6 (Factorization 1). — Suppose that R C S are regular local rings, essen-
tially of finite type over a field k of characteristic zéro, with a common quotient field 
K with trdegfc K = n > 3. Let V be a valuation ring of K which dominâtes S. Then 
there exist séquences of regular local rings contained in K 

R 

Ri 

Si Sn-3 

Rn-2 

Sn-2 = S 

such that each local ring is dominated by V and each arrow is a séquence of monoidal 
transforms. Furthermore, we have inclusions R C Si for ail i. 
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1.1. STATEMENT OF THE MAIN RESULTS 5 

In the spécial case n = 3 of Theorem 1.6, we get the triangle of Theorem 1.5. 
The proofs of the above theorems are essentially self contained in this paper. We 

only assume some basic results on valuation theory (as can be found in [3] and [39]) 
and the basic resolution theorems of Hironaka [20]. The Hironaka results are essen­
tially only used in the case of a composite valuation, to establish the existence of a 
nonsingular center of a composite valuation. 

A long standing conjecture in algebraic geometry is that one can factor a birational 
morphism X —> Y between nonsingular projective varieties by a séries of alternating 
blowups and blowdowns with nonsingular centers (cf. [29]). We will refer to this as 
the global factorization conjecture. In [29] an example is given of Hironaka, showing 
that it is not possible in dimension > 3 to always factor birational morphisms of 
nonsingular varieties by blowups with nonsingular centers. 

Our Theorem 1.6 shows that there is no local obstruction to the global factorization 
conjecture in any dimension. We prove a local form of this conjecture. 

Theorem 1.7. — Suppose that X —ï Y is a birational morphism of nonsingular pro­
jective n-dimensional varieties, over a field of characteristic zéro, and v is a valuation 
of the function field of X. Then there is a séquence of projective birational morphisms 
of nonsingular varieties 

X 

x1 

Yi Yn-l 

Xn-1 

Yn-2 = Y 

such that each morphism is a product of blowups of nonsingular subvarities in a Zariski 
neighbourhood of the center of v. 

Theorem 1.8. — Let k be a field of characteristic zéro, (j) : X —>• Y a birational 
morphism of nonsingular proper k-varieties of dimension n. Then there is a séquence 
of birational morphisms of nonsingular complète k-varieties ai : JQ+i —¥ Y{ and 
fa : X{+i —• Yi+i 

X! 

X Y1 Yn-1 

Xn-i 

Yn-2 = Y 

such that each morphism is locally a product of blowups of nonsingular subvarieties. 
That is, for every z G Xi+\, there exist affine neighborhoods W of z, U of x — ctiiz), 
V ofy = f3i(z) such that ai : W —> U and : W —> V are finite products of monoidal 
transforms. 

Theorem 1.8 is proved in dimension 3 by the author in [13]. The proof of Theorem 
1.8 is exactly the same, with the use of Theorem 1.6 from this paper, which is valid 
in ail dimensions. By Theorem 1.6, for each valuation of the function field K of X, 
there exist local rings for which the conclusions of Theorem 1.6 hold. Thèse local 
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6 CHAPTER 1. INTRODUCTION 

rings can be extended to affine varieties which are related by products of monoidal 
transforms. By the quasi-compactness of the Zariski manifold (Theorem VI. 17.40 
[39]) ail valuations of K are centered at finitely many of thèse affine constructions. 
We can then patch thèse affine varieties along the open sets where they are isomorphic 
to get complète k-varieties as desired. The proof is similar to that of Theorem 1.2 
given in Chapter 8. 

The Monomialization Theorem is a "resolution of singularities" type problem. Some 
of the difficulties which arise in it are related to those which appear in the problems 
of resolution of (char. 0) vector fields (cf. [9], [32]), and in resolution of singularities 
in characteristic p > 0 (cf. [4], [11], [18], [25]). Resolution of vector fields is an 
open problem (locally) in dimension > 4 and is open (globally) in dimension > 3. 
Resolution of singularities in characteristic p > 0 is an open problem in dimension 
> 4. 

Some important papers which are directly concerned with the global factorization 
problem are Hironaka [21], Danilov [15], Crauder [12] and Pinkham [29]. An im­
portant spécial case where the global factorization problem has been solved is toric 
geometry (Danilov [16], Ewald [17], Wlodarczyk [34], Morelli [26], Abramovich, Mat-
suki, Rashid [7]). 

A birational morphism of nonsingular toric varieties can be thought of as a union 
of monomial mappings on affine spaces. In toric geometry, the global factorization 
problem becomes more tractable than in the gênerai case of arbitrary polynomial 
mappings, since the problem can be translated into combinatorics. 

Morelli's main resuit [26] is that a birational morphism of proper nonsingular 
toric varieties can be factored by one séquence of blowups (with nonsingular centers) 
followed by one séquence of blowdowns (with nonsingular centers). 

Our main resuit, Theorem 1.1 — Monomialization, allows us to reduce the factor­
ization problem (locally) to monomial mappings. If we then make use of Morelli's 
resuit, which says (locally) that a birational monomial mapping can be factored by 
one séquence of blowups, followed by one séquence of blowdowns, we obtain an even 
stronger local factorization theorem than Theorem 1.6. 

Abhyankar has conjectured (page 237 [5], [10]) that in ail dimensions it is possible 
to factor a birational mapping along a valuation by a séquence of blowups followed 
by a séquence of blowdowns with nonsingular centers. This is the most optimistic 
possible local statement. 

We prove the following Theorem, which proves Abhyankar's conjecture in ail di­
mensions (over fields of characteristic 0). 

Theorem 1.9 (Factorization 2). — Suppose that R C S are regular local rings, essen-
tially of finite type over a field k of characteristic zéro, with a common quotient field 
K. Let V be a valuation ring of K which dominâtes S. Then there exists a regular 
local ring T, with quotient field K, such that T dominâtes S, V dominâtes T, and the 
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1.1. STATEMENT OF THE MAIN RESULTS 7 

inclusions R —¥ T and S —¥ T can be factored by séquences of monoidal transforms. 

V 

R 

T 

S 

The solution to Abhyankar's conjecture (as stated in [10]) is given in Theorem 
1.10. 

Theorem 1.10. — Suppose that K is a field of algebraic functions over a field k of 
characteristic zéro, with trdeg*. K = n, R and S are regular local rings, essentially 
of finite type over k, with quotient field K. Let V be a valuation ring of K which 
dominâtes R and S. Then there exists a regular local ring T, essentially of finite type 
over k, with quotient field K, dominated by V, containing R and S, such that R —>• T 
and S —» T can be factored by products of monoidal transforms. 

In dimension 3, Theorems 1.9 and 1.10 have been proven by the author in [13]. 
Theorem 1.1, which shows that it is possible to monomialize a generically finite mor-
phism along a valuation, is essential in this proof. 

Hironaka and Abhyankar (section 6 of chapter 0 [20] and page 254 [5]) have conjec-
tured that a birational morphism of nonsingular projective varieties can be factored 
by a séries of blowups followed by a séries of blowdowns with nonsingular centers. 

Our Theorem 1.9 shows that there is no local obstruction to this global factorization 
conjecture in any dimension. 

We prove the following global analogue of Theorem 1.9. 

Theorem 1.11. — Let k be a field of characteristic zéro, 4> : X —>• Y a birational 
morphism of nonsingular proper k-varieties. Then there exists a nonsingular complète 
k-variety Z and birational complète morphisms a : Z -> X and /3 : Z —ï Y making 
the diagram 

Z 

X Y 

commute, such that a and (3 are locally products of monoidal transforms. That is, for 
every z G Z, there exist affine neighborhoods W of z, U of x — a(z), V of y = /3(z) 
such that a : W —» U and f3 : W -> V are finite products of monoidal transforms. 

Here a monoidal transform of a nonsingular fc-scheme S is the map T —> S in-
duced by an open subset T of Proj(®Zn), where T is the idéal sheaf of a nonsingular 
subvariety of S. 
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8 CHAPTER 1. INTRODUCTION 

Theorem 1.11 is proved in dimension 3 by the author in [13]. The proof is exactly 
the same, with the use of Theorem 1.9 from this paper, which is valid in ail dimensions. 
The method of proof is similar to Theorem 1.2, which is proved in Chapter 8. 

The author would like to thank the référée for a careful reading of the manuscript 
and for helpful comments. 

1.2. Geometry and valuations 

A valuation ring of a field of algebraic functions K will dominate some local ring 
of a projective model V of K. This leads to the "valuative criterion for properness" 
(cf. Theorem II.4.7 [19]). 

The Zariski manifold M of K is a locally ringed space whose local rings are the 
valuations rings of K, containing the ground field k (cf. chapter VI, section 17 [39], 
[24], section 6 of chaper 0 [20]). M satisfies the universal property that for any 
morphism of proper &-schemes \P : X —>> Y such that X and Y have function fields 
(isomorphic to) K, there are projections TT\ : M X and n2 : M —> Y making a 
commutative diagram 

M 

X - i 
Y 

When K is a 1-dimensional function field, the only nontrivial valuation rings are 
the local rings of the points on the nonsingular model of K. As such, a projective 
nonsingular curve can be identified with its Zariski manifold (cf. 1.6 [19]). If K has 
dimension > 1, K has many non-noetherian valuations, and M is far from being a 
&-scheme. 

The main resuit of Zariski in [36] is his Theorem 17i, which states that for a 
valuation B of a field of algebraic functions K over a ground field of characteristic 0, 
there is a projective model V of K on which the center of B is at a nonsingular point 
of V. 

Our Theorems 1.1, 1.6, 1.9 and 1.10 are direct analogues of Theorem U\ for gener-
ically finite and birational morphisms of varieties. 

Zariski obtained a solution to "the classical problem of local uniformization" from 
his Theorem U\. In the language of schemes (cf. section 6 of chapter 0 [20]) Zariski's 
resuit shows that for any intégral proper fc-scheme X (where is a field of charac­
teristic 0) there exists a complète nonsingular intégral Ar-scheme Y and a birational 
morphism Y —> X. A complète variety over a field k is an intégral finite type fc-scheme 
which satisfies the existence part of the valuative criterion for properness. 

Our Theorems 1.2, 1.3, 1.8 and 1.11 are analogous to Zariski's solution of "the 
classical problem of local uniformization". 
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1.3. OVERVIEW OF THE PROOF 9 

1.3. Overview of the proof 
The main thrust of the paper is to acheive monomialization. Theorem 1.1 proves 

monomialization for generically finite extensions. The corollaries, Theorems 1.2 through 
1.11 are then easily obtained. 

Theorem 1.1 is an immédiate corollary of Theorem 5.3. Theorem 5.5 is a stronger 
version, valid for birational extensions. 

In fact, Theorems 5.3 and 5.5 prove more than monomialization. They produce 
a matrix of exponents A = (a^) which has a very spécial form, depending on the 
rational rank of the rank 1 valuations composite with V. 

Theorem 5.5 reduces the proof of Theorem 1.6 (Local factorization) to the spécial 
case where dim R — dim S = n and V has rank 1 and rational rank n. Factorization 
in the spécial case n = 3 and V has rational rank n = 3 was solved by Christensen 
in [10]. We generalize Christensen's algorithm in Theorem 6.4 to prove factorization 
when V has rational rank n. The proof of Theorem 6.4 uses only elementary methods 
of linear algebra. Theorem 1.6 then follows from Theorem 5.5. 

Now we will discuss the proof of Theorem 5.3. The most difficult part of Theorem 
5.3 is the case where v has rank 1, which is proved in Theorem 5.1. Almost the 
entirety of the paper (chapter 4) is devoted to the proof of Theorem 5.1. 

Suppose that v has rank 1 and rational rank s. Then it is not difficult to construct 
séquences of monoidal transforms R - » R(l) and S —> 5(1) such that v dominâtes 
5(1), 5(1) dominâtes R(l), R(l) has regular parameters (# i ( l ) , . . . , #n(l)), 5(1) has 
regular parameters (2/1(1),.... 2/n(l)) such that 

xx(l) = yi(l)Cllil)---ys(l)Cl'w61 

x.(l) = yi(l)c°l{1) •••ys(l)c°°{1)Ss 

where det(Qj(l)) / 0 and Si are units in 5(1). This step is accomplished in the proof 
of Theorem 5.1. 

The inductive step in the proof is Theorem 4.11, which starts with monoidal trans­
form séquences (MTSs) R - » R(0) and 5 -> 5(0) such that v dominâtes 5(0), 5(0) 
dominâtes #(0), R(0) has regular parameters (#i(0), . . . , xn(0)), 5(0) has regular 
parameters (yi (0 ) , . . . , yn(0)) such that 

xi(0) = yxiO^W'-yAOY^WSi 

(3) 
xs(0) = 2/i(0)c-(0)--^s(0)^(°)(5s 

xs+i(0) = y 8+i(0) 

xi(0) = yt(0) 
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10 CHAPTER 1. INTRODUCTION 

where det(c^(0)) ^ 0 and Si are units in 5(0), and construct MTSs R(0) -> R(t), 
5(0) -> S(t) such that v dominâtes S(t), S(t) dominâtes R(t), R(t) has regular 
parameters (#i(£),.. . , xn(t)), S(t) has regular parameters (yi(t),..., yn(t)) such that 

xi(t) = yi(t)c"W---ys(t)c^61 

(4) = yi(t)c«M---ya(t)c»Môa 
Xs+i(t) = ya+i(t) 

xi+i(t) = yi+At) 

where det(cij(t)) ^ 0 and Si are units in S(t). 
To prove Theorem 4.11, we make use of spécial séquences of monoidal transforms 

which are derived from the Cremona tranformations constructed by Zariski in chapter 
B of [36], using an algorithm of Perron. We will call such transformations Perron 
transforms. Our proof makes use of thèse transforms in local rings of étale extensions, 
giving the transforms the spécial form 

xi{i) = xi(* + l)°"«+1)---a?.(t + l)0l«(*+1)c^1'+l(<+1) 

(5) xJi) =Xl(i + l)a^(i+1) • ..x.(i + i)«"('+i)c"f^+l(i+1) 
xM) = + l)a«+i.i(i+1) •••xs(i + l)as+lAi+1) 

• (xr(i + 1) + l)c£î'"+,(1+1) 

2/iW = i,i(i + l)6"('+1) • • • ! , . ( . + l)»"(<+1)dJi;ï+l(<+1) 

Vr(i) = Vi(* + l)6'*1-1**1) • + l)"^-^1) dlkdl 

Vr(i) = Vi(* + l)6'*1-1**1) • + l)"^-^1) 

(Vr(i +1) + i)4;r"+l(i+1) 

where det(a^(i + 1)) = ±1 and det(6^(i + 1)) = ±1, c^+i, di+i are algebraic over k. 
Zariski observes on page 343 of [35] that his Cremona transformations have "the 

same effect as the classical Puiseux substitution x = x\,y = x±(ci +2/1) used in the 
détermination of the branches of the curve <f){x,y) = 0. The only différence—and 
advantage—is that our transformation does not lead to éléments #1,2/1 outside the 
field k(x, y)" 

Our transforms (5) do induce a field extension. They are the direct generalization 
of the classical Puiseux substitution to higher dimensions. We must pay for the 
advantage of the simple form of the équations by introducing many difficulties arising 
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1.3. OVERVIEW OF THE PROOF 11 

from the need to make finite étale extensions after each transform. We call a séquence 
of such transforms a uniformizing transform séquence (UTS). 

4.11 is proved by first constructing UTSs such that (4) holds, and then using this 
partial solution to construct séquences of monoidal transforms such that (4) holds. 
The UTSs are constructed in Theorems 4.7 and 4.11, and this is used to construct 
MTSs such that (4) holds in Theorems 4.8, 4.9, 4.10 and 4.11. 

Underlying the whole proof is Zariski's algorithm for the réduction of the multiplic-
ity of a polynomial along a rank 1 valuation, via Perron transforms. This algorithm 
is itself a a generalization of Newton's algorithm to détermine the branches of a curve 
singularity. 

We will now give an outline of the proof of Theorem 4.11 (the inductive step). 
We will give a formai construction, so that we need only consider UTSs, where the 
basic ideas are transparent. We will construct UTSs along v (here the U(i), T(i) are 
complète local rings) 

(6) 
U(0) -> £7(1) - > • • • - > U(t) 

T(0) -> T(l)djdjdkdkT(t) 

such that T(i) has regular parameters (# i ( i ) , . . . ,xn(i)), U{ï) has regular parameters 
(Î/I(Î), ...,2/nW) such that 

xiii) = î/i(0Cll(0---î/.WCl*(0 

(7) 
xs(i) = yi(i)c°l{i)--ys(i)c°°{i) 

xa+i(i) = 2/,+iW 

xa+i(i)dsklds 

where det(Cij(i)) ̂  0 for 0 < % < t. 
We will présume that k is algebraically closed, and isomorphic to the residue fields 

of S and V. We will also assume that various technical difficulties, such as the 
rank of v increasing when v is extended to the complète local ring U(i), do not occur. 

In Theorem 4.7 it is shown that 
(8) Given / G U(0)f there exists (6) such that / = yi(t)dl • • 'ys(t)da^ where 7 is a 

unit in U(t). 
(9) Given / G U(0) — k [[2/1,..., yi]\, there exists (6) such that 

/ = P(Vl (t),..., yt (t)) + yi • • • ya (t)d° yi+i (t) 

where P is a power séries. 

Theorem 4.11 then shows that it is possible to construct a UTS (6) such that 
Xi+\(t) = yi+\(t), which allows us to conclude the truth of the inductive step. 
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12 CHAPTER 1. INTRODUCTION 

We will now give a more detailed analysis of thèse important steps. For simplicity, 
we will assume that s — rat rank(z/) = 1. This is the essential case. 

Suppose that R has regular parameters (#1,.. . , xn), and 2 < i < n. Zariski 
constructed (in [35], and in a generalized form in [36]) a MTS R - » R(l) where R(l) 
has regular parameters (x\(1), #2(1), • • • > xn(l)) by the following method. Since v has 
rational rank 1, we can identify the value group of v with a subgroup of R. 

v x A 

< Xi t 

d d +d, 
= au(l) 

where an(1), an (1) are relatively prime positive integers. We can then choose positive 
integers an(l),au(l) such that an(l)a^(l) — au(l)an(l) = 1. Then 

u(xViWx7au{1)) > 0 

I / ( X R A A ( 1 ) ^ I L ( 1 ) ) = O 

There exits then a uniquely determined, nonzero c\ G k such that 

F ( * R ° " ( 1 ) * R I ( 1 ) - C I ) > O . 

We can define for 1 < j < n by 

(10) 
i(l) = (xi(l)+c1)1/a»W -CÎ/OIL(1) 

i(l) = (xi(l)+c1)1/a»W -CÎ/OIL(1) 

= £7(1) if j ^ 1 or z. 

Set R(l) = iî[rri(l),rrt(l)](a;i(i),...,a.n(i)). 
Using such transformations, Zariski proves 

Theorem 1.12 (Zariski r351, f361). — Given f G R, there exists a MTS alonq v 

R -> R(l) • R(t) 

such that f = xi(t)d~/ where gamma is a unit in R(t). 

In our analysis, we will consider the transformation (10) in formai coordinates. 
-R(l) has regular parameters (âfi(l),#2(1)5... ,âfn(l)) defined by 

x1(l)=x1(l)(xi(l)+c1)a"Wa»W 

xi(l) = (xi(l)+c1)1/a»W - C Î / O I L ( 1 ) 

Xj(l) = Xj(l) if j ^ 1 or i. 

In thèse coordinates, (10) becomes 

Xi =xi(l)ail^> 

*i=ïi(l)o«(1>(»i(l) + C L / 0 L L ( 1 ) ) 

Xj = Xj(l) if j ^ 1 or z. 

We have inclusions 

T' ( l ) = R(l) -> T"( l ) -> T ( l ) = R(l) 
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1.3. OVERVIEW OF THE PROOF 13 

where 

T"(1) = R(1) [(*.(!)+ci)1/a"<1> 
xi(l),...,â„(l)) 

is a localization of a finite étale extension of -R(l). We can extend v to a valuation of 
the quotient field of R(l) which dominâtes R(l). For simplicity, we will assume that 
this extension still has rank 1. 

We will construct séquences of UTSs 

T ' ( l ) -> T"( l ) -> T( l ) = T'(1) 

T'(2) • T"(2) • T(2) = T^2) 

Tf(3) 

where each downward arrow is of the form (10). 
To prove the inductive step, we must construct UTSs (6) starting with R —» S. 

By induction, we may assume that R has regular parameters (#i, . . . ,xn) and S has 
regular parameters (yi,..., yn) such that 

X! = !/ï°<Ji 

X'2 = 2/2 

x\ = yi 

where ô\ is a unit in 5. (Recall that we are assuming that s = 1.) By Hensel's 
lemma, S\^to is a unit in S. We then can start our séquence of UTSs by setting 
U"(0) = 5,[<5y*°](yli...iy ) and T"(0) = R, with regular parameters (xi,. . . ,xn) and 
(27l»--->ï7n)> such that 

d dkd+ k 

2̂ = y2 

Xl = 2// 

We will construct 2 types of UTSs 

U"(0) -> £/"(!) 

T"(0) -> T"( l ) 
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A transformation of Type I is defined when 2 < i < L The équations defîning the 
horizontal maps are then 

xi = âi(l)ttll(1) 

xi = x1(l)ail^(xi(l) + c1] 

xj = ^ j ( l ) if 3 ï 1 or i, 

ï/i=yi(l)6ll(1) 

i(l) = (xi(l)+c1)1/ad 

yj =2/j'(1) if i 7e 1 or i 

an(l) v(xi) viyA 6.1 (1) 
an(l) Ss dld *o^(î/i) *o&ii(l) 

(oii( l) ,aa(l)) = 1 implies an(l) I *o&ii(l). 
We thus have 

a?i(i) = Fi(i)tobll(1)/ail(1) =^i(i)£l 

^2(1) = Ï72(l) 

x,(l) = y,(l) 

A transformation of Type II is defined when l < i. The équations defining the 
horizontal maps are then 

Xj = Xj(l) for 1 < j < n 

1)1/a»W -CÎ/OIL(1) 

yi = yiWbililHm) + d1) 

Vi = 2/7 ( ! ) if J 7e 1 or i. 

In this case T"(0) = T,,( l) . 
In this way, we can construct séquences of UTSs 

a i ) 
S -»• 17(0) -> t/(l) ->•••->• tf(t) 

.R -s- T(0) ->• T(l) ->•••->• T(t) 

such that T(fc) has regular parameters (xi(fc),... ,xn(k)) and {/(&) has regular pa­
rameters (y1(k),... ,yn(k)) related by 

(12) 

âi(fc) - yi(fc)'fc 
S 2 ( * ) = 2/2(*0 

i(l) = »W -CÎ/OIL(1) 
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1.3. OVERVIEW OF THE PROOF 15 

for 0 < k < t. The transformations T(k) -> T{k + 1) and U(k) -> U(k + 1) are 
of type I or II, and we also allow changes of variables, replacing Xi(k) with Xi{k) — 
P ( x \ ( k ) , . . . ,x~i-i(k)) and replacingy^k) with y i ( k ) - P ( x i ( k ) , . . . ,x~i-i(k)) if 2 < i < 
/, for some power séries P, and we may replace y^k) with yi(k) — P(y1(k) , . . . ,Vi - i (k) ) 
if / < i. 

To prove the induction step, we must prove Theorems 1.13 and 1.14 below. 

Theorem 1.13 (Theorem 4.7 with s = rat rank v = 1) 

(13) Given f G U(0), there exists a séquence (11) such that f = yyi(t)d with 7 a 
unit in U{t ) . (If f G &[|j7i,.. • ,yT]\, the transformations of type I and I I in 
the séquence involve only the first r variables.) 

(14) Suppose that f £ k \\yx,... , ym]\ — k , . . . , ^ ] ] . Then there exists a séquence 
(11) such that f = P(yx( t ) , . . . ,y t{ t ) ) + y ^ y ^ t ) . 

Theorem 1.14 (Theorem 4.11). — there exists a séquence (11) such that x~i+1{t) = 

i(l) = (xi(l) 

x2 = y2 

xi = y{-

Let uj be a primitive t̂ 1 root of unity. Set 

g ( x ! , . . . , x T ) = 
to-i 

2=0 
i(l) = (xi(l)+c1)1 

f | g in U(0). We will perform a UTS (11) to get g = x~i(t)dA where A is a unit in 
T( t ) . Then / = y1(t)d'̂ Af where A' is a unit in U(t). 

To transform g into the form g = x\ (t)dA, where A is a unit, we will make use of an 
algorithm of Zariski ([35], [36]) to reduce the multiplicity of g. Initially set g = x[go 
where x\ does not divide go. Set 

r = mult(0O(O,...,O,xr)). 

0 < r < o o . If r = 0, #0 is a unit, and we are done. Suppose that 0 < r. We can write 

9o = 
00 

i=0 

ai(xi , . . . ,xT-i)xlT = 
d 

7—1 

x d = s d 

3 

ap.xp +x?f l 
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Outline of proof of (13) of Theorem 1.13. — The proof is by induction on r. 
Suppose that (13) is true for r — 1. We will assume that r < /, which is the essential 
case. Recall that 
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where the terms a^x^1 have minimum value p, Ni/(xT) > p, and the ap.xy terms 
are the finitely many remaining terms. We must have ai < r for ail a>i, and ai = r 
implies ai is a unit. 

By induction, we can perform UTSs in the first r — 1 variables to reduce to the 
case 

O'a.i — %l W A , (x\, . . . , XT — \ t 

a0j = xô1jui3j(x1,...,xT-1) 

where ua. and UQ. are units in T(0). Now we make a UTS 

âfi =3fi(l)ai1 

xT = x1(l)a^{xT(l)+c1). 

9o = 
d 

i—1 

•=-yiaii+aiaTi ( M l ) + • • • = *! (1)* 
d 

i=l 
uai(xT(l) + C1)OCi + ^ 1 ^ ) . 

Set 

dx+ = 
d 

i=l 
i(l) = (xi(l)+c1)1/a» 

ri = mult^i(0,... ,0,xr(l)). 

ri < oc and r\ <r since ail a* < r. Set 

C(t) = <7i(0,...,(U-Ci) = 
d 

br 
utti(0,...,0)ta<. 

If we do not have a réduction in r, so that n = r, 

Cfo-(l) +c i ) = exT(l)r 

for some nonzero e G fc. Thus = e(£ — ci)r has a nonzero £r 1 term. We conclude 
that ad = r, aa. is a unit, a^-i = r — 1 and 

p = v{aadxrT) = v{aGld_^xTr x). 

Thus 

v{xT) = v{aad_1{xu...,xT-i)). 

Since xrT is a minimum value term of / , 

v(xT) < < Hf). 

Now make a change of variables in T(0), replacing #r with arj. = xT — Xaad_1 where 
À G k is chosen to make v(xT) < v(x'T). Repeat the above procédure with thèse new 
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1.3. OVERVIEW OF THE PROOF 17 

variables. We eventually get a réduction in r. In fact if we didn't, we would have an 
infinité bounded séquence in T(0) 

V(XT) < V(X'T) < < !/(/) 

which is impossible (by Lemma 2.3). 

Outline of proof of (14) of Theorem 1.13 

ddsd oo 

i=0 
<7.(2/l>--->2/m-l)2/m-

Set 

Q = 
i>0 

vi(yi,---,ym-i)yln-

After possibly permuting the variables I7/+i,... , 17m, we can assume that Q ^ 0. 
Q = y^Qo- wherey1 does not divide Q0- Set r — mult(Qo(0,... ,0,ym)). 1 < r < oo. 

Suppose that r > 1. Write 

Qo = 
d 

i=l 
i(l) = (xi(l)+c1)1/a»W 

where the o-aiy% are the minimum value terms. By construction, ail ai > 0. By (13) 
of 1.13, we can perform UTSs in the first m — 1 variables to get Oi — uaiyjl where 
ua. are unit s. Then we can perform a UTSs in y1 and ym to get 

Qo = vi(iy 
d 

7 = 1 
^ , ( y r o ( i ) + c i r + Vi 

Set 

Qi = 
d 

»=] 
i(l) = (xi(l)+c1)1/a»W 

d 
uaic11 

Set ri = mult<2i(0,... , 0,ï/m(l)). 0 < ri < oo and r\ < r. Suppose that we do not 
have a réduction in r, so that r± = r. Then as in the proof of (13) of Theorem 1.13, 
v(ym) — v(crad_1(y1,... ,2/m_i)). Now make a change of variables in £7(0), replacing 
Vm with 

y'm=ym- *°«d-i (2/1 » • . • » 2/m-l)» 
where À G A; is chosen to make v(ym) < v(y'm). We have 

v(u„yi<v(ur-1) <v 
ddd 

Kdym. 
< v 

df 

dym. 

Repeat the above algorithm with ym replaced with y'm in U(0). Since df/dym = 
df/dy'm1 we get a réduction in r after finitely many itérations, by an argument similar 
to that at the end of the proof of (13) of Theorem 1.13. 
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We can then repeat this procédure to eventually get an expression 

f = L(y1,...,ym_1)+j%°Q 

where mult Q(0,... , 0,^m) = 1. 
By induction, we can perform UTSs in the first m — 1 variables only to get 

L = L\y1,...,yl)+ffQ1 

where mult Q1(0,... , O , ^ ^ ) = 1. Then / is in the desired form. 

Outline of proof of Theorem 1.14. — By (14) of Theorem 1.13 we may assume 
that 

X! = y[° 

x2 = y 2 

xi = y. 

xi+i = P(î/i,...,2//)+î/i12//+i. 

Let tu be a primitive t^1 root of unity. Set 

i(l) = (xi(l)+c1)1/ 
to-l 

i=0 
(xl+1 - P(uj*y1,y2,...,yl)). 

yï+1 divides g in t/(0). Set r = mult(#(0,... , 0,#/+i)). 1 < r < oo. 
Suppose that r = 1. Then in T(0), 

p = unit(a?/+i 4- $(#i, . . . , xt)) 

= unit(P + ïtf1fc+1+*). 

since 2/1,1 divides g, we must have P = — 4>. We can then replace sci+i with 

i(l) = (xi(l)+c1)1/ 

which can be factored to achieve the conclusions of Theorem 1.14. 
Now suppose that r > 1. By (13) of Theorem 1.13, there exists a UTS in the first 

/ variables so that P — yfl1P(y1^... where P is a unit, and 

9 = 
d 

dd 

77 TfnMjfiti _j 

where the W ddkd ethe minimum value terms and the aai (#i , . . . , #/) are unit s. 

Case L — Assume that i/(P) > i/Q/i1)- Then = gr*<3 where G = y$1~dlP + 
Since multG(0,... ,0,^+1) = 1, we can factor this to get in the form of the 

conclusions of Theorem 1.14. 
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Case 2. — Suppose that v(P) < "(yf1). Then xM = y\xP\ where Px = P + 
yfr~hxy}, i is a unit. Perform a UTS T(0) T( l ) defined by 

)1/a»W -CÎ/OIL(1) 

SJ+I = si(l) a/+i,i(l) H-Ci). 

We will show that this map factors through U(0). 

ed+dk 
dd+9 d 

dld + lkd 
ou(l) 

^îKs/i) Ai 
*o^(î/i) *o 

Thus /ii = ^ia/+i,i(l) and t0 = ^ian(l) for some positive integer ti. 

W)=tï 

Xi+i(l) +Ci = 
drhg 

xi(i)a'+i.i(i)' Pi = Pi 

so that 
xi+i = ^ i ( 2 / i , . . . , î / / ) +2 / iy /+ i . 

Set # = #i(l)e#i. ri = mult#i(0,... ,0,#/+i(l)) < r. If ri = r, we can replace 
with #/+i — <J(XI, . . . ,xi) and repeat to eventually get 7*1 < r. 

We have W did dl= 3/1-1-1 and 2//+1 I so that V1+1W I î̂C1) = ViW1 implies 
ri > 0. Now we can repeat the above argument to eventually either reach r = 1 or 
case 1. 
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C H A P T E R 2 

P R E L I M I N A I R E S 

2.1. Valuations 

Lemma 2.1. — Suppose that R is a regular local ring, with quotient field K. Then 
R = K D R in the quotient field of R. 

Proof — Suppose that / G K D R. Then there exist g, h G R such that / = g/h, 
with (g, h) = 1 in R. If / i2, there exists an irreducible s G R such that 5 | h but 
5 does not divide g. Let s' G R be an irreducible such that (s') D R = (s), hf = g in 

s' | h implies s' \ g in i?. Hence 5 | g in a contradiction. • 

Lemma 2.2. — Let R be a regular local ring with quotient field K, maximal idéal m. 
Letv be a rank 1 valuation of K dominating R, with value group T, valuation ring Ov. 
Let K be the completion of K with respect to a metric | • | associated to v. There exists 
a valuation v of K extending v, with valuation ring such that Ov/rriv = Ov/mv 
and the value group ofv is T (cf. Theorems 1 and 2, Chapter 2 [31]/ 

Then there exists a prime p C R and an inclusion R/p —• K which extends R —>• K. 

Proof. — Let {an} be a cauchy séquence in the m-adic topology of R. Let v(m) = 
p > 0. Then v(mN) = Np implies {an} is a fundamental séquence with respect to 
| • |. Hence there is a natural map (j) : R -> K making 

K dldl K 

R 

commute. Let P = kernel <j>. 

Lemma 2.3 extracts an argument from page 345 of [35]. 

Lemma 2.3. — Let R be a regular local ring containing a field of characteristic zéro 
and v a rank 1 valuation of the quotient field of R which has nonnegative value on R. 
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Suppose that z±, . . . , zn,... is an infinité séquence of éléments of R such that 

v{zi) < v(z2) < < v(zn) < 

is strictly increasing. Then v(zn) has infinity for a limit. 

Proof — Let m be the maximal idéal of R, K the quotient field of R. Let {ti} be a 
transcendence basis of R/m over k. Lift ti to ti G R. Let L be the field obtained by 
adjoining the ti to k. Then L C R. Let L' be the algebraic closure of L in K. Then 
L' C R since R is normal. Let L be an algebraic closure of L'. K = K ®£/ L is a 
field (cf. Corollary 2, Section 15, Chapter III [39]). Let V be an extension of v to K. 
V has rank 1 since K is algebraic over K. Let R be the localization of R <g>£/ £ at 
the center of 77. Then 12 is a regular local ring dominating R. We can extend V to a 
valuation V dominating R = L [[#i, . . . , #n]], a powerseries ring. 

Let pbea positive real number. Let a = min(ï/(a^)). Let np be the smallest integer 
such that npo~ > p. Let g(x\ , . . . ,xn) G . . . ,#nJ be such that ^(#) < p. Write 
g = g' + g" where g' is a polynomial of degree < np, and g" is a powerseries with 
terms of degree > np. Every form in x±, . . . , xn of degree m has value > ma. Hence 
v{g") > npo~ > p. Since u(g) < p, v(g') = v{g). Thus if a powerseries has a value 
< p, its value is the value of a polynomial of degree < np. Hence, among the values 

assumed by éléments of R, there is only a finite number of values which are less than 
or equal to a given fixed real number p. • 

2.2. Birational Transforms 

Suppose that is a regular local ring, with maximal idéal m, and that x±, . . . , xn G 
R can be extended to a System of regular parameters (xi,...,Xd) in R. Let / be the 
idéal / = (x±,.. . ,xn). 

The blow up 

7T : Proj(en>0/n) -> spec(#) 

is called a monoidal transform of spec(R). Proj(0n>o/n) is a regular scheme. let 

p G ^ ( m ) C Proj(®n>0/n). 

p G spec(i^[xi/xi,... ,xn/xi]) for some i. Then 

R -y (R[xi/xi,.. .,xn/xi])p 

is called a monoidal transform oî R. If n = d, so that / = m, 

R -> (-R[a?i/a?j,... ,Xd/xi])p 

is called a quadratic transform. 
In this section we state results of Abhyankar and Hironaka in a form which we will 

use. The conclusions of Theorems 2.5 through 2.7 and Theorem 2.9 have been proved 
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2.2. BIRATIONAL TRANSFORMS 23 

by Hironaka [20] in equicharacteristic zéro, and have been proved by Abhyankar [1], 
[4] in positive characteristic, for varieties of dimension < 3. 

Définition 2.4. — Let R be a regular local ring, f £ R is said to have simple normal 
crossings (SNCs), and be a SNC divisor, if there exist regular parameters (#i , . . . , xn) 
in R such that / = unit • x"1 • • • x„n for some non-negative integers ai,..., an. 

Theorem 2.5. — Let R be an excellent regular local ring, containing a field of char­
acteristic zéro. Let X be a nonsingular R-scheme, f : X —» spec(R) a projective 
morphism, h € R. Then there exists a séquence of monoidal transforms g : Y —y X, 
such that h has SNCs at every point ofY. 

Proof. — Immédiate from Main Theorem II(N) [20]. • 

Theorem 2.6. — Suppose that R, S are excellent regular local rings containing a field 
k of characteristic zéro such that S dominâtes R. Let u be a valuation of the quotient 
field K of S that dominâtes S, R - » R± a monoidal transform such that v dominâtes 
Ri. Ri is a local ring on X — Proj(®n>opn) for some prime p C R. Let 

U = {Q e spec(S) : pSç is invertible} 

an open subset ofspec(S). Then there exists a projective morphism f : Y -¥ spec(S) 
which is a product of monoidal transforms such that if Si is the local ring of Y 
dominated by v, then S\ dominâtes Ri, and -> U is an isomorphism. 

Proof. — Since 5 is a UFD, we can write pS = gl, where g e S, I C S has height > 2. 
Then U = spec(S) - V(I ) . By Main Theorem II(N) [20], there exists a séquence of 
monoidal transforms 7r : Y —y spec(S) such that IOy is invertible, and 7r-1(f7) —y U is 
an isomorphism. Let Si be the local ring of the center of v on Y. We have pS\ — hS\ 
for some h E p. Hence R\p/h] C Si, and since v dominâtes Si, R\ is the localization 
of R[p/h] which is dominated by Si. • 

Theorem 2.7. — Suppose that R is an excellent local domain containing a field of 
characteristic zéro, with quotient field K. Let u be a valuation of K dominating R. 
Suppose that f £ K is such that v(f) > 0. Then there exists a MTS along v 

R —y R\ —y • • • —y Rn 

such that f G Rn-

Proof — Write / = a/b with a,b G R. By Main Theorem II(N) [20] applied to the 
idéal / = (a, b) in R, there exists a MTS along i/, R —y Rn such that IRn = aRn is a 
principal idéal. There exist constants c,d,u\̂ u2 in Rn such that a = ca, b = da, a = 
u\a + u2b. Then u\c + u2d = 1, so that cRn H- dRn = Rn, and one of c or d is a unit 
in Rn. If c is a unit, then 0 < = v(c/d) = v(c) — v(d) implies v(d) = 0, and since 
v dominâtes i?n, is a unit and / G Rn. • 
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Theorem 2.8 (Abhyankar). — Let R, S be two dimensional regular local rings such 
that R and S have the same quotient field, and S dominâtes R. Then there exists a 
unique finite séquence 

Ro —> R\ —»•••—>• Rm 
of quadratic transforms such that Rm = S. 

Proof — This is Theorem 3 of [Ab2]. • 

Suppose that Y is an algebraic scheme, X, D are subschemes of Y. Suppose that 
g : Y ' —>• y, f : X ' X are the monoidal transforms of Y and X with center D and 
D C\ X respectively. Then there exists a unique isomorphism of X ' to a subscheme 
X" of Y ' such that g induces / (cf. chapter 0, section 2 [20]). X" is called the strict 
transform of X be the monoidal transform g. 

Theorem 2.9. — Let R be an excellent regular local ring, containing a field of charac­
teristic zéro. Let W C spec(R) be an intégral subscheme, V C spec(R) be the singular 
locus of W. Then there exists a séquence of monoidal transforms f : X —> spec(R) 
such that the strict transform of W is nonsingular in X, and f is an isomorphism 
over spec(R) — V. 

Proof. — This is immédiate from Theorem [20]. • 

Theorem 2.10. — Suppose that R C S are r dimensional local rings with a common 
quotient field K, and respective maximal ideals m and n such that S dominâtes R, 
S/mS is a finite R/m module, and R is normal and analytically irreducible. Then 
R = S. 

Proof. — This is the version of Zariski's Main Theorem proved in Theorem 37.4 
[28]. 

Theorem 2.11 (Theorem 1 [22]). — Suppose that R is an excellent regular local ring 
with quotient field J, K is a finite extension field of J and S is a regular local ring 
with quotient field K such that R C S and dim(R) = dim(S'). Then S is essentially 
of finite type over R. 

Proof. — Let (j/i,..., yn) be a System of regular parameters in S and suppose that 
K is generated by h\,..., hr over J. Let h{ — fi/gi for 1 < i < r where fi,gi G S. Let 
T be the normalization of R[yi,. . . ,2/n,/i> • • •, /r,9i, • • • > <7r], Q = m(S) D T, U = Tq. 
By Theorem 2.10 Tq = U. 

Theorem 2.12. — Suppose that R is an excellent regular local ring, with maximal idéal 
m, S is a regular local ring with maximal idéal n, such that R C S, dim(R) = dim(5) 
and the quotient field of S is a finite extension of the quotient field of R. Then there 
is an inclusion 

R C S 
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where R is the m-adic completion of R, S is the n-adic completion of S. 

Proof — By Theorem 2.11 5 is essentially of finite type over R. Since S is universally 
catenary, the dimension formula (Theorem 15.6 [26]) holds. 

dim R + trdeg# S — dim S + restrdeg^ S 
Since R is analytically irreducible, R is a subspace of S by Theorem 10.13 [4] ("A 
version of Zariski's Subspace Theorem"). • 

We will use the notation m(R) to dénote the maximal idéal of a local ring R, k(R) 
to dénote the residue field R/m(R). R or i?"will dénote the m(#)-adic completion of 
R. 

Let k be a field, 0 / •. •, zn) G . . . , zn]\. Let m = (z i , . . . , zn). Define 
mult(/) = r if / G rar, / g mr+1. 
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U N I F O R M I Z I N G T R A N S F O R M S 

Définition 3.1. — Suppose that R is a regular local ring. A monoidal transform 
séquence (MTS) is a séquence of ring homomorphisms 

R — RQ —> R± —->• R2 —>-•••—>• Rn 

such that each map Ri —> Ri+i is a finite product of monoidal transforms. 

Définition 3.2. — Suppose that R is an excellent regular local ring containing a field 
k of characteristic zéro, with quotient field K. A uniformizing transform séquence 
(UTS) is a séquence of ring homomorphisms 

R TQ T0 

T1 T1 -4- Ti 

i N _ 
(15) T'2 -+ r!,' T2 

4- \ 
—/ —// — 
Tn ^ Tn Tn 

such that To = R, the completion of R with respect to its maximal idéal, and for ail i, 
Ti is the completion with respect to its maximal idéal of a finite product of monoidal 
transforms T{ of T ^ . For ail i, T{ is a a regular local ring essentially of finite type 
over T\ with quotient field Ki, such that T\ C T" C Ti and Ko is a finite extension 
of K, Ki+i is a finite extension of Ki for ail i > 0. 

To simplify notation, we will often dénote the UTS (15) by (f?,T^,Tn) or by 

R -> T0 -> Ti • Tn. 
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We will dénote the UTS consisting of the maps 

^n-i ~~* Tn_± —> Tn-i 

i(l)a»W -CÎ/OIL(1) DD 

by Tn_i Tn. 
A UTS (15) is called a rational uniformizing séquence (RUTS) if there exists ar 

associated MTS 
R — Rq —y R± Rni 

maps R{ -+ Ti such that Ri = Ti for 1 < i < n, and ail squares in the resulting 
diagram 

(16) 
R 0 - » T I R „ 

Ro —y Ri —>•••• —y Rn 

commute. 
Suppose that v is a valuation of K which dominâtes R and 

(17) T0 -> Ti - » >Tn 

is a UTS. 
Suppose that vo is an extension of v to the quotient field of To such that vq 

dominâtes T0. The existence of fo is shown in [23]. If vq dominâtes T1 we can extend 
vo to a valuation v\ of the quotient field of Ti which dominâtes T±. 

Then if v\ dominâtes T2, in the same manner we can extend v\ to a valuation 
V2 of the quotient field of T2 which dominâtes T2. If we can inductively construct 
a séquence v\,... ,t;n of extensions of v to the quotient fields of Ti in this manner, 
(17) is called a UTS along v. If there is no danger of confusion, we will dénote the 
extensions Vihy v. 

Suppose that (17) is a UTS along a rank 1 valuation v of K. Let Tv be the value 
group of v. Suppose that i is such that 0 < i < n. Let 0Ui be the valuation ring of 
Vi and YVi be the value group of Vi. is a subgroup of YVi. Set 

f = {/? G r„. | -a < /3 < a for some a G Tu}. 

r is an isolated subgroup of TUi, since Tv is a subgroup, so there is a prime a in 0Vi 
(which could be 0) such that Y is the isolated subgroup Ta of a, (by Proposition 2.29 
[3] or Theorem 15, chapter VI, section 10 [39]). Set 

Pi = a fl Ti = {f G Ti | > a for ail a G IV}. 

We will say that v(f) = 00 if / G p .̂ 
For the rest of this chapter we will assume that R C S are excellent regular local 

rings such that dimfi?) = dim(S), containing a field k of characteristic zéro, such that 
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the quotient field K of S is a finite extension of the quotient field J of R. We will fix 
a valuation v of K with valuation ring V such that v dominâtes S. 

Note that the restriction of v to J has the same rank and rational rank that v 
does (Lemmas 1 and 2 of section 11, chapter VI [39]). Observe that S is essentially 
of finite type over R (Theorem 2.11) and R —y S is an inclusion (Theorem 2.12). 

Suppose that (R,T„,Tn) and (S,V'^TJn) are UTSs. We will say that (R,T^Tn) 
and (5, t/n, Un) are compatible UTSs (or a CUTS) if there are commutative diagrams 
of inclusions 

û\ -»• v'[ -»• Ûi 
(18) 1 1 1 

T\ -»- T" -> 

for 0 < % < n. In particular, the quotient field of u" is finite over the quotient field 
of T{ for ail i, and U{ is essentially of finite type over T{ for ail i. 

We will say that UTSs along v (R,T^Tn) and (5,Z7 ,̂Z7n) are CUTS along v if 
the extensions of v are compatible in (18). 

If (#,T^,Tn) and (5,^,Z7n) are RUTSs and CUTSs, then we will say that 
(R,Tn,Tn) and (5,f7 ,̂C7n) are compatible RUTSs (or a CRUTS). 

Lemma 3.3. — Suppose that the CRUTS (R, T^, Tn) and (5, u'^ Un) have respective 
associated MTSs 

R — Rq —y R± —y ' ' ' —y Rn 
and 

S = S0 5i -> ^ Sn. 
Then there is a commutative diagram 

R —y R\ —y • • * —y Rn 
(19) i l i 

S 5i - ) • • • • 5n 

Proof. — This follows from (18), (16) and Lemma 2.1, since then 

Ri c Ri n J = Ti n J c û i n K = Si n K = Si 
for ail i. • 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 1999 





C H A P T E R 4 

R A N K 1 

4.1. Perron Transforms 

Throughout this chapter we will assume that R C S are excellent regular local 
rings such that dim(i?) = dim(5), containing a field k of characteristic zéro, such 
that the quotient field K of S is a finite extension of the quotient field J oî R. We 
will fix a valuation v of K with valuation ring V such that v dominâtes 5. Suppose 
that if my is the maximal idéal of V, and p* = my fl 5, then (S/p*)p* is a finitely 
generated field extension of k. We will further assume that 

(1) v has rank 1 and arbitrary rational rank s (< dim(5)). 
(2) dimfl(i') = 0 and Ovjmv is algebraic over k. 

Letn = dim(R) = dim(S). We will define 2 types of UTSs. Suppose that (R,T" ,T) 
is a UTS along v and T has regular parameters (x[,..., x'n) such that 

= T I , . . . , * / ( £ ' J = rs 

are rationally independent. Let v$ be an extension of v to the quotient field of T" 
which dominâtes T . 

We first define a UTS T T ( l ) of type I along v. The MTS T" T'(1) is defined 
as follows. T (1) = Tfc where h is a positive integer and Th is constructed as follows. 

Set Ti(0) = ^ for 1 < i < s. For each positive integer h define s positive, rationally 
independent real numbers Ti(/i),..., rs(h) by the "Algorithm of Perron" (B.I of [36]) 

n ( f t - l ) = rs(h) 

r2{h-l) = ri(h)+02(ft-l)r,(h) 

T,(fc - 1) = r,_i(ft - 1) 4- as(h - l)rs(h) 
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where 

a0(h - 1) = d+ kdfr 
r i ( f t - l ) . 

, 2 < j < s 

the "greatest integer" in Tj(h)/ri(h). There are then nonnegative integers Ai(h) such 
that 

n = Ai(ft)ri(ft) + + l)r2(ft) + • • • + ^(f t + s - l)rs(h) 

for 1 < i < s. 

det 
'Axih) . . . d k l d + 1) 

^4s(/i) . . . A8(h + s-l) 

d = (xi(l)+c1) 

(See formula (4'), page 385 [36].) Thèse numbers have the important property that 

(20) lim 
h—>oo 

AAh) 
Ai(ft) 

dd 
rd 

(See formula (5), page 385 [36].) Set £;(0) = x\ for 1 < i < n. Define Th by the 
séquence of MTSs along v 

T" = T(0) -> T ( l ) -> • T(ft) =Th = r ' ( l ) 

Where T(î + 1) =dkdkk + 1),.. dkdk + l)W1«+i)1...,sBtt+i)) for 0 < i < h - 1. 

xAÏ) = + 1) 

£2(0 = * i ( i + !)£*(*+ l)°2(i) 

xi(l)+c1)1/a»W -CÎ/OIL(1)SSSS DDD 

1/(^(2)) = ^ ( i ) for 1 < j < s. If we set Xi{l) = xi(h), we then have regular 
parameters (xi(l),... ,xn(l)) in T (1) satisfying 

x[ =x1(l)A^--xs(l)A^h+dddds-1ï 

(21) 
x's = xx{l)A^ •. . ^ ( l ) ^ - ^ - 1 ) 

«1.1 = #*+i(l) 

— xn(X) 

Then T ' ( l ) = ^ ' [ ^ ( l ) , . . . ,^s(l)](^l(1)v..^n(1)). Let T( l ) be the completion of T ' ( l ) 
at its maximal idéal. Set T" (1) = T'(1). Then for any extension v\ of uo to the 
quotient field of T( l ) which dominâtes T( l ) , T -> T( l ) is a UTS and ( i î ,T" ( l ) , T( l ) ) 
is a UTS along 1/. Note that v(x\ (1 ) ) , . . . , ^(âfs(l)) are rationally independent. 

Now we define a UTS T —> T ( l ) of type IIr along v (with the restriction that 
s + 1 < r < n). The MTS T" - » T'(1) is constructed as follows. Set v(x'r) = rr. rr 
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must be rationally dépendent onri,...,r8 since v has rational rank s. There are thus 
integers À, A i , . . . , Xs such that À > 0, (À, A i , . . . , Xs) = 1 and 

Arr = Ai7ï + • • • + \sts. 

First perform a MTS T" f (1) which is UTS along v where f (1) has regular 
parameters ( x i ( l ) , . . . , xn(l)) defined by x\ = • • • ^ ( l ) ^ ^ * " 1 ) for 1 < 
i < s. Then v(xi(l)) = Ti{h) for 1 <i < s, v{xr(l)) = rr. Set 

\i(h) = AiAi(/i + i - 1) + X2A2(h + i - 1) + • • • + XsAs(h + i - 1) 

for 1 < i < s. Then 

Arr = Ai(h)ri(ft) + • • • + Xs(h)rs(h). 

Take /i sufficiently large that ail Aj(/i) > 0. This is possible by (20), since AiTi + 
h Xsrs > 0. We still have (A, Ai(ft), . . . , X8(h)) = 1 since det(Ai(h + j - 1)) = ±1. 

After reindexing the #i(l), we may suppose that Xi(h) is not divisable by A. Let 
Xi(h) = A/i + A', with 0 < A' < A. Now perform a MTS f (1) f (2) along v where 
T(2) has regular parameters ( # I (2 ) , . . . , x„(2)) defined by 

xi( l ) = £r(2) 

x2(l) = x2(2) 

xs(l) = xs{2) 

xr{l) = x1(2)xr(2)^. 

Set t[ = v{xi(2)) for ail i. r { , . . . , r̂ , are positive and 

X'r'r = X,1r[ + "^Kr's 

where X[ = A, Â  = — Xi(h) for 2 <i < s. We have thus acheived a réduction in A. By 
repeating this procédure, we get a MTS T —>• T(a) along v where T(a) has regular 
parameters {x\ ( a ) , . . . , xn(a)) such that if fi = is(xi(a)), ri,...,rs are rationally 
independent and 

Tr — X\T ! + ••• + XST s 

for some integers A;. Now perform a MTS T(a) T(a + 1) which is a UTS of type 
I along v where T(a + 1) has regular parameters (xi(a + 1) , . . . , xn(a + 1)) such that 
if r* = i/(£i(a + 1)), 

r; = Air* + « . - + Asr; 

for some positive integers A*. Finally perform a MTS T(o; + 1) T(a + 2) where 
f ( a + 2) = f(a + \)[Nr]q. 

Nr = 
xr(a + 1) 

xi(a + l)Al • -xs(a + 1)A* 
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and q is the center of v on T(a + l)[Nr], Set T (1) = T(a + 2). Since i/(iVr) = 0, 
Nr has residue c ^ 0 i n f c ( T ( l ) ) . Set iVf = ^ ( a ) for 1 <i < s. Then there exists a 
matrix («r/) such that 

(xi(l)+c1)1/a»cfff dddd 

1/a»W -CÎ/OIL(1SSSSSS)DDDDDD 

(xi(l)+c1)1/a»Wsdd ddd 

and det(a^) = ±1. T (1) is a localization ot T [Nu...,Ns,Nr\. 
Let T ( l ) be the completion of T (1) at its maximal idéal, v§ extends to a valuation 

of the quotient field of T( l ) which dominâtes T ( l ) . Let v\ be such an extension. T( l ) 
has a regular System of parameters (art(l),... ,#*(!)) defined by 

i(l) = (xi(l)+c1)1/a»W -CÎ/OIL(1)SDD DDD 

(22) 
i(l) = (xi(l)+c1)1/a»W -CÎ/OIL(1)DD DDD 
i(l) = (xi(l)+c1)1/a»W -CÎ/OIL(1) JSDKJS XW ER 

det(a^) = ±1 and i/i(x*(l)),..., z/i (#*(!)) are rationally independent. Set 

c = det 
«11 ••* «is 

«si ' ' ' «ss 

det 
«11 * * * «1,5+1 

«̂S+1,1 * * * «S+1,S+1 
^ 0 

since i/(x[),..., v(x'8) are rationally independent. Define rational numbers 71,..., 7* 
by 

dd 

dr 
vr 

«11 «lsN 

«si *•• «ssy 

-1 -«l,s+lN 

^—«s,s+l 

7̂  = rrii/c for some G N. By Cramer's rule, 

«1,1 • • • «l,s+l 

«s,l * * ' «s,s+l 
,«s+l,l • * * «s+l,s+l 

7i \ 

7s 
ly 

0 > 

br 
0 

Me) 

7ias+i,i H 1- 7s«si,s + «s+i,s+i = 1/c. 
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Let (bij) = (dij) 1. Then 

Nt = x î ( l ) = (îi)»1-' • • • (x's)b^(x'r)bl"+1 

Ns = x*Jl) = (x[)b^---(x')b>'>(x')b>^ 

Nr = xï(l) + c = (x[)b'+11 • • • (x's)b'+1->(x'r)b'+1''+1 

( x ï ( l ) , . . . ,ar*_1(l), A^,x*+1(l),... ,z* (1)) are regular parameters in T"'(l) where 

K = T(JVr-<r(c)) 

and the product is over ail conjugates a(c) of c over k in an algebraic closure k of k. 

k(T'(i)) s* fc(r")(c). 

We have 
dvr 

c 
+ 1 

d+sd4 
G T(l) where 

x*r(l) 

c 
•f 1 

l/c 
is uniquely determined by 

the condition that it has residue 1 in k(T(l)). Set 

T"( l ) = T ' ( l ) sd 
<(1) 

C 
+ 1 

1/cl 

(a-(i)v..,*;(!)) 

r " ( l ) has regular parameters (# i ( l ) , . . . ,#n(l)) defined by 

(23) 3f*(l) = 

+d4r 
br+d4 

c 
+ 1 

-7i 
1 < i < s 

xl(l) 

c 
f 1 

l/c 
- 1 i — r 

w<< ddr -d<w>i 

We have 

x[ = ^i(l)01'1 ...^(l)ai.*cai'-+1 

x's = ^(l)"*'1 •••âs(l)0^c°^+1 

£' = âiCl)"-*-1-1 •••^(l)a'+1--ter(l) + l)ca*+1''+1 

Note that 

(24) *< (1) -

(#r(l) + l)C7i^(l) 1 < i < s 

c[(âr(l) + l)c - 11 i = r 

Xi{\) s < i, i ̂  r 

Thus T —> T( l ) is a UTS and by our extension of v to the quotient field of T( l ) , 
( i î ,T"( l ) , T( l ) ) is a UTS along v. We will call T -> T ( l ) a UTS of type IIr. 
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Remark 4.1. — In our constructions of UTSs of types I and IIr, T" —y T'(1) is a 
product of monoidal transforms 

T = T 0 ^ T 1 ^ y Tt-i ~+ Tt = T (1) 

where each T{ -> TJ+i is a monoidal transform centered at a height 2 prime a\ and 
a{T (1) = (âfi(l)dî • • -x8(l)d>) for some nonnegative integers dj for ail i. 

Lemma4.2. — Suppose that (R,T", T) is a UTS along v, (x±,.. . ,xn) are regular 
parameters in T , and u(x±),..., v(x8) are rationally independent. 

(25) Suppose that Mx = xf1 •'•x?%M2 = x f - - x f ' G T" and u(M±) < i/(M2). 
Then there exists a UTS of type I along T —y T ( l ) , such that M\ \ M2 in 
T ' ( l ) . 

(26) Suppose that M = xdl • • -xda is such that the di are integers and 0 < v(M). 
Then there exists a UTS of type I along v T - + T ( l ) such that M G T'(1) . 

Proof. — The proof of (25) is from Theorem 2 [36]. Consider the UTS with équations 
(21). In T ^ l ) , 

M = -r, (i\d\A1(h) + ---+disAs(h) _ - (-{\d\A1(h+s-l) + --+diAs(h+s-l) 

for i = 1,2. For h > 0 

d\Ax(h + j - 1) + • • • + d2sAs{h + j - 1) > d\Ax(h + j - 1) + • • • + d\As(h + j - 1) 

for 1 < j < s by (20). 
To prove (26) just write M = M2/Mi where Mi are monomials in x\, . . . , xs. Since 

i/(M2) > i/(Mi), (26) follows from (25). • 

Lemma4.3. — Suppose that (R,T ,T) and (S,U ,U) is a CUTS along v, T has 
regular parameters (afi,... ,xn) and U has regular parameters (yl i . . . ,yn), related 
by 

xi = yT1 - -y^ 'a i 

xi = yT1 --y^'ai 

such that ai , . . . , as G k(U), ^(#1),..., v(x8) are rationally independent and det(Qj) ^ 
0. Suppose that T -y T( l ) is a UTS of type I along v, such that T ' ( l ) = T"( l ) has 
regular parameters ( x i ( l ) , . . . ,âfn(l)) with 

XX =X1(l)a»---X8(l)ai-

XS =X1(l)a'1-.'X,(l)a". 
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Then there exists a UTS of type I along v U U(l) such that (R,T (1),T(1)) 
and (5, U"{1), U(l)) is a CUTS along v and U (1) = U (1) has regular parameters 
(y1(l), . . . ,yn(l)) with 

y, =ï/1(l)6ll---î/-(l)61-
(27) : 

y s = ï/i(i)6-1---î/.(i)6", 

anc? 

ÔFi(l) = ^ ( ^ " ^ • • - ^ ( l ^ ' W a i a ) 

(28) : 

x , ( l ) =F1(1)C'1(1)---F,(l)c"(1)a.(l) 

w/iere a i ( l ) , . . . , as(l) G A:(C/(1)), ^ ( ^ i ( l ) ) , . . . , v(x8{l)) are rationally independent 
and det(c^(l)) ^ 0. 

Proof — Let (e^) = (a^)-1, (<i^) = (e«j)(cjfe)? an intégral matrix. Let a«(l) = 
af*1 • • • aesis for 1 < i < s. Then 

^ ( 1 ) = yî11---yd,1-a1(l) 

x , ( l ) = y?'1---5^"a,(l) 

By (26) of Lemma 4.2, we can construct a UTS (27) of type I U -y U(l) such that 
we have an inclusion T (1) C U (1) and (28) holds. Then an extension of v from 
the quotient field of U which dominâtes U to a valuation of the quotient field of U(l) 
which dominâtes U(l) restricts to an extension of v to the quotient field of T( l ) which 
dominâtes T( l ) so that (R, r " ( l ) , T ( l ) ) and (S,!7"(1),I7(1)) is a CUTS along v. • 

Lemma 4.4. — Suppose that (R, T", T) , (S, u", U) is a CUTS along T" has regular 
parameters (x\ , . . . ,xn) and U has regular parameters (y±,... ,yn) such that 

xi = vl11 • -ycslsoti 

x,(l) = y?'1---5^"a,(l) 
xs+1 = ys+l 

(29) 

xi = y, 

with ai, . . . , as G k(U), v ( x \ ) , . . . , v(xs) rationally independent, det(Qj) ^ 0. 
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Suppose that T —> T( l ) is a UTS of type IIT along v, with s + 1 < r < / such that 
T ( l ) " has regular parameters (âri(l),... ,5fn(l)) with 

xi = xi(l)a" •••z5(l)°1*cai-*+1 

(30) ': 
Xs = Xi(l)°31 •••Xs(l)a"C°-''+1 
Xr = ^(l)0^11 •••Xs(l)a'+^'(Xr(l) + l)ca°+1-* + 1. 

Then there exists a UTS of type IIr, (followed by a UTS of type I) U —»• U { \ ) along 
v such that U (1) has regular parameters ( ^ ( 1 ) , . . . ,y„( l ) ) satisfying 

Vi = ^i(l)611 •••y,(l)6"d»».-+» 

(31) ^ 
v. =yi(i)6'i"-y.(i)*"d6'-'+i 
0r = •••»,(i)6'+i-(yP(i) + i)d*' + i.'+i, 

T (1) c U (1), and 

*i(i) = v1(i)eilW---v.(i)ei'(1)<*iW 

xs(l) = i?1(l)c"<1)-»,(l)c"(1»a,(l) (32) 
avn(l) = ys+1(l) 

s1/a»W -CÎ/OIL(1) 

where a i ( l ) , . . . , a«( l ) G z/(#i(l)) , . . . , i/(#s(l)) are rationally independent, 
det(Cij(l)) ^ 0 araa1 (#, T"(1),T(1)), (5,77"(1),77(1)) a COTS a/or̂  i/. 

Proof. — Identify v with our extension of v to the quotient field of U which dominâtes 
77. Set (ga) = (an)-1, 

i(l) = (xi(l)+c1)1ddd 

Sic — Xi dj „ X„ 
Jx>p — 1 S «̂y» • 

Then T ' ( l ) is a localization of T" [Ai , . . . , As, Ar]. v(Ai) > 0 for 1 < i < s and 
u(Ar) = 0. We have 

ii(l)+c1)1/a»W -CÎ/OIL(1) 

i(l) = (xi(l)+c1)1/a»W 
i(l) 1)1/a»W -CÎ/OIL(1) QSDKDS> 
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where = af1 • • • ag" for 1 < i < s, 0r = a \ s • • • a?'+ '* and 

(33) Br = y^1 ...îïJ.+i.. [cjk) $ 
0 \ 

Define Bi by 

Br = y^1 ...îïJ.+i..|7^+i..+i 

ns — Vi ys yr 
Br = y ^ 1 ...îïJ.+i..|7^+i..+i 

where the matrix (/i^) defînes a UTS of type IIr U -> W along ^ where w ' is a 
localization of U [B±,..., Bs, Br] with v{Bi) > 0 for 1 < i < s and v{Br) = 0. We 
have 

Br = y^1 ...îïJ.+i..|7^+i..+i iksks 

Br = y^1 ...îïJ.+i..|7^+i..+i>W<ws 
i(l) = (xi(l)+c1)1/a»W -CÎ/OIL(1) 

where (e^) = (d^X/i^)-1 is a matrix with intégral coefficients. Since ^(Ar) = 
z/(i?r) = 0 and ^ ( # i ) , . . . , v{Bs) are rationally independent, we have es+i?i = • • • = 

= 0. Then det(e^) 7̂  0 implies e^+i^+i ^ 0. Since v { A i ) , . . . ,v(A8) > 0, by 
Lemma 4.2, we can perform a UTS of type I W —>> £7(1) along z/ so that is a 
localization of W [Ci, . . . , Cs] with i / (Ci) , . . . , ^(Cs) rationally independent, and 

Bx = Cf1'1 •••CÎ'1' 

Br = y^1 ...îïJ.+i..|7^+i..+i 

to get 

A1 = C{X1 •••C{*'Bl1"+1l31 

(34) 
Aa = C{'1---C!"BÏ"+13a 
A /Of/a + 1,1 /o/s + l.s r>/s + l,s-|-l /} 

with > 0 for ail i, j and 

(A?) ~" (eu) 
sds + jsd 

N 1 
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Set 

(Pu) = (hij)-1 
x+ftrj 

0 h 

(34) implies A1,...,Ar G u'(l). Thus u" -> u'(l) is a MTS along v and T ' ( l ) C 
V\l). Further, we have = • • • = fa+i,s = 0. 

Extend v from the quotient field oîU to a valuation of the quotient field of U(l) 
which dominâtes U{1). Let d be the residue of Br in k(W). U(l) has regular param­
eters (î/î(l), . • • ,2/n(l)) sucn that 

2/i - 2/î(l)6ll---2,;(l)6l-(^(l) + d)^-+i 

(35) 
37. = î / î C D ^ - ' - î / î a ^ ^ m + d)6-.^ 

= î/ra)6^1-1 •••^:(i)6-+i'-fî/;m + d)6-+i''+i. 

Set 

U"{1) = U\l) dd 
br 4ds 

sd + 1 
i/di 

l(yî(l),...,y;(l)) 

We have a natural inclusion T( l ) C U(l). 
Let c 6 fc(T (1)) be the residue of Ar. Then c is the residue of Ar in the residue 

field of our extension of v to the quotient field of 17(1), since z/ dominâtes U (1). Set 

sd= 

br l<i <s 

\ Xi s < i, i ^ r 

Ar — c i = r 

Then ( # ï ( l ) , . . . , x* (1)) are regular parameters in T ( l ) such that 

2/i - 2/î(l)6ll---2,;(l)6l-(^(l) + d)^-+i 

(36) 
2/i - 2/î(l)6ll---2,;(l)6l-(^(l) + d)^-+i dklsks XRXGsd w 

cc*(l) + c = yî(lK-+>-1 •••yî(lK-+1--(y;(l) + d)^+i-+»A 

They are related to the regular parameters in T ( l ) satisfying (30) by 

x9+fjs ^ f l ) t e . ( l ) + l)C7i K i < s 

c[(xr(l) + l ) c - l ] i = r 

where 

c — det 

fan • • • ais' 

\asi - • • ass 

det 

an • • • 

â5i • • • as_|_i?s+iy 
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/7i 

dd 

1 

= (aij) 1 

' 0 

0 
\l/Cj 

We have regular parameters y^l) in u"(1) satisfying (31) with 

»? (D = 
^ ( 1 ) ^ ( 1 ) + l)dT< l<i<s 

{d[(yr(l) + l)d-l} i = r 

where 

d = det 
'bu ' ' ' bl8\ 

bsi ' ' • bssj 

det 
1̂1 * * * 

dkld + lms d 

/rlN 

< 1 y 

+xksd +dl 

0 

0 
dx 

(/«) 

bex 

ly 

= K?) 1 
(Cij) 0' 

0 1 

< 0 > 

0 
A / * 

xd9+dd 

0 

0 
1D/dJ 

_ c 
f1i 

R 

D 
Substitute this in (36) to get 

xi(l)(xr(l) + 1)*» = yi(l)/lx •••Î?.(l)/l-(ï7r(l) + lf71^+1/3i 

^ ( l ) ( x r ( l ) + l ) ^ - = ft(l)''1-" ya(l)f'-(yr(l) + l)*r-df->-+*0a 

c(xr(l) + l)c = (yr(l) + l ) ^ 1 - ^ 

i>(âr(l)) > 0 and uCyJl)) > 0 imply 

(37) c=dfs + l,s + iprm 

Our inclusion T( l ) C C/(l) induces 

xr(l) = wyr(l) + 

in (7(1) for some c-th root of unity uj. Since xr(l) G m(T(l)) and 2/r(l) G m(£7(l)), 
we must have u = 1. We thus get (32). 

T " ( I ) = T'(i)[c,<Mi)W1),...,ïn(1)) c ^"[d,yP(i)](ïl(i),...,ï„(i)) = £/"(i). 

An extension of ẑo to the quotient field of 0(1) which dominâtes U(l) then makes 
(R.T"(1).T(D). (SM"(1)M(D) a CUTS alone v. • 
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Lemma 4.5. — Suppose that (R, T , T) , (S, £/ ,U) is a CUTS along v, T has regular 
parameters (x i , . . . ,xn) and U has regular parameters (yx,... ,yn) such that 

xi = I7Ï11 • ' -Tslaoti 

xs = ycial • -yCsaaots 
(38) = y 8+i 

xi = y, 
xl+i = y t --ydsayl+i 

where ai , . . . , as G k(U), v { x i ) , . . . , v(xs) are rationally independent, det(c^) / 0. 
Suppose that T T( l ) is a UTS of type IIi+i along v, such that T"( l ) has regular 

parameters (# i ( l ) , . . . ,ôfn(l)) with 

xi = xi(l)ai1 -<x8(l)ai*cai>*+1 

(39) 
XS = âiflV1'1 ••'Xs(l)A*°CA*>* + 1 

xl+1 = x1(l)a'+1^ •-•xJl)a'+^(x,+1(l) + l)ca*+^+K 

Then there exists a UTS of type IIi+i, (followed by a UTS of type I ) U —> U(l) along 
v such that U (1) has regular parameters ( ^ ( 1 ) , . . . ,^n(l)) satisfying 

Vi =ï/i(l)6ll"-^(l)6l'd6l.-+1 

(40) 
Vi =ï/i(l)6ll"-^(l)6l'd6l.-+1 

Vi =ï/i(l)6ll"-^(l)6l'd6l.-+1sjqkqs EF()s d,) 

T"( l ) C U"{1) , and 

xi( l ) = v, (l̂ iiC1) . • .î7.(l)Cl-(1)ai(l) 

(41) 
x9(l) =î/i(l)c'l(1)---î7-(l)c"(1)as(l) 

Vi =ï/i(l)6ll"-^(l)6l'd 

Vi =ï/i(l)6ll"-^(l) 

xi+i(l) = 2/|+i(l) 

where a i ( l ) , . . . , as(l) G k(U(l)), i / (x i ( l ) ) , . . . , v(x8(l)) are rationally independent, 
det(c^(l)) / 0 and (i?, T" ( l ) , T ( l ) ) , (S,77"(1),77(1)) is a CUTS along v. 
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Proof. — Change r to Z + 1 in the proof of Lemma 4.4, and change (dik) to 

(dik) = (aij) 1 

en • • • Cis ( 

c8i css 0 I 
••• ds 1, 

Lemma4.6. — Suppose that ( R , T ' \ T ) and (5, £/",£/) «s a CUTS along v, T" has 
reaular varameters (x-i xn) and U has reaular varameters (v-, v„) such that 

xi = Vl11 '-ycsls<xi 

xs = y\slSSSS 

^s+i = y s+i 

x\ = Vi 

Vi =ï/i(l)6ll"-^(l)6l'd6l.-+1 

where ai , . . . , as G k(U), S G u" is a unit, v (x i ) , . . . , v(x8) are rationally independent 
and d e t ( c f / ) I < ^ < 5 ^ 0. 

Suppose that T - » T( l ) is a UTS of type 77/+I along is, so that T (1) has regular 
parameters (âfi(l), . . . , xn(l)) satisfying 

X! = ^i(l)ai1 •••xs(l)aiacai'a+1 

xs = ^i(l)ûsl ---xs(l)aa*cas>°+1 

Vi =ï/i(l)6ll"-^(l)6l'd6l.-+1 dijqsjskj><<w,ksks 

Then there exists a UTS of type I along v U -> U(l) such that u ' (1 ) has regular 
parameters SSS... ,2/n(l)) with 

yx = Y I A R ^ - . & A R -

ys = Î/I(1)6-1---Ï/.(1)6" 
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and U (1) has regular parameters (2/1 (1),... ,2/n(l)) ŝ c/ï ^ (1) = ^yi(l) /or 
\<i <s for some units Si G Ï7"(l), T"(l) C £/"(!), 

Vi =ï/i(l)6ll"-^(l)6l'd6l.-+1 dsk;qks 

xa(l) =ï/1(l)c'l(1)---ï,.(l)c"(1>a.(l) 

s,+i(l) = 2/,+i(l) 

Vi =ï/i(l)6ll"-^(l)6sksls 

where ai(1),..., as(l) G k(U(l)), v(xi(l)),..., u(xs(l)) are rationally independent, 
det(Cij(l)) / 0, and (#, T"(l), T(l)) and (S,£/"(!), 1/(1)) w aSS a/on# z/. 

Proof. — Identify v with our extension of v to the quotient field of U which dominâtes 
U. Set (gu) = (a*,-)-1, 

s±i — x± xs xl+1 

A ss— 7^9 si gag g3,a + i 

Ẑ + l — d i k d # s ddd Xl+l 

T'(1) is a localization of T " [ A i , . . . , A*, ddd dv(Ai) > 0 for 1 < i < s and v(Ai+1) = 
0. 

Al+1 =5Î'+1'1...^-+1-«+i xxx 

As = yîsl--ydsssSses 

Al+1 =5Î'+1'1...^-+1-«+i 

where G &(£/), (d^) = (̂ H?)-1 fefc) and ^ are units in U such that Si has residue 
1 in k(U) for 1 < i < s. v{Ai+i) = 0 and u(y1 ) , . . . , ^(^s) rationally independent 
implies 

Al+1 =5Î'+1'1...^-+1-«+i xcxxxxx 
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Since v(Ai) > 0 for 1 < i < s, by Lemma 4.2 we can perform a UTS of type I along 
v U —>• U(l) where U (1) has regular parameters ( ^ i ( l ) , . . . , yn(l)) satisfying 

y, = yi(l)ftll(1)---ys(l)ftl«(1) 

to get 

Vs = yi(l)6'l(1)"--^(l)b"(1) 

Ax = yi(l)Cll{l)---ys(l)Cu{1)Sie1 

As = Si(l)c'l(1)"-Î7.(l)c"(1)<y.e. 
Ai+i = Si+1 

where ail Cy(l) > 0. Thus 

T [AU...,AS,A1+1]CU (1) = U ^ i ( l ) , . . . , » . ( l ) ] ( S - 1 ( i ) , . . . , i ? n ( i ) ) , 

and since v dominâtes U'(l) and T"'(l), { / ' ( l ) dominâtes T ^ l ) . 
Now extend v from the quotient field of U to a valuation of the quotient field of 

U(l) which dominâtes U(l). T (1) has regular parameters (# î ( l ) , . . . (1)) with 

si = *ï(i)°"---a!:(i)oi-(a!r+1(i)+cr-+i 

xi+i = rFÎri)0'*1-1 •••«î(l)a'+1-'(x|*+1(l) + c)°'+1-'+1 

xi+i = rFÎri)0'*1-1 •••«î(l)a'+1-'(x|*+1(l) + c)°'+1-'+1 

T " ( 1 ) = T " c, 
a £ - , (1) 

C 
1 

1/c 

I (a:î(l),...,ar*(l)) 
(# i ( l ) , . . . , xn(l)) are regular parameters in T"( l ) which satisfy 

* i ( l ) = x î ( l ) •*r+i(i) 
c 

1 
-7i = Wi(l)Cll(1)"-î,.(l)Cl-(1)*iCi br 

br 

-71 

3f.(l) - x*s(l) 
xîj.Al) 

c + 1 
~7* 

= ^(1)0.1(1)... ^ ( 1 ) ^ ( 1 ) ^ 
dv 

C 

-7» 

^+ l ( l ) = 
dsd 

C 
+1 

1/c 
- 1 = 

ft+1 
C 

1/c 
- 1 

Set (e0-) = (cii(l))-1, 

ei = 6îil.--ôe8i' '<$z+i 
c 

—7ie«i Iseis 
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for 1 < i < s. Define 

ddd+ jldlsw eSiCl) 1 < i < s 
xi+i = rFÎri)0' 

Then the conclusions of Lemma 4.6 hold with 

U"(l) = U \ \ ) fr 
d+b44 

cs 

, l/c 
x+ 4dks x 

(»!(!),...,»„ (1)) 

4.2. Monomialization in rank 1 

Theorem 4.7. — Suppose that (R, T", T) and (5, £7"", C/) is a CUTS along v such that 
T contains the subfield k(co) for some co G T and U contains a subfield isomor-
phic to k(U ) , T has regular parameters (z \ , . . . ,zn) and U has regular parameters 
(ûJi,... ,wn) such that 

Zi = ŵ 11 • • • wcsls4>\ 

zs — wcx31 • • >WCsss(f)s 

Zs+1 = Ws+1 

Zl = wt. 

where <j>\,... ,<j>8 G k{u"), v { z \ ) , . . . , v(zs) are rationally independent, det(c^) ^ 0 
Suppose that one of the followinq three conditions hold. 

(42) / G k(U) [[îïïi,... ,tïïm]] for some m such that s < m < n with v(f) < oc. 
(43) / G k(U) [[wi, . . . , Wm\\ for some m such that s < m < n with v(f) = oc and 

A > 0 is given. 
(44) / G (k(U) \[wi,..., WmJ\ — k(U) [[ûJi,..., w{J\ ) DU for some m such that l < 

m. < n. 

Then there exists a CUTS along v {R,T"{t) ,T(t)) and (S,U"(t),U{t)) 

(45) 
U = U(0) U(l) -> • • • -> U(t) 

T = T(0) -> T( l ) -> • • • -> T(t) 
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such thatT"{%) has regularparameters (zi(i),... ,zn(i)), U"(i) has regularparameters 
... ,wn(i)) satisfying 

zAi) = ^i( i )Cll( i ) -^( i )Cls( iVi( i ) 

z8{ï) =w1(i)c-M---w8(i)c"M </>,({) 

z8+i(i) = w8+i(i) 

zi(i) = wAi) 

T"(ï) contains a subfield fc(co,...,Cj) and U"(i) contains a subfield isomorphic to 
k(U(i)). 0i ( i ) , . • •, <t>s(i) £ k(U(i)), v(zi (i) ) , . . . , v(z8(i)) are rationally independent, 
det(cij(i)) 7̂  0 for 0 < i < t. In case (12) we have 

f = w^t)*1 • • • W,(t)d't*(Wi(*),..., wm(t)) 

where u G k(U(t)) \[wi(t),..., wm(£)J is a unit power séries. 
In case (43) we have 

z8{ï) =w1(i)c-M---w8(i)c"M </>,({) xsixixixw:ws 

where S G fc(t/(*)) [[ïUi ( t ) , . . . , wm(t)]], v^t)^ • •-ws(t)d*) > A. 
In case (44) we have 

z8{ï) =w1(i)c-M---w8(i)c"M </>,({)xjx +xlxkssx9xk 

for some powerseries P G k(U(t)) [[wi(£),... (£)]], 

z8{ï) =w1(i)c-M---w8(i)c"M </>,({) +xopxks 

where u G &(£/(£)) [[wi (£),. . . ,wm(£)]] is a unit, S G k{U(t)) . . . , wm-i(£)]] 
and is(wm(t)) < p{wi{t)^ • • • û J , • 

(45) w«7/ 6e ŝ c/i that T (a) has regular parameters 

(21 ( a ) , . . . , *„(<*)) ana7 ( 4 ( a ) , . . . , zn(a)), 

II" (a) has regular parameters 

(wi(a),... ,wn(a)) and O i ( a ) , . . . , wn(a)) 

where Zi(0) = z% and W{(0) = W{ for 1 < i < n. (45) will consist of three types of 
CUTS. 

(Ml) T(a) T(a + 1) anc? £7(a) -> U(a + 1) are of type L 
(M2) T(a) T(a + 1) of type IIr, s + 1 < r < l, and U(a) -> U(a + 1) is a 

transformation of type IIr, followed by a transformation of type L 
(M3) T(a) = T(a + 1) and V{a) -> V(a + 1) is of type IIr (l + 1 < r < m). 
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We will find polynomials Pi,a so that the variables will be related by: 

ds+ jd +s Zi(a) - Pi,a(zi(<x),. • . , Zi-lipt)) if s + l < i < l 
z%{ol) otherwise 

xd+ ) ;s 
z'i(<x) 
Wi(a) - Piya(wi(a),... ,tUi_i(a)) 
Wi(a 

ifs + l < i < l 
if l + 1 < i < m 
otherwise 

The coefficients of P^a will be in fc(co,... ,ca) if i < l , and will be in k{U(a)) i f i > l . 
For ail a we will have 

zx(a) = wi(a)Cll(<*) • • >w8(a)Cl'W(f>i(a) 

(46) z8{a) = w i ( a ) c ° ^ - - - ws(a)c°*^(l)s(a) 
z8+i(a) = w8+i(a) 

zi(a) = wi(a) 

and 

xi+i = rFÎri)0'*1-1 •••«î(l)a'+1-'(x|*+1(l) r 

(47) z's(a) = w '^ay*^ • "W8(a)c"^<l>8(a) 
za+i(<x) = ws+Aa) 

zi(a) = w[(a) 

where </>i(a),... ,(/>s(o;) G k(U(a)). T*'{a) contains a subfield A:(co,... ,ca) and Jj"{a) 
contains a subfield isomorphic to k(U(a)). 

In a transformation T(a) —>• T(a + 1) of type I, T (a + 1) will have regular param­
eters (zi(a + 1) , . . . , zn(a + 1)) 

(48) 
z[(a) = zi(a + l)aii^+1) . . . J , ( Q + l)ai.(a+l 

xi+i = rFÎri)0'*1-1 •••«î(l)a'+1-'(x|*+1(l) 
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and ca+i is defined to be 1. In a transformation T(a) —¥ T(a + 1) of type IIr (s + 1 < 
r < l ) T (a + 1) will have regular parameters (z~i(a + 1),...,~zn(a + 1)) 

z's(a) =?!(<* + l)a*l(a+1) • -zs{a + i)«-(«+i)c^+l(a+1) 

(49) z's(a) =?!(<* + l)a*l(a+1) •• -zs{a + i)«-(«+i)c^+l(a+1) 
z's(a) =?!(<* + l)a*l(a+1) • -zs{a + i)«-(«+i)c^ 

(Jr(a + l) + l)C++-+l(a+1) 

in a transformation U{a) —• E/(a + l ) of type I, U"(a + ï ) will have regular parameters 
(w1(a + 1) , . . . ,ûJ„(a 4-1)) 

z's(a) =?!(<* + l)a*l(a+1) • -zs{a + i)«-(«+i)c^+l(a+1) 

(50) 
z's(a) =?!(<* + l)a*l(a+1) -zs{a + i)«-(«+i)c^+l(a+1) 

and da+i is defined to be 1. In a transformation U{a) —> U(a + 1) of type IIr 
(s + 1 < r < m) U (a + 1) will have regular parameters (wi(a + 1) , . . . , wn(a + 1)) 

z's(a) =?!(<* + l)a*l(a+1) •zs{a + i)«-(«+i)c^+l(a+1) wx 

(51) z's(a) =?!(<* + l)a*l(a+1)-zs{a + i)«-(«+i)c^+l(a+1) 

ÛJ (a) = û7i(a + l)fr-+i.i(«+i) .. .«js(a 4- l)6-+i.-(°+1) 

.(WP(a + l ) + l)d^+i''+l(a+1) 

In a transformation of type (M2) ca+i is related to da+\ by (37) of the proof of Lemma 
I I 

We will call a UTS (CUTS) as in (45) a UTS (CUTS) in the first m variables. 

Proof — We will first show that it is possible to construct a UTS along v 
(52) T -+ T( l ) - » > T(t) 
so that the conditions (54), (55) and (53) below hold. 

(53) Suppose that s < m < L Then there exists a UTS (52) in the first m variables 
such that 

Pm(l) = { / e k(T(i)) p ^ i ) , . . .,Zm(l)]] | V{f) = 00} 

has the form 

(P(m)) Pm{t) = 

(zr(l)(t) ~ Qr(l)(zi(t), • • • ,2r(l)-l)j • • • j*r(m)(*) ~ Or(m)(^lW, • • • ^r(m)-l)) 

for some 0 < m < m - s and 5 < r(l) < r(2) < • • • < r(ra) < m, where <3r(j) 
are power séries with coefficients in fe(co,. •., ct). 
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(54) Suppose that h G k(T) [ [z i , . . . , zm]] for some m with s < m < n and v{h) < oo. 
Then there exists a UTS (52), in the first m variables such that P(m) holds in 
T(t) and 

h = M*)*1 •W dkd X d;• • ^ m W ) 
where u is a unit power séries with coefficients in k(T(t)). If h belongs to 
k(co) [[Ji,... ,Im]] then u has coefficients in k(co,..., ct). 

(55) Suppose that /i G fc(T) [ [^ i , . . . , zm]] for some m with s < m < n, and */(/i) = 
oc and A > 0 is given. Then there exists a UTS (52), in the first m variables 
such that P(m) holds in T(t) and 

xi+i = rFÎri)0'*1-1 •••«î(l)a'+1-'(x| 
where v(z\(ï)dx • • • zs(t)ds) > A, E is a power séries with coefficients in k(T(t)). 
If h G fc(co) iï^i,..., zmJ, then E has coefficients in fc(co, . . . , C*). 

(53) is trivial for m = 5, since ps = (0). 

Proof of (54) for m = s. — Set T{ = v(zi) for 1 < i < s. h has an expansion 

h = 

i>l 

d+dbd d+ 0,d 

where the ai G k(T) (or ai G k(co)) and the terms have increasing value. Set 

c = 
3 

nin{ri/ri 
( &!(!) +62(1 )^+ . . . + 6,(1)11 

We can perform a UTS of type I where T —> T ( l ) is such that 

wx +djsd 
ri aij(l 

bhr+d 
2n 

for 1 < i < s. 
-bi(i) # # . ~M») _ -z /1\6i(*)on(l) + -+fea(i)aai(l) . . /-j\6i (t)ai, (!) + •••+&, (i)a„ (1) ̂  

Suppose that i is such that h (i) H h bs(i) > c. Then for ail 1 < j < s we have 

61(2)01 (̂1) + • • • + bs(i)asj(l) = aij(l) ddklskrd Q2j(l) , 
sd++ ne 

sd d+ d x+ iz 
sdf+ e 

^ «1.7(1) 
" 2 

61 (i) + 69 fi) 
br+dnh 

Tl 
br+ hnjd 

Te N 
bnr 

> aii(l)(6i(<) + . . . + 6.(i))-
mmlTi/Ti) 

2 
> : 3ai,-(lJ 

2 
6i(l) + 62(l) To 

br 
•• + 6.(1) 

sbv 

b+r44 

>alj(l)sss 62(1) 
aa,-(l) 
Oli(l) 

••• + 6.(1) 
3..j(l) 
ai,(l) 

= 6l(l)oy(l) + - - - + 6,(1)0.^(1). 

ASTÉRISQUE 260 



4.2. MONOMIALIZATION IN RANK 1 51 

By Lemma 4.2 we may choose the a^(l) so that the inequality 

&i(i)aij(l) + • • • + 6s(i)asi(l) > &i(1)^(1) + • • • + 6s(l)aSJ(l) 

also holds for 1 < j < s for the finitely many i such that b\(i) H h 6S(«) < c. Then 
/i has the desired form in T ( l ) . 

We will now establish (54), (55) and (53) by proving the following inductive state-
ments. 
A(m): (54), (55) and (53) for m < m imply (53) for m = m. 
B(m): (54), (55) for m < m and (53) for m — m imply (54) and (55) for m — m. 

Proof of A(m) (s < m). — By assumption there exists a UTS T -> T{t) satisfying 
(53) for m — 1. After replacing T (0) with T (t) and replacing c0 with a primitive 
élément of fc(co,.. •, Q ) over fc, we may assume that 

Prn-l = (*r(l) ~ Qr(l) (*1, • • • ̂ r ( l ) - l ) , • • • ̂ r ( ^ i ) " Qr (^ l ) (^ ' ' * * ' 2r(r^l)-l))* 

where <3r(*) are power séries with coefficients in &(co). If Pfn-ik(T) [ [^ i , . . . , zm]] = pm 
we are done. So suppose that there exists / G — Pm-ik(T) [ [^ i , . . . . Let L 
be a Galois closure of k(T) over fc(co), G be the Galois group of L over fc(co). Set 

x+bk,d 

a€G 

<j(f) G k(c0)[[zu..^zm]]. 

f G P M n k(co) [[zu . . . , ^ M ] ] and = oo since / | / in fc(T) P I , . . . , £m]]. Suppose 

f epm-MT)[[^i,...,^m]]. 

Then / G Pm-iL ][zx,..., z^-j] which is a prime idéal, and a(f) G Pm-i^ P I , • • •, ^m]] 
for some a G G. But 

<7 (pïn_iL P I , . . . , Z^] ] ) = P m - l ^ P L , • • • , *m]] 

for ail cr G G. Thus 

/ G ( P m - l ^ P L , . . . , ^ m ] ] ) n ^ ( T ) P I , . . . , ^ ] ] = P M - l ^ ( r ) P I , . . . , ^ ] ] 

a contradiction. Thus / ^ pfn-ik(T) [ [ ^ i , . . . , zm]\. 

/ = 
oo 

i=0 

CLi(zi, . . . ,Zrn-l)z^n-

where the ai have coefficients in k(co). By assumption z/(a )̂ < oo for some i. Set 
r = mult(/(0,...,0,Jm)). 

brd br 

«=1 

b+rd 

rd 

br+d41b 

A; 
akzf^ + z^Ù 
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where the fîrst sum consists of the terms of minimal value p = i/{a{z^), 1 < i < d, 
&v(zm) > p, the second sum is a finite sum of terms of finite value v(ajZ^-) > p and 
the third sum is a finite sum of terms a>kz^; of infinité value. 

Set 

R = k(c0) p i , . . . , ^Tn-ll] / (Pm-l H k{c0) \\zi, . . . , Zfn-l]] ) • 

v induces a rank 1 valuation on the quotient field of R. 
Given d in the value group r„ C R of v, let 

Id = {feR\ > d}. 

By Lemma 2.3, there is a set of real numbers 

(56) di < d2 < • • • < di < 

with lim^oo d{ = oo such that di are the possible finite values of éléments of R and 
Hflildi = 0. Thus by Theorem 13, Section 5, Chapter VIII [39], there is a function 
7(z) such that C m(R)'7^ and *y(i) —>• oc as i —• oo. 

By assumption, we can construct a UTS in the fîrst m — 1 variables along v so that 
for ail i,j,k 

ai=z1(ti)ei(i)---zs(tx)e*{i)âi 

xi+i = rFÎri)0'*1-1 ••• 

«î(l)a'+1-'(x|*+1(l) + c)°' 

in &(CQ, . . . , Q j j z i ^ i ) , . . . , ^m-i(^i)]] where a*, a, are units and 

v(Mti)9lW-"Mti)9aik)) > P -

Now perform a UTS of type IIm and a UTS of type I along v to get 

f = Z1(t2)dl-'Zs(t2)d°fl 

where /i G fe(co,..., c*2) p i t e ) , . . . , ^m(^)]] . Set 

\ _ oi,«+i(*2)ei(i)H ha,,,+i(t2)e«(i)+aa+i,a+i(t2)/T 

for 1 < i < d. Then 

/i = 
d 

i=l 

xi)0'*1-1 •••«î(l)a'+1-'(x|*+1(l) )°' 

for some séries A G T(£2) by Lemma 4.2. Set ri = mult/i(0,0,2:^(^2)) < 00. 
n < fd < r. 

The residue of ai in 

T(t2)/Czi(t2), • • • ,*m-l(i2),*m+l(t2), • • • , M ^ ) ) = k(T(t2)) [[zmfo)]] 
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is a nonzero constant ai G k(T(t2)) for 1 < i < d. Set 

C ( * ) = / i ( 0 , . . . , 0 , * - l ) = 
d 

i=i 

x+bh1 

Suppose that n = r. Then fd = r and 

(57) CCMfc) +1) = 
br 

i=i 
Xiai(zm(t2) + l)7i = Xdadzm(t2)fd 

Thus C(0 = Xdàd(t — l)r has a nonzero £r_1 term, so that fd-i = r — 1 and ad-i / 0. 
Therefore ad — a~d and ^ m ) = Kad-i)- Define r(0) by v(~z~m) = ^(«d-i) = dr(0) in 
(56). Then ad-i = h + 0 with /i G Pm-i H fc(co) [[zi, . . . ,^m-i]] and 

^ m ( f c ( c o ) ^ i % - I ] R W 0 » » . 

Let a = ad G k(co) be the constant term of the power séries ad G fc(co) [[^i » • • • ? ^m-i]] • 
Expanding out the LHS of (57), we have 

Xdrad + Àd_iad_i = 0. 

ff 

nt nt 
d+d 

(ad-i - h) ?r-i 
"m d+b6d,dxi+i = rFÎri)0 

re 
c+n41c 

/ic is + i,s + i(t2)(r-l) 
*2 

^l(*2) Oa + l,l(*2) . . zs{t2)as+1^t2^ 
(zm(t2) + l)r"x 

br 
(zm(t2) + l)Ad 

Ad-i^d-i 
foc a« + i,a+i(t2)(r-l) 

2̂ 
2l rto)a- + l.l(*2) • .^(£2)«s + l,s(*2) 

br 

zm(t2)Xd 
Xd-iad-i 

+ 
Ad 

Ad-l«d-l 

1 -
foc 

*2 
aa + i,a + i(*2)(r—1) 

A D _ I Â D _ I ^ I F E ) ° S + 1 ' L ( * 2 ) ' •J«(*2)A-+1'*(*2) 

has residue —1/ra in Ou/mu. (Recall that z/(fo) = oo). Thus v(zm+ ^(f>) > v(zrn). 
Since 1/ra G fc(co), ̂ 0 G ra(fc(c0) [ [^ i , . . . ,^m-i]] )7̂ r̂ 0̂  and there exists 

A i G m ( M c d ) [ ^ i v . ^ m - i ] R ( T ( 0 ) ) 

such that v(zfn - Ai) > vi^rn)- Set —Zjn-Ax. 
Repeat the above algorithm, with zm replaced by z^. If we do not achieve a 

réduction r\ < r, we can make an infinité séquence of change of variables 

~(0 - t^"1) _ a 

such that Ai G k(c0)[zu . . . "(A) = 17 (*w ^ ( ^ i ) = dr(i-i), 

^ e m ^ c o ) ^ ! , . . , ^ - ! ] ) 7 ^ 
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and 
r(0) < r ( l ) < < r(i) <dd 

Then 

m m G mikU n{7(r(*-l)),7 
min{7(r(*-l)),7(ra-l))} 

Thus brd is a Cauchy séquence, and there exists a séries 

i4(zi,...,*?»_i) G *(Cû)pl,...,2?m-l]] 

such that 
z^- — lim 

b+d 

br 
'm 

— zm A 

and = oo. Thus G Pm-
Set À (a) = 7(r(a)). For ail a there are séries a^a^a^ and exponents fi,fj,fk 

such that we can write 

xi+i = rFÎri)0'*1-1 •••«î(l)a'+1-'(x|*+1(l) + c)°' sxxxxxxxxxxxeds 

where the terms in the first sum satisfy 

sd1 •••«î(l)a'+1-'(x|*+1(l) + c)°' 

ar is a unit, the terms in the second sum satisfy v(aj(z-£p)fj) > rdr(a), and the terms 
in the third sum satisfy v(a,k) = oo. Set m = m(fc(co) [[zi , . . . ,£m-i]] )• Since for 
terms in the first sum, v{ai) > dr(Q) implies a* G Pm-i + mx(a\ we have 

xi+i = rFÎri)0'*1-1 •••«î(l)a'+1-'(x|*+1(l) + c)°' 

where ar is a unit in T, so that 
xi+i = rFÎri)0'*1-1 •••«î(l)a'+1-'(x|*+1(l) + c)°'sqsss 

Thus 
xi+i = rFÎri)0'*1-1 •••«î(l)a'+1-'(x|*+1(l) + c)°'ssdd 

Since the ar are unit s, we have 

(58) / = u(zm - A(z1,...,zm-1))r + h 

where u is a unit power séries, h G pm-iT. 
Suppose that we reach a réduction v\ < r after a finite number of itérations. 

We can repeat the whole algorithm with / replaced with / i , r replaced with ri, 
Co with a primitive élément of fc(co,..., Q2) over fc, T with T (£2). (Recall that 
fc(co, . . . , Q 2 ) c T (̂ 2)) We have v(fi) = 00, so that the algorithm cannot terminate 
with r = 0, and we must produce ^ | (£ ) such that 

zg(t) = zm(t) - A(Z!(t), .. .,zm-i(t)), 

with A G fc(co,...,ct)[[zi(t),...,Z7rô-i(*)]] and K ^ W ) = 00. In particular, the 
algorithm produces zm(t) — Qm(zi(t),... ,zm-i(t)) of infinité value. 
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By (53) for m = m — 1, we can now construct a further UTS in the first m — 1 
variables along v. so that 

Pm-l(t) = (*r(l)(*) - Qr(l)(*l(*)> • • • » 'lsà à• • ' »^ r (^ l ) (* ) 

" Gr(STI)(*l(*)> .. • ,^r(fsrîW)W)-

Now suppose # G Pm(*) and v{g) = oo. Then there exists 

g0 G fc(T) •. • ,*m-i(*)]] and gi G T 

such that g = go + (znî(t) - Qm)9i and i/($r0) = oo. Thus #0 € Pm-iW, showing that 

Pm = (^r(l)W - Qr(l)(^l W» • • • >^r(l)-l)> • • • > ~ Om(^l î • • • ,^m-l))-

Proof of B(m) (s < m) 

Case 1: v(h) < oo. — There exists a UTS T - » T(£) satisfying (53) for m = m. After 
replacing T"(0) with T"(£) and replacing co with a primitive élément of fc(co,..., ct) 
over A;, we may assume that 

Prfï — (zr(l) - Qr(l)(zl, • • • >2r(l)-l)> • • • >2r(m) _ Qr(m)(*l> • • • ^r(m)-l))-

where the Qr(i) are power séries with coefficients in k(co). Let L be a Galois closure 
of k(T) over fc(co) and G be the Galois group of L over fc(co). Set 

a = 
dddd 

a (h) G k(co)[[zu...,zm]]. 

0 G fc(c0) p i , . . . , ^m]] • Suppose = oo. Then g G p ^ L p i , . . . , ^ j ] which is a 
prime idéal, invariant under G. Thus 

h G (Pm£pl,...,£m]]) nfc(T)H*i,...,*m]] = Pfn 

which implies v(h) — oo, a contradiction. Thus 1/(0) 7̂  00. We will construct a UTS 
so that 

0 = ti*i(t)Cl---*.(*)e' 

where u is a unit power séries in fc(co,..., et) [[̂ 1(̂ )5 • • • > ^mW]] and h belongs to 
k(T) [[̂ 1 (£) , . . . , ^m(^)]] • Since h \ g in fc(T) [[zi (t),..., 2m(*)]] » we w^ then have h in 
the desired form in T(t). 

Set g = z^1 • • -z^sgo where 2* does not divide go for 1 < i < s. Set 

r = mult0O(O,...,O,^rô-). 
0 < r < 00. We will also have an induction on r. If r = 0 we are done, so suppose 
that r > 0. 

#0 = 
br 

i=l 
0~i\Z\s . . . ,Zm-l m + 

7 
<Tj(z\,. . . ,^m-l _a7-Z— m 

+ 
dsr 

dxi+i = rFÎri)0 xi+i = rF 
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where the coefficients of cr*, a3-, (Jk and \£ are in fc(co), * is a power séries in z\,..., z^-, 
the fîrst sum is over terms of minimum value p, a satisfies av(zjn) > p, and the 
(finitely many) remaining terms of finite value are in the second sum, the (finitely 
many) remaining terms of infinité value are in the third sum. 

By (54), (55) for m < m there is a UTS T T(a) in the fîrst m - 1 variables 
along v such that 

(l)a'+1-'(x|*+1(l) + c)°' 

for ail i, 
aj = z1{a)c^---zs(a)c*^ûj 

for ail j and 
xi+i«î(l)a'+1-'(x|*+1(l) + c)°' 

for ail A: where ui,Uj,Uk G &(co, • • •, ca) \[zi(a),..., z^-i (a)]], U{, Uj are units and 

v(M<*)ClW'''Za(<*)Caik)) > P 

Now perform a UTS of type II™ T(a) -> T(a + 1) along v to get 

g0 =^i(a + l)ei •••zs(a + l)ei 
i 

]\iûi(zw(a + l) + l)ai 

sdsd+ 

3 

zx(a + l)ei • • -za(a + l ^ A . û ^ ^ a + 1) + l)ai 

+ 
r 

*i(a + l)e* • • -^ (a + l)e'\kûk(zm(a + 1) + l)°fc 

xi+i = rFÎri)0'*1-1 •••«î(l)a'+1-'(x| 

where 
x+br c a+1 

ai,a + i(o;+l)ci(i)H \-as,s + 1 (a+l)c3 (i)+as + 1,3 + 1 (a+l)oi 

Then perform a UTS of type I T(a + !)->• TYa + 2) along i/ to get 

g0 = *i(a + 2)dl^+2) • ..*,(<* + 2)d'<0+2>p1 

where 

d+bg4 
fr 

brd+d 
A ^ ( ^ ( a + 2) + l)ai + + 2) • -zs{a + 2)*i 

is a power séries with coefficients in k{co,..., ca+i), \I>i a power séries in 
#i(a + 2) , . . . ,Zm(a + 2). Set r\ = mult#i(0,... ,0,zjn(a + 2)). n < oo and ri < r. 

Suppose that ri = r. Then as in (57) in the proof of A (m), z^ is a minimal value 
term in g0, so that ad = r, ad-i = r - 1, <jd_i / 0, and v(<Td-i) = K^m). 

As in the proof of A (m), there exists Ai G fc(co)[^i,... ,^m-i] sucn that we can 
make a change of variable, replacing zm with z'm = Zjn—Ai to get u(zm—Ai ) > vi^zm). 
We have 

xi+i = rFÎri)0'*1-1 
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since is a minimal value term in go. Now repeat this procédure. If we do no 
achieve r\ < r after a finite number of itérations, we get an infinité séquence 

"(zm) < v(z'm) < • • • < i/téj!) < • • • 

such that v(zj£) < v(go) for ail i. By Lemma 2.3, this is impossible. 
Thus after replacing z~n with 

Zfn — zrn Pm,0 (̂ 11 • • • j Zm—l) 

for some appropriate polynomial Prn,o £ k(co)\zi,... ,zm-i], we achieve a réduction 
ri < r in r"(a + 2). By induction on r, we can construct a UTS T -> T{t) along v 
such that 

xi+i = rFÎri)0'*1-1 •••«î(l)a'+1-'( 

where is a unit power séries with coefficients in fc(co,.. •, Q ) . 
By (53) for m = m we can perform a further UTS to get 

Pm(t) = (^r(l)W - Qr(l)(2l(*)> • • • ̂ r ( l ) - l ) , • • • ,^r(m)(*) ~ Qr(m)(^l(*)> • • • ^r(m)-l)) 

while preserving 
xi+i = rFÎri)0'*1-1 •••«î(l)a'+1-' 

where w is a unit. 

Case z/(/i) = oc. — By (53) for m = m, we can assume that 

Pin = (zr(l)(t) - Qr(l)(zi(t), . • • ,2rm-l)> • • • 7̂ r(m> ~ Qrfmï^l, • • • i zr(m)-l))• 

where the Qr(i) are séries with coefficients in fc(co). Then 

xi+i = rFÎri)0'*1-m 

i=l 
<7i(zr(i) ~ Qr(i)) 

for some ai G &(T) [ [^ i , . . . , zm]\. Choose b so that bv{m(T)) > A. There are poly-
nomials Pr^)(zu . . . ,zr(i)-i) in fc(co)[zi,... ,2r(t)-i] sucn that Qr(») ~ ^r(t) € ra(T)b 
and 

I/(*r(i) - Pr(,)) > A. 
Make a change of variables replacing zr^ with zr^ — Pr^) for 1 < i < m. Then 
construct the UTS T -> T{t\) which is a séquence of UTSs of type IIr for s + 1 < r < 
m, followed by a MTS of type I to get 

h = z1(t1)d^--zs(t1)d*X 

with v(zi(ti)dl - • • zs(ts)ds) > A. By (53) for m = m, we can perform a UTS along v 
in the first m variables to get 

P M ( 0 = (zr(l)(t) ~ Qr(l)(zi(t), . . . , ^ r m - L ( * ) ) ) • • • J^rfmlW 

- Çr(m)(^lWj • • -^r(m)-lW)) 
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while preserving 

Qr(m)(^l» • • • ^r(m)-l)) s 
with i/(z!(t)dl • -zs(t)ds) > A. 

Proof when (42) or (43) holds 

Case 1. — Suppose that s < m < L After performing a CUTS in the first m 
variables, we may assume that 

Pm = (Zr(l) - Qr(l)(^l> • • • »^r(l)-l)» • • • > ̂ r(m) ~ Qr(m)(^l» • • • ^r(m)-l))-

where the coefficients of Qr(i) are in fc(co). / G fc(f/) [[ûJi,... , wm]] 
First suppose that i/( /) < oo. Let = fc(co) [ [^ i , . . . , , Vi — k(U) \[wi,..., Wi]] 

îor s < i < m. Let d = det(c^), (dij) be the adjoint matrix of (c^). Then 

_ = ^n/d...^i./dAi 

Û7a = z f ' 1 ^ . . . ^ - - / ^ 

xi+i = rFÎri)0'*1-1 •••«î 

xi+i =-'(x|*+1(l) + c)°' 

where 
Xi = <f>-di^d .. • 07*-A* for 1 < i < s 

Given a CUTS (45), set o~(i) to be the largest possible a such that after possibly 
permuting the parameters Js+i(i),... ,zm(i), i/ induces a rank 1 valuation on the 
quotient field of k(T(i)) [ [z i ( i ) , . . . , za(i)]]. (Since i/(zi(i)),..., v(zs(i))) are rationally 
independent, a(i) > s.) 

If <r(i) drops during the course of the proof, we can start the corresponding algo­
rithm again with this smaller value of cr(ï). Eventually a(i) must stabilize, so we may 
assume that a(i) is constant throughout the proof. 

u(zfn • • • * * • ) > 0 for 1 < i < s. By Lemma 4.6, there exists a CUTS of type 
(Ml) T T ( l ) , VU(l) such that â*1 • • • G Tm(l) = k(T) [ [ ^ ( 1 ) , . . . , zm(l)]] 
for ail i. Since pmTm(l) is a prime and we may assume that cr(l) = cr(0), we have 
pmTm(l) =pm(l). _ 

Let a; be a primitive dth root of unity and L be a Galois closure of k(U)(u), A i , . . . , Xs) 
over k(c0) with Galois group G. Set 

W = L[fe(l)1/d, . . . tz.il)1'*, z8+1(l),... , *m(l)l]. 

Given i i , . . . ,is G N, Define a fc-automorphism o" .̂..̂  : W —> W by 

^...^(^•(l)1^) = ^ ^ ( l ) 1 ^ for l<j<8. 
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Our extension of v to the quotient field F of U(l) extends to a valuation of the finite 
field extension generated by L and F(Ji(l)1/d,... ^ ( l ) 1 / ^ ) , which induces valuations 
on the quotient fields of Tm, Um and W which are compatible with the inclusions 
Tm c Um C W. Tm(l) - » VF is finite, pmW is prime implies 

PmWm = {h G Wm | v(h) = oo}. 

Thus 

PmUm = {h G Um \ "(h) = °°}-

Set 

9 = T\<?h~is(f)'9= TT^)efc(cô)[I^i(l) , . . .^m( l)]] CTm(l) 
dg 

Suppose = 00. Then g G pmTm(l) implies # G pmW which implies rcr^...^(/) G 
pmW for some r,ail...ia since PmVF is prime. But ra^...^(pmW) = PmW implies 
/ G H Um = PmUm so that z/(/) = oo. This is a contradiction. Thus < 00. 

By (54) (and Lemmas 4.3 and 4.4) we can construct a CUTS (R,T"\t),T(t)) and 
(5, (7 (t)) in the first m variables to transform g into the form 

(59) 9 = zi{t)dl •••Zs{t)dsû 

in T(t) where u(z± (t),..., zm(£)) is a unit power séries with coefficients in k(co,..., ct). 
Then f \ g inU(t) implies 

f = w1(t)dl---wa(t)d'u 

where u is a unit in U(t). But / is a séries in wi(t),... ,wm(t) with coefficients in 
k(Û(t)). Thus 

xi+i = rFÎri)0'*1-1 •••«î(l)a'+1-'( 

where the coefficients of u are in k(U(t)). 
Now suppose that v(f) = 00. pmUm is the set of éléments of Um of infinité value. 

Otherwise, as argued above, we can perform a UTS T — T ( l ) to get <r(l) < cr(0). 
Thus it suffices by (53) to prove the theorem when / = zr^ — Qr(i) is a generator of 
pm. This follows from (55). 

Case 2. — Suppose that m > L The proof is by induction on m — /, assuming that 
it is true for smaller différences m — L 

First suppose that v(f) < 00. Set 

f = v%1 f0 
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where Wi does not divide fo for 1 < i < s. Set r = mult /o(0,... , 0, wm). 0 < r < oo. 
We will also have an induction on r. If r = 0 we are done, so suppose that r > 0. 

fo--
i 

(Ji(Wi,...,Wm-i x+b4d 

3 

aj{w1,...,wrn-1)w(îl 

+ 
k 

Qr(m)(^l» • • • ^r(m)-l))xw 

where Gi,o3,ak are power séries with coefficients in k (17), \£ is a power séries in 
wi,... ,wm with coefficients in k{U), the fîrst sum is over terms of minimum value p, 
a satisfies aiy(wm) > p, the (finitely many) terms in the second sum have finite value 
and the (finitely many) terms in the second sum have infinité value. 

By induction there is a CUTS (R,T"(a),T(a)) and (5, V\a),U(a)) in the fîrst 
m — 1 variables such that 

ai = ïïJi(a)Cl(i) • • • ws(a)Cs{i)ûi 

for ail z, 
a3 = Wi(a)Cl^ • • • ws(a)Ca^ûj 

for ail j and 
xi+i = rFÎri)0'*1-qkdskld1 

for ail k where Ui, u3,uk G k(U(a)) iïwi(a),..., wm_i(a)]l, U{, u3 are units for ail i, j 
and 

v(wi(a)Cl{h) --'Ws(a)c°W) > p 

for ail fc. Now perform a CUTS of type (M3) where U(a) -+ U(a + 1) is of type IIm 
to get 

fo = w1(a + l)ei --.ws(a + l)e 
i 

\iûi(wm(a + 1) + l)ai 

+ 
3 

wiiaiY1 • • -ws(a 4- l)e*. V%(Wm(a + 1) + l)aj 

+ 
A; 

Wi(a + l)eî • • -w^a + 1) rd \kÛk(wm{0L + 1) + l)°fc 

+ ûJiîa + l ) 6 ^ 1 ^ 1 ) - •ïï7fl(a + l)6'+1-'(a+1)' 
a 

sdss a+1 
ci(i)6i -+i(a+l)H hcs(i)6a -+i(a+l)+6,+i -+i(a+l)oi 

Now perform a CUTS of type (Ml) T(a + 1) T(a + 2), U(a + 1) -+ £/(a + 2) to 
get 

/0=û7i(a + 2)dl<o+2>. •ïïJ,(a + 2)d-<a+2>/i 

where 

h = 
d 

i=l 
Xiûi{wm{oL + 2) + l)0i + ûJi(a + 2) • • - û;,(a + 2)¥i, 
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#1 a power séries in Wi(a H- 2) , . . . ,wm(a + 2) with coefficients in k(U(a + 2)). Set 
ri = mult / i (0 , . . . , 0,wm(a + 2)). r\ < oo and r± < r. 

As in the proof of Case 1 of B(m), there is a polynomial Pm,o G fc(£/)[ïZ7i,..., wm-i] 
such that if we replace wm with 

k G k(U(a)) iïwi(a),. 

we get a réduction ri < r in C/(a + 2). By induction, we can construct a CUTS as 
desired. 

Suppose that u(f) = oo. Given a CUTS (45) and i such that s < i < n, set 

ai(t) = {he k(U(t)) [[Wi(0,... ,û7i(t)l I - oo}. 

/ = 
oo 

i=0 
Gi{wi,...,Wm-1)w\n. 

If v{pi) — oo for ail i, we can put / in the desired form by induction on m applied to 
a finite set of generators of the idéal generated by the Oi. 

Suppose some v{pi) < oo for some i. As in the proof of A (m), we can perform a 
UTS in the first m variables to get 

/=W!(f!)dl (U(t)) [[Wi(0, 

such that as in (58), there is a séries A(wi(ti),..., wm-i(£i)) with coefficients in 
k(U(ti)) such that v(wm(ti) — A) = oo and 

/i =u(wm(t1) -A)r + h 

where u G k(U(ti))\[wi(ti),...,wm(£i)]] is a unit power séries, h G am_i(£i) and 
r > 0. By induction on m, we are reduced to the case 

f = wm - A(w1,...,wm-1). 

We can then put / in the desired form using the argument of Case 2 of the proof of 
B{m). 

Proof when (44) holds. — Suppose that / is as in (44) of the statement of the 
theorem. 

/ = 
oo 

i=0 
[bi(wU...,Wm-l)wln. 

Set Q = biW^. After reindexing the «Ĵ , / + 1 < i < m, we may assume that 
Q / 0. Q = w™1^ • • • m™3^Qo where Wi does not divide Qo for 1 < i < s. Set 
r = mult Qo(0,..., 0,wm). 1 < r < oo. The proof will be by induction on r. Suppose 
that r > 1. 
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v(df /dwm) < oo since df/dwm G II" and v restricts to a rank 1 valuation of the 
quotient field of U . Thus there must be some i > 0 such that v(bi) < oo. 

Qo = 
d 

i=l 
<7i(Wi,...,Wm_i)w£j + 

3 
<Tj{wU...,Wm-l)war^ 

dd+d 

A; 
(U(t)) [[Wi(0,... ,û7i wak +waï$> 

where the first sum is over terms of minimum value p, a satisfies av(wm) > p, the 
(finitely many) terms in the second sum have finite value and the (finitely many) 
terms in the third sum have infinité value. 

By (42) of the Theorem there is a CUTS (R, T"(a), T(a)) and (S, V'\a),V{a)) in 
the first m — 1 variables such that 

(U(t)) [[Wi(0,... ,û7ixw s1xs 

for ail i, 
(U(t)) [[Wi(0,... ,û7i zsklw>Q 

for ail j and 
(U(t)) [[Wi(0,... ,û7iqqwwdesq 

for ail k 
where ui,u^uk G k(U(a)) [[wi(oj), . . . , wm-i(oO]], U{,Uj are units and 

i/(ïï;i (a)ci<°> • • - M , (<*)<*<">) > p. 

Perform a UTS U(a) -> U(a + 1) of type IIm to get 

Q0 = Wl{a + l)ci(«+i) . . . Ws(a + i)ci(a+i; 

r 
Xiûi(wrn(a + l) + l)ai) 

4-

rb 

^ i (a + l)c^a+1) • ws(a + 1) cî(a+l) \jûj(wm(a+ l) + l)aj 

+ 

A; 

wi (a + l)c5>+1). -w8(a + 1)' =Î(«+i) X^fc(^m(« + l ) + l)afe 

+ (U(t)) [[Wi(0,... ,û7i •w,(a + 1) b*+i,*(a+l) a re 

dvr 
'Q + l 
,Ci(o;)6i,5+i(a+l)H |-c* (a)6S)â+i(a+l)+6s+i)S+1(a+l)ai 

Now perform a CUTS of type (MI) T(a + 1) - » T(a + 2), U(a + 1) -> C7(a + 2) to get 

Q0 = Wi(a + 2)c^a+2) • • -ws(a + 2)c^a+2) 

br 

brd 
AiHi(lîJm(a + 2) + l)ai + wx{a + 2) • • • ws{a + 2)ft). 
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Set 

Qi = 
d 

i=l 
\iûi(wm(a + 2) + + m (a + 2) • • -W-fa + 2)1) -

d 

i=l 
Xiiti. 

Set ri = mult . . . , 0, wm(a + 2)). 0 < r\ < oo and r± < r. 
Suppose ri = r. Then as in (57) in the proof of A(m), aa = r, <rr_i 7̂  0 and 

I/(<7r-l) = ^(Wm). 
As in the argument of the proof of A (m), there is a polynomial 

Ai G fc(F)[ïûi,...,ÛJm_i] CË7" 

such that we can make a change of variables, replacing wm with û;̂  = wm — Ai, to 
get K^m) > v(wm). We have 

(U(t)) [[Wi(0,... ,û7i dQ0\ 
<dwmJ 

since wm 1 is a minimum value term of dQo/dwm. df/dwm G u" and 
<9f 

rdx+d 
—ni(0) breg 9 Q O 

=ff 
implies v(dQo/dwm) < 00. Now repeat the above procédure. Since 

dQo 
dw'm 

dQo 
ÔWm 

we will achieve a réduction in r after a finite number of itérations by Lemma 2.3. 
Thus after replacing wm with 

wm = wm - Pm,0 

for some Pm,o G dkdk . . . , wm_i], we achieve a réduction n < r in C/(a + 2). 
Thus we can construct a CUTS (R,T" (0),T(0)) and (S ,Û" (0) ,U (0)) such that 

/ = L(Wi(0),... , Ïï7m_!(/?)) + Wi(/?)"1 . . . , ws(/?)*• Q 

where mult Q(0,..., 0, wm(0)) = 1. Set 

r = i/(û;i(i8)ai...,t£;.(/8)0-)-

Suppose that L is not in k(U(0)) [[ûJi (/?), . . . , (/?)]]. Set 

A = k(U(0))[[w1(0),... ywm-1(0)]]. 

We can write L = fi+ H, with 

/1 G *(t/(/?))[tï;i(/î),... ,SJm_i(/?)] C £/"(/?), 

# G m (A)" where z/(m(i4)a) > r. After permuting the variables 
(U(t)) [[Wi(0,... ,û7i 

we may assume that dfi/dwm-i(0) ^ 0. Thus 

"{dfi/dwm^tf)) <oo since dfi/dwm-i(0) G II"(0). 
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By induction on m, we can perform a CUTS in the fîrst m — 1 variables to get 

h = L'(û7i(7), • • • ,^*(7)) + ^1(7)^ • "Wa^y)0'Q1 

so that 
Qi =û(wm_i(7)+wi(7)^ •••tï7a(7)»-E) 

where 

w G fc(^(7))[[wi(7),...,wm_i(7)]] is a unit, 

S G W ) f e i ( 7 ) , . . , % - 2 ( 7 ) | 

and 

i/(wm-i(7)) < ^(^i(7)Pl •••^s(7)Ps)-
Now perform a CUTS consisting of CUTSs of type (M2), s + 1 <r <m-l (with 

Pr,t = 0 for 7 + 1 < * < S - 1) and a CUTS of type (Ml) to get 

(U(t)) [[Wi(0,... ,û7i sdss 

with 
Qr(m)(^l» •red• ^r(m)-l)) wxw 

(U(t)) [[Wi(0,... ,û7ix ,kqqqqqqsjzs ,;sd+ 

for some <f)' G k(U(S)) \[wi(S),... ,u>m_2(£)]], and unit 

w'efc(C/(<5))[fe1(<J),...,wro_1(5)ll. 

After possibly interchanging wm_i((5) and wm(£) and performing a CUTS of type 
(Ml), we have / in the form 

/ = LiWtiô),.. .,wi(ô))+w1(ô)a' • ••ws(ô)a>Q 

where mult Q(0,..., 0, wm(6)) = 1. Thus Q = u(wm(S) + fi) where 

M€Mt/(<5))[[w1(<5),...,Wro(<5)]] 

is a unit and 17 € k(U(S)) [[u>i (S),..., wm-i (£)]]. After replacing wm{6) with wm(6) + 
\l>, where * € k(U(ô))[Wi(â),..., wm-i(S)] C u"(ô), we can assume that 

Qr(m)(^l» • • • ^r(m)-l))s 

where 5 is arbitrarilly large. 
If v(Q) < oc, we can choose B so large that v(Q) — v(wm(5)) < i/(fî). Then by 

the conclusions of (42) and (43) of the Theorem, we can perform a CUTS in the fîrst 
m — 1 variables to get 

H = w1(e)91 •••ws(s)9sZ 

with iy(w1(e)91 • • • ws(e)9s) > v{wm{e)). 
If v(Q) — oo, we must have u(Q) = v(wm{8)) < oo. Then by (42) of the Theorem, 

we can perform a CUTS in the fîrst m — 1 variables to get 

Çl = w1(e)91 •••ws(e)9aZ 
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with v^wxié)^ • --wa(e)9') = i/(Wm(e)). 

Theorem 4.8. — Suppose that T"(0) C R is a regular local ring essentially of finite 
type over R such that the quotient field ofT"(0) is finite over JU"(G) C S is a regular 
local ring essentially of finite type over S such that the quotient field ofU"(0) is finite 
over K, T"(0) C U"(Q), T"(0) contains a subfield isomorphic to k(co) for some 
c0 G k(T"(0)) and U,f(0) contains a subfield isomorphic to k(U"(0)). Suppose that R 
has regular parameters (#1,... , xn), S has regular parameters ( 2 / 1 , . . . , yn), T"(0) has 
regular parameters (x~i,... ,xn) and U"(0) has regular parameters (y±, - • • ,yn) such 
that 

xi = Vi --ys 91 

21 ~csl ~Css , 

Xs+i = y8+! 

xi = yt 

where <f>i,... ,<f>8 G k(U"(0)), v(x~i),..., v(x8) are rationally independent, detfc )̂ / 
0. Suppose that there exists a regular local ring R C R such that (#1,... are 
regular parameters in R and k(R) = k(co). For 1 < i < l, there exists 7* G 
k(co) [ [ x i , . . . , f i T"(0) such that ji = 1 mod {x\,...,xi) and 

Xi — liXi 1 < i < / 
Xi l < i < n. 

In particular k(co) [[#1,..., a?/]] = k(co) [[âfi,..., #/]]. There exists y( G U"(0) such 
that yi = ^flji, = 1 mod m(U"(0)) for 1 < i < n. 

Suppose that one of the following three conditions holds. 
(60) / G k(U"(0)) . . . , 2 / M ] ] /or some m l < m < n and v{f) < 00. 
(61) / G fc({7"(0)) [ [^ ! , . . . , J7m]] /or some m with l <m <n, i/(f) = 00, and A G N 

zs given. 
(62) /€l/"(0)-fc(*7"(0))[[fj,---,fcj • 
Then there exists a positive integer No such that for N > No, we can construct a 

CRUTS along v (R,T"(t),T(t)) and (S,U"(t),U(t)) with associated MTSs 

S -> S(t) 

R -> R(t) 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 1999 



66 CHAPTER 4. RANK 1 

such that the following holds. T"(t) contains a subfield fc(co, •. . , Q ) , U"(t) contains 
a subfield isomorphic to k(U(i)), 

R{t) has regular parameters (xi(t),..., xn(t)), 

T"(t) has regular parameters (#i(£),... ,xn(t)), 

S(t) has regular parameters (2/1(1),..., yn(t)), 

U"(t) has regular parameters (yi(t),... ,yn(t)) 

such that 

Xi(t) = 
Ji(t)Xi(t) 1 < i < l 

Xi(t) l < i < n 

where ii(t) G k(co,..., ct) \\xi ( £ ) , . . . , # / ( £ ) T | are units such that 

7»(*) = 1 mod (xi(t),... ,xi(t)) 

In particular, 

fc(co, •. •, et) [[xi(*)>•••> xi(t)]] = Hco, • • •, (k) [ W * ) , . . . , xi(t)]]. 

Forl<i <n there exists *yV(t) G U"{t) such that y^t) = 7? 

7?(*) = 1 modm(U"(t)). 

*i(t) = y1(t)c^t)'-ys(t)c^Mt) 

(63) ^s{t) = yAt)cMt)--ys(t)Css{t)Mt) 
x*+i(t) = ys+1(t) 

%i(t) = y i{t) 

(f>i(£),..., (f)s(t) G k(U(t)), z/(âfi(£)),..., z/(xs(£)) are rationally independent, det(cij(t)) 
7̂  0 and £/iere exists a regular local ring R(t) C R(t) such that (xi(t),... ,xi(t)) are 
regular parameters in R(t) and k(R(t)) = k(co,... ,ct). Furthermore, xi(t) = X{ for 
l + 1 < i < n, yiit) = yi for m + l < i < n, so that the CRUTS is in the first m 
variables where m — n in case (62). Set nt,i = m (jï(U(t)) [|j7i(£),... , 17/(£)]]) • 

In case (60) we have 

(64) / = yM)di • ••ys(t)d°u(y1(t),... ,ym(t)) mod m(U(t))N 

where u is a unit power séries. Further if f G k(U) \\y1,..., yt]\, 

f = yl(t)dl---ya(t)d'u(y1(t),...,y,(t)) mod n^-

In case (61) we have 

(65) / = y M*1 • ••ys(t)d^(yi(t),.. .,ym(t)) mod m(U(t))N 
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with z/fe (t)dl • ••ya(t)d°) > A. Further if f G k(U)\fij,,... ,y,]], 

f = y1(t)dl • ••$s(t)d<u(y1(t),.. . ,y,(t)) mod n%. 

In case (62) we have 

(66) / = P(%(t),... ,y,(t)) +Vi(t)dl • ••V.(t)d-H mod m(U(t))N 

where P is a séries with coefficients in k(U(t)) and 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) 

where u e U(t) is a unit, S G k(U(t)) UjJxit),...,yt(t),2/i+2(£), • • •,2/n(0]j and 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) 

Proof. — Set T = R, U = S, T" = T"(0), u" = U"(0). Set z{ = xu &i = y{ 
for 1 < i < n. In case (62) set m = n. By Theorem 4.7 there is a CUTS along v 
(R,T"(t),T(t)) and (S,V"(t),U(t)) 

U(0) -> U(t) 

T(0) -> T(t) 

so that in the notation of Theorem 4.7 and its proof, for 0 < a < t, T (a) has regular 
parameters 

(z1(a),...,zn(a)) and (z\ ( a ) , . . . (a)). 

Jj" (a) has parameters 

(w1(a),...,wn(a)) and (w\ ( a ) , . . . , w' (a)) 

such that in case (60) we have 

/ = Wiit)^ • • -Wsit^uiw^t), ...,wm(t)) 

where u is a unit power séries. In case (61) we have 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) x 

where v(wi(t)dl • • -ws(t)ds) > A. In case (62) we have 

/ = P(W!(t), . . . , wi(t)) + w1(t)d* • ••ws(t)d°H. 

for some powerseries P G k(U(t)) \[wi(t),...,, 

H = u(wn(t) + w^t)91 • E) 

where t/ G [/(£) is a unit, E G k(U(t))\[wi(t),... ,wn-i(t)]\ and 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) 
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Step 1. — Fix N > 0. To begin with, we will construct commutative diagrams of 
inclusions of regular local rings 

(67) 
U'(a) -> U"(a) -> U(a) 

T'(a) -* T"(a) T(a) 

for 1 < a < t such that T(a) = T'(af, U{a) = U'(af for ail a, T"(a) has regular 
parameters 

(x1(a),..., xn(a)), (# i (a) , . . . , a;„(a)), ( ï i ( a ) , . . . , x'ja)). 

U"(a) has reeular parameters 

(î/L(A)> • • • >2/n (<*))> (2/1 • • • >2/n(«))> 6/L(°0> • • • >£n (<*))• 

where 2^(0) = and ^(0) = y{ for 1 < i < n. We will have isomorphisms 

(68) r)% : k(T(a)) - ) • &(T(a)) and 
77g : * ( # ( « ) ) k(U(a)) 

such that the diagrams 

(69) 
k(T(a)) -> Jfe(T(a + 1)) 

fc(T(a)) -+ fc(T(a + 1)) 

and 
k(U(a)) fc(C/(a + 1)) 

fc(ï/(ÛO) - » FE(C7(A + 1)) 

commute for 0 < a < t — 1. For ail a we will have 

ÂI(A) = 2/I(A)CLL(A> •••2/TF(A)CL^AVI(Û!) 

(70) 
S, (A) - ^ ( a ) c ^ ^ ) - . . ^ ( a ) c - ^ ) ^ ( a ) 

x8+i(a) = 2/8+1(A) 

H = u(yl+1(t) 

with 0i(a) , . . . , </>s(a) G fc(£/(a)) the coefficients of (46) of Theorem 4.7, (cij(a)) the 
exponents of (46) of Theorem 4.7. 

We will construct (67) inductively. Suppose that (67) has been constructed out to 
T(a) —ï U(a) and regular parameters 

(xi(a),. . . ,xn(a)) in T" (a) and (y^a),..., yn{a)) in U" {a) 

have been defined so that (68) and (70) hold. 
If we identity k(T(a)) with k(T(a)) and k(U(a)) with k(U(a)) we have isomor­

phisms T(a) £* fc(T(a)) [ [ ^ ( a ) , . . . ,xn(a)]] and I7(a) = k(U(a)) [[^(a),.. . ,yn(a)]]. 
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We can choose Aa and ft^a arbitrarily subject to the following conditions, to define 
regular parameters in T"(a) by 

(71) Xi(a) = 

\xr(a) -h Aa(xi(a),... ,#/(a)) if T{a — 1) -¥ T(a) is of type 

Xi(a) 

and i = r 

otherwise 

with Aa G k(c0, • •., ca) \\xi(a),... , â/(a)T| fl T"(a) and mult(Aa) > N. We will take 
A0 =0. 

Recall that the P^a constructed in Theorem 4.7 are polynomials with coefficients 
in k(co,..., ca) iî i <l. Define 

(72) xAa) = 

Xi(a) - Pi,a{xi(a),... ,Xi_i(a)) 

+ fL a(x\(a),...,a?/(a)), if 5 + 1 < i < l 

xAa) otherwise 

with Çtija e fc(co,... ,ca)[[âTi(a),... , # , ( « ) ] ] N T " (a) and mult(fi<,a) > N. (If P»,a = 0 
or if 1 < i < s we will have x'^a) = ÂFI(a).) We then have 

fc(co,..., ca) [[xi(a),..., xt(a)]] = k(c0,..., ca) [[#i(a),..., xt(a)]] 

= fc(co,..., ca) [[si(a) , . . . , #/(°0]] 

and 

Xi(a) = Xi(a) = Xiia) = Xi 

for l < i <n. Define 

(73) yi(a) = 

fX{(a) if s + 1 < i < l 

yi(a) + Aa(2/1(a),...,2/n(o)), if 5(a - 1) S(a) is of type II 

and i = r > l + 1 

2/t(«) otherwise 

with Aa G U"(a) and mult(Aa) > N. We will take A0 = 0. 
Recall that the P^a constructed in Theorem 4.7 are polynomials with coefficents 

in k(Û(a)) for l + 1 < i. Define 

(74) d +d,kd 

ï i (a) if 5 + K i < / 
H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) 

+ 0.^(2/! ( a ) , . . . , 2/n (a)) if / + 1 < i < m 

[yi(<*) otherwise 

with ft^a e U"(a) and mult(fti,a) > N. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 1999 



70 CHAPTER 4. RANK 1 

Thèse variables are such that for ail a, 

k(U(a)) [ [ y » , . . .,$(<*)]] = k(U(a)) [ [ ^ (a ) , . . . ,yf(a)]] 

= *(J7(a))[[y1(a),...>ï/;(a)]] 

and y^(a) = ^ ( a ) = y^a) = y{ for m < i < n. 
If T(a) -> r(a + 1) is of type J, defined by (48) of Theorem 4.7, 

T(a) -> T(a + 1) will be the UTS of type I such that T"(a + 1) has regular pa­
rameters (#i(a + 1 ) , . . . ,xn(a + 1 ) ) defined by 

x[(a) = xi(a + l)""*"*1) • • - xa(a + l)"*-^*1) 

(75) 

ïï8(a) = xi(a + l ) ^ ! ^ 1 ) ...â„(a + i)a„(a+i)4 

Suppose that T(a) - » T(a + 1) is of type IIr, defined by (49) of Theorem 4.7. Set 
(en) = (diAoL + l))-1, 

Mi = x[(a)ei1 •••ï^(a)Cl'^(a)Cl«'+1 

(76) 
Ms = a;! (a)6*1 • • -X* (a)esaxr(a)es>s+1 
Mr = ̂ ( a )^1 '1 •••x^(a)c'+1'*^(a)c'+1'-+1. 

Let &i be the intégral closure of k in T(a). Set 

4 = (T"(a)[Mi, . . . , M5, Mr] fc(T(a + l)))fl 

where 

a = (Mi , . . . ,Ms,#s+1(a),... ,xr_i(a),Mr - ca+i,xr+1(a),... ,xn(a)) 

Set gi = T"(a)[Mi, . . . , Ms, Mr] Pi a where the intersection is in A. Define 

T'(a + 1) = T"(a)[Mi, . . . , M „ Afr]g 

Define T(a + 1) = T'(a + 1)~. Our inclusion T'(a H- 1) C A induces an isomorphism 
n%+1 : k(T(a + 1) ) -> Jfc(T(a + 1) ) . We can thus identify ca+i with (r?^1)"1 (ca+i). 
T{a + 1 ) has regular parameters (#i(a + 1 ) , . . . ,xn(a -h 1 ) ) defined by 

(77) Xi(a + 1) = 

Mi Ki< s 
Mr — ca+i i — r 

xAa) s < i, i ^ r 

Set 

(78) T"(a + l)=T"(a) d+ d 
'#r(a: + 1) 

d+gjkd 
+ 1 

\ 1/Ca+ll 

I (§i(a + l),...,§n(Q + l)) 
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where d+d; 
ca+i 

+ 1 
. l/c«+i 

has residue 1 in k (T (a + 1)). T"(a + 1) has regular pa­

rameters (xi(a + l),...,#n(a + l ) ) defined by 

(79) a?i(a 4-1) = 

xAa + 1) d+ 4d 
Ca + 1 + 1 

-7i(ct+l) 

§r(a+l) 
Ca +1 

+ 1 
1/Ca + l 

- 1 

1 < i < S 

i — r 

Xi(a + 1) H = u(yl+ 

Then T(a) -> T(a + 1) is a UTS of type IIr with 

xx(a) = xi(a + l)ail(a+1)-- ~ (~, i i\ai*(cH-l)„ai,* + i(°!+1) 
-a+1 

(80) x'(a) = 3Pi(a + l)a«^a+1) x8(a + l)a"^c^l(a+1) 
xr(a) =x!(a + i ) ^ + i , . xs(a + l)as+1>s{a+1) 

•(âr(a + l ) + l ) aa+i,3 + i(a+l) 

If C/(a + l ) is of type I, defined by (50) of Theorem 4.7, [/(a) I7(a + 1) will 
be the UTS of type I such that UN(a + l) has regular parameters (^ (a + l ) , . . . ,|/s(a: + 
1)) defined by 

^ ( a ) = y1{a + l ) 6 "^1 ) ...jf (a + i)*i.(«+i) 

(81) 

y'(a) = yi(a + l ) * - ^ 1 ) •• -£7 (a + l ) 6 - ^ 1 ) . 

Suppose that U(a) U(a + 1) is of type IIr, defined by (51) of Theorem 4.7. Set 
( / ; ; ) = ( M « + 1))"1, 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) 

(82) 
7VS = y[(a)fsl --y'(a)essy'r(a)fs's+1 
Nr = |//1(a)/s+1'1 •••ï7^(a)/'+1''î/|.(a)/'+1'-+1. 

Let be the intégral closure of k in U(a). Set 

(83) S = (U"(a)[Nu . ..,NS, Nr] ®k2 k(U(a + 1)))6 

where 

b = (Nx,..., Ns,y'8+1 (a),..., yr_x (a), Nr - da+1, yr+1 (a),..., (a)) 

Set QR2 = U"(a)[Ni,..., 7VS, ATR] D b where the intersection is in B. Define 

(84) U'(a + 1) = EHaMM, • • •, N„ Nr]q2. 

Define U(a + 1) = U'(a + 1)T. Our inclusion [ / ' ( a + l ) c f l induces an isomorphism 
: k(U(a + 1)) k<JJ{a + 1)). We can thus identify da+1 with (^+1)-1(dct+i). 
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U(a + 1) has regular parameters (yx(a + 1) , . . . ,Vn(a + 1)) defined by 

(85) %(<* + !) = 
\Ni l<i<s 

Nr — da+i i = r 

+ ds;ls s < i, î / r 

Set 

(86) U"(a + l) = U"(a) xf+ d VÀOC + 1) 
x+g,njs + 1 

d+gns 

J (fi(a+l),...,fn(a+l)) 

where d+gnd 
+ 1 

+d nbs 
has residue 1 in k(U(a + 1)). U"(a + 1) has regular 

parameters (y~i(a + 1 ) , . . . , yn(a + 1)) defined by 

(87) Vi(a + 1) = 

x+gne IL(cH-l) 
rd+fg 

+ 1 
-Ti(a+1) 

1 < i < s 

+ednd 
dct+i 

+ i 
i/d<*+i 

- 1 j = r 

Viia + 1) s < i, i ^ r 

Then 7J(a) ->• [/(a + 1) is a UTS of type IIr with 

y[(a) = yM + l)bll(a+1) • Y , ( A + L ) » ' ' < A + 1 ) D ^ 1 + L ( A + 1 ) 

(88) H = u(yl+1(t)+Vi(t)g 
• Y . ( A + I ) » " ( Q + 1 ) D J ; R 1 + L ( A + 1 ) 

yP(a) = y^a + l)b'+^a+l) H = u(yl+1(t)+Vi( 

• ( Ï , P ( A + ! ) + ! ) 7&s + l,s + l (Ct+l) 
+d,d41 

We will now prove that (67), (69) and (70) hold for a + 1. The essential case is 
when T(a) -+ T(a + 1) is of type IIr with s + 1 < r < L 

By (34) of Lemma 4.4 in the construction ofT(a) -+ T(a+1) and Ï7(a) -»£7(a+l), 

Mx = TVf11 •>-N$1*N?1>s+1f31 

(89) 
M, = ATf51 .>.Ng»N?a'9+1pB 

H = u(yl+1(t)+Vi(t 

A = <t>i{a)€il • • • ^(«)eia e k(U(a)) C C / " ( A ) for 1 < i < s, 

f3r = M^)es+la • • • ^ ( A ) C - + 1 -

(#ù) = ( M a + 1)) 1 
H = u(yl+1(t) 

o i (6«(a + l ) ) 
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lsls= = gs+1,8 = 0 and gij > 0 for ail ij. Thus T"(a)[Mu..., Ma, Mr] C 
U"(a)[Ni,...,Ns,Nr]. Our inclusion k(T(a + 1)) -> fc(ï/(a + 1)) induces an identi­
fication ca+i = <fia+î'a+16r. Then by (37) of Lemma 4.4, 

Mr - ca+i = xrgs+i,s+i dd Ca+1 — (JV rdfv br j9s + 1,s + 1 
'OL + 1 0r 

9a + l,s + l 
brd 

i=l 
(Nr -tjida+1)(3r 

where uj is a primitive gs+i,s+i-t\i root of unity (in an algebraic closure offe(î7(a + l ) ) ) . 
Thus Nr — da+i divides Mr — ca+i in U"(a)[Ni,..., 7VS, Nr] and we have an inclusion 
A C B which induces T'(a + 1) C U'(a + 1) and T(a + 1) C £7(a + 1). Thus (69) 
holds for a + 1. 

By the argument of Lemma 4.4 in the construction of T(a + 1) -+ U(a + 1) and 
(77)-(79), (85)-(87), we have that T"{a + 1) C C7"(a + 1) and (70) holds for a + 1. 

Sfep — Suppose that T(£) -> £/(£) is constructed as in Step 1, and / satisfies 
(60), (61) or (62) in the statement of Theorem 4.8. We will show that / satisfies 
the respective équation (64), (65) or (66) in U(t). It suffices to prove the following 
statement. 

Suppose that 0 < j < t and f3- is defined by f(wi,... ,û;n) = fj(wi(j),... ,wn(j)) 
in U(j). Then 

(90) / ( f t , . . . Jn) = 7,(^10*),.. .,yn(j)) mod m ^ t f ) ) " 

The statement (90) will be proved by induction on j . By induction, suppose that 

/ (2 /n - - ->2 /n ) = fj(yiU)i--->ynU)) mod ™(U(j))N-

We have fjiw^j), ,ïïïn(j)) = fj+i(m(J + • • .,û>n0' + 1)) in t/(j + 1). 
There are séries with coefficients in k(U(j)) such that 

Qr(m)(^l» • • • ^r(m)-l)) f P ? f e ( i ) , . . . , Ji_iQ')) s + 1 < i < l 

[Pij(wi(j),.. .,Wi-i(j)) l + K i 

We have 

/ ( f t , . . . ,î/n) = / ^ i ( j ) , • •. ,yn(j)) mod m(f/(j + 1))N 

= fjiy'iU), • • • » 2/1 (i)» 2/I+10') + ^ + i , j ( 2 / i ( j ) , • •. ,2/lC;)), • 

ï/nO") + PnAVlU), ' • • ^ n - l ( i ) ) ) "lod m(C/(j + 1))" 

= /j+iO/itt + ! ) , - • • ,27n(i + 1)) mod m(£/(j + 1))" 

Set naii = m (k(U(a)) [ [ ^ ( a ) , . . . , ^ (a ) ] ] ) for 1 < a < t. In the case of /(y^ ... ,yt) G 
A;(17) [[f^,... ,yt]\, the above argument is valid with n replaced by / and m(U(j + 1)) 
replaced by rij+i^, since U(0) -> U(t) is then a UTS in the first / variables. 
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Step S. — Now we will construct, with suitable choice of the séries Aa and £\a, in 
(71)-(74) of Step 1, and our fixed N, a CRUTS (R,T"(t),T(t)) and (S,U"(t).Ù(t)) 
with associated MTS (91) 

(91) 
S = 5(0) 5(1) S(t) 

R = R(Q) _> R(l) -> . . . -> R(t) 

such that R(a) has regular parameters 

. . . , a?„(a)), ( ^ (a ) , . . . , xn(a)), (x[(a),..., < ( a ) ) . 

5(a) has regular parameters 

(2/1 (a), • • •, 2/n(ûj)), (2/1 ( a ) , . . . , î/„(a)), foi(a),..., 2/„(a)). 

(91) will consist of three types of MTSs. 

( M L ) R(a) -> iî(a + 1) and S (a) - » 5(a + 1) are of type I. 
(M2) R(a) i?(a + 1) is of type IIr, s + 1 < r < Z, and 5(a) -> 5(a + 1) is a MTS 

of type IIr, followed by a MTS of type I. 
(M3) R(a) = R{a + 1) and S (a) - » S (a + 1) is of type IIr (/ + 1 < r < m). 

There exists for ail a a regular local ring R(a) C .R(a) such that R(a) has regular 
parameters (x i (a ) , . . . , xi{a)) and iî(a)~— fc(co, • • •, ca) [[a?i(a),..., a;/(a)]]. 

The séries Àa in (71) is chosen so that 

H = u(yl+1(t)+Vi(t)g 

for 1 < i < l where 7* (a) G k(co,..., ca) [[#i(a),. . . #z(cO]] H T"{a) are units such 
that 7«(a) = 1 mod (x±(a),..., xi(a)). In fact, in conjunction with an appropriate 
choice of Aa_i in (93) below, we will have xr(a) = ̂ yr(a)xr(a) + ipa where 

^ « G fe(co,...,c«)iïxi(a),...,a?i(a)T|, 

and mult(^a) > N if i?(a - 1) -R(a) is of type IIr. 
The séries Çl^a in (72) is chosen so that we can define regular parameters Xi(a) in 

R{a) by 

(92) Xi(a) = 
7i(a)a/i(a) 1 < i < l 

[xi(a) l < i 

(If Pi,a = 0, or if 1 < i < s we will have X{(a) = xi{a).) Define regular parameters 
x'iia) in R(a) by 

(93) îj(a) = • 
Aa#r(a), if iî(a) - » R(a + 1) is of type IIr and i = r 

Xi{pL) otherwise 

We will have Aa G R(a) C fe(co,..., ca) Q#i(a),..., xi(a)]], Aa = 1 mod m(R(a)). 
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Thèse variables are such that for ail a, 

k(c0, •.., ca) \[xi (a),..., xi(a)]] = k(c0,..., c«) p i ( a ) , . . . , 

= fc(co,..., ca) [ K ( a ) , . . . , x{(a)J| 

= fc(co,... ,ca) p i ( a ) , . . . ,a?/(a)]] 

= fc(co,..., ca) [ [ î i ( a ) , . . . , a?/(a)] 

= fc(co,..., ca) [[^i(a),..., ^(a)]] 

and 
^ (a) = Xi(a) = xj(a) = a» (a) = a» (a) = 

for / < i < n. 
fc(co,.. . ,ca) C fc(jR(a)) and fc(.R(a)) = fc(c0,... ,ca) for ail i. 
The séries Àa in (73) is chosen so that 

2/*(«) = 7?(«)î/i(«: 

where 7f (a) G U"(a) is a unit such that 7f(a) = 1 mod ra(£/"(a)) for 1 < i < m. In 
fact, we will have yr(a) = ̂ y(a)yr(a) + ipa where ipa G S(a)^, and mult(^Q) > AT if 
S(a - 1) - » 5(a) is of type IIr, with Z + 1 < r. 

The séries ÇliiQt in (74) is chosen so that we can define regular parameters yi(a) in 
S(a) by 

(94; H = u(yl+1(t)+V 

which satisfy 

Hi(t)gi'-ys(t)9^) 
V dot) if 1 < i < s or m < i < n 

xAa) iîs + l<i<l 

lï(<*)vd<*) if Z + 1 < i < m. 

We will have 7f (a) = 7»(a) if s + 1 < z < Z. Define regular parameters y[{a) in 5(OJ) 
by 

(95) S! (a) = 

ssdd if s + K i < Z 

xayr(ct) if 5(a) S(a + 1) is of type IIr with r > Z 4-1, i = r 

yd<*) otherwise 

We will have Àa G S(a),\a = 1 mod m(S(a)). 
Thèse variables are such that for ail a, y* (a) = ïlda) = yi for m < i < n. 
Suppose that we have constructed the CRUTS out to (i?,T"(a),T(a)) and 

(S,U"(a),U(a)), the MTS out to 

S -* S(a) 

R -+ R(a) 
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we have constructed R(a) C R(a) and have defined regular parameters 

(xi(a),...,xn(a)) in R(a), 

(a?i(a),...,a;n(a)), (xi(a),... ,xn(a)) in T"(a), 

(l/i(a),...,2/n(û:)) in S (a), 

(Vi ( a ) , . . . , yn (a)) and (y! (a ) , . . .,yn(a)) in 17" (a). 

C W i. — Suppose that both T(a) -> T(a + 1) and £7(a) U(a + 1) are of type I 
By assumption Xi(a) = ̂ i(a)xi(a) for 1 < i < L 

-7i(a)P.,a(xi(a),...,a:i_i(a)) G k(c0,..., ca) [[ïi ( a ) , . . . , xt(a)]] = R(ay 

the completion of R(a) for s + 1 < i < /. Thus there exists A G iî(a) C P(a), 

fii,a € m (fc(c0,... ,ca)[[^i(a), . . . ,â/(a)]]) such that A - Ttija = -^i(a)Piy0c. Set 

0i,a = 7i(«)_:L0i,a. 

7» ( A ) [A;* ( A ) - P ; , A + Œ*,a] = 7 * ( « ) ^ T ( A ) - 7i(ot)Pita + FI»,A 

= iTi(a) G iî(a). 

Thus by suitable choice of the we have regular parameters x'^a) in R(a) and 
regular parameters x^a) in T"(a) satisfying (92) and (93). We can also define Cl^a 
for l -h 1 < i < m to get regular parameters y'^oc) in S (a), and regular parameters 
17;(a) in 17" (a) satisfying (94) and (95). Define R(a) -> P(a + 1) and 5(a) -> S(a + 1) 
by 

xi (a) = xi(a + l)ail(a+1)-"Xs(a + l)°ls(G;+1) 

£'s(a) = a;i(a + l)asl(a+1)---^(a + l)as^a+1) 

and 

(a) = 2/1 (a + l ) 6 " ^ 1 ) • • • y.(a + l ) ^ ^ 1 ) 

y's(a) =yi(a + l)6-*^1) ...ys(a +SSSSSSS 

Then T(a + 1) = P(a + 1)" and £/(a + 1) = S (a + 1)T\ Set + 1) = ^»(a + 1) 
^ ( a + 1) = ^ ( a + 1) for ail i. 

Set (ei7) = (a,ij(a + l ) ) -1 , set 

7<(a + l ) = 
7i(a)eil • • • 7s(a)eis 1 < i < s 

7»(«) H = u(y 
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7<(a + 1) G fc(co,. - -, Ca+i) 0>i(a + 1) , . . . , **(a + 1)]] Pi T"(a + 1) for 1 < i < L 

xAa + 1) = 
'7*(a + l)xi(a + 1) 1 < i < l 

\xi(a + 1) Z + 1 < i < n 

Set (fij) = (bij(a + set 

7?(a + D = -
7?(aK" •••7?(û:)/" K i < * 

,7? (a) 5 < i < n 

Then y*(a + 1) = 7? (a + l)2/i(a + 1) for 1 < i < n. Set 

^(a + 1) = R(a)[xi(a + 1), . . . ,rr,(a + ^(^(a+i),...,*/(<*+!))• 

Case £ — Suppose that both T(a) T(a + 1) and U(a) Z7(QJ 4- 1) are of type 
IIr with s + 1 < r < L By suitable choice of the as in Case 1, we have regular 
parameters Xi(a) in R(a) and regular parameters yi(a) in S (a) satisfying (92) and 
(94). Set (eij) = (a#(a + l))""1. Choose Xa G R(a) C fl(a) in (93) so that 

(96) 7i (a)6'*1*1 -^s(a)es+1^-fr(a)es+1^+1Xeas+1^1 = 1 

mod (xi(a) , . . . ,xi(a))Nk(c0,..., ca) [[a?i(a),... ,x/(a)]] 

Set 

Ai = ^(a)611 dd'••x8(a)ei'x,r(a)ei-»+1 

(97) 
As = ^(OJ)6*1 ••-x8(a)e"xlJoL)e^+* 
H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) d:d 

where (e**) = (an (a + 1)) 
Let &3 be the intégral closure of k in R(a). We have 

fc3 *(#(<*)) - » k(T(a)) -> fc(r(a + 1)). 

Set 
C = (B(a)[Ai, . . . , A „ Ar] ®k« k(T(a + 1))), 

where c = ( A i , . . . , As, x's+1 ( a ) , . . . , x'r_ 1 (a), Ar - c^+i, rcj.+1 ( a ) , . . . , x'n (a) ) . Set q3 = 
R(a)[Ai, ...,A8, Ar] fi c where the intersection is in C. Define 

R(a + 1) = R(a)[Au...,A8,Ar]q3. 

Our construction gives an isomorphism k(R(a + l ) ) = fc(T(a + l ) ) . Define regular 
parameters (x\ (a -h 1) , . . . , (a + 1)) in i2(a + 1)"" by 

(98) x*(a + l) = 
Ksdkls l<i<s 

A.y> C(̂ -(-l % 7* 
x'Aa) s < i, i ^ r 
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x[(a) = x\(a + l ) » " ^ 1 ) . • .x*9(a + l)ûl*(a+1)«(c* + 1) + ctt+i)ai"+l(a+1) 

r '(a) = a* (a + wwssw ...x*Ja + l)°~(a+1)(<(a 4-1) + ca+i)a*'*+l(a+1) 
x'r(a) = x\{a 4- jssssjks . . . ̂ *(a + kssssks (x*(a + i ) + Ca+i)as+1,s+1(a+i) 

Set R(a + 1) = i2(a)[Ai,..., As, Ar]q where q = R(a)[A±,..., Aa, Ar] fie. 

k(R(a + 1)) ~ fc(fl(a))(ca+i) = *(CÛ, • • •, Ca+l) 

and 

iî(a 4- l p * fc(cd,..., Ca+i) [[a?î(a + 1) , . . . , a?f (a + !)]] • 

Set 
H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) 

(99) H = u(yl+1(t)+Vi(t)gi'-ys(t)9^)sssdsds 

J5r = j/Ua)^1'1 •••2^(a)/'+1«*y!.(a)/-+1'-+1 

where (fij) = (bij{a + 1)) x. Let &4 be the intégral closure of A: in S (a). We have 

fc4 -> k(S(a)) -> ik(I7(a)) -> k(U(a 4- 1)). 

Set 

D - (5(a)[Bi,. . . , B „ J5r] ®*4 + 

where d = (Bi , . . . , 2/i+i(a),..., ^ ^ ( a ) , Br-da+ly y'r+1(a),... ,y^(a)). Set g4 = 
5(a)[Bi, . . . , Bs,Br] D d where the intersection is in £>. Define 

S(a + l) = S(a)[B1,...,Ba,Br]Ç4. 

Our construction gives an isomorphism k(S(a + 1)) = k(U(a 4- 1)). Define regular 
parameters (y? (a 4- 1 ) , . . . , y* (oc 4- 1)) in 5(a 4- IV" by 

100) tf(a + l ) = 
dfd 1 < i < s 

Br — da+i i = r 
sdvrte s < i, i ^ r 

y[(a) = y*(a + l ) 6 » ^ 1 ) • • • y*{a + l)6l'<a+1>(î,;(a + 1) + da+1)6l-+^+1) 

«1 (a) = yUa + l )b^+1) • • • t/!(a + l)6"(a+1)fo!(a + 1) + da+i)6-^1^1) 
^ ( a ) - yl(a + l)^+i,i(a+l) . . .y.(a + i)W,*("+i)(y;(a + 1} + da+1)*.+i..+i(«+i). 

Set ai = 7i(a)eil • • • ^s{a)eis^r{a)ei^1 A«'s+1 for 1 < i < s, and set 

ar = 7i(a)c-+1*1 •••7s(o;)es+1'37r(a)es+1'a+1Aas+1's+1. 
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By (92), (93), (76) and (97) 

Ai = ai Mi 

(101) 
As = asMs 
Ar — arMr. 

Thus R(a)[Au ..., A8, Ar] C T"(a)[Mu . . . , Ms, Mr). We then have an inclusion 
C -+ A which induces an inclusion R(a + !)->> T'(a + 1). By (98), (101), (77) and 
(79), 

xï(a + 1) = (Ji{xr{a + 1) + l)c-+l7^a+1)^(a + 1) 

for 1 <i < s and 

x*(a + 1) + ca+i = ar(xr(a + 1) + ca+i) 

= or (ca+i{xr(a + 1) + l)Ca+1) 

= o-r(ca+ica+iuxr(a + 1) + ca+i) 

where u G Q[xr(a + 1)] is a polynomial with constant term 1. 

x*(a + l) 

Ca+lCa+i 
= aruxr(a + 1) + Gr — 1 

By (96), T(a+1) = i î (a+ir since fc(iî(a+l)) ^ fc(T(a+l)), (^(cH-l), . . . , < ( a + l ) ) 
are regular parameters in T(a -h 1), by our construction of crr. 

Thus there exists 

n G (xi(a + 1) , . . . ,Xi(a + l))^*^,. . . ,Ca+i) [[âi(a + 1) , . . . ,xt(a + 1)]] 

such that 
(JrUxJa + 1) + U G i*(a + 1) C i*(a + 1). 

Set 

Xi(a + 1) = 
x*(a + l) iy^r 

[aruxr(a + 1) + Q i = r 

7i(« + l) = 

cri(xr(a + l) + l)c-+1 (̂°;+1) 1 < « < s 
<JrU i — r 

d+dd s < i < l,i ^ r 

Set Aa+i = ar1u By définition 

a?i(a + 1) = 
xr(a + 1) 4- Aa+i i = r 

4-1) i ^ r 

Then (#i(a + 1) , . . . , xn(a 4- 1)) are regular parameters in R(a 4- 1) and 

Xi(a + 1) = 7i(a 4- l)zi(a -f 1) 
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for 1 < i < L Since ai G T"(a) for ail i, ca+i G T"(a + 1), ca+i7*(a + 1) are integers 
and (# i (a+ l ) , . . . ,xn(a+\)) are regular parameters in T"(a-h 1), 7i(a+l) G T"(a+l) 
for ail i and (xi(a + 1) , . . . ,âfn(a + 1)) are regular parameters in T"(a + 1). 

Set of = 7f (a)^1 • • • 7jf(a)^-7jf(a)/i«-+1 À£'3+1 for 1 < z < s and sel 
H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) sdksqks +sd 

By (94), (95), (82) and (99) 

Si = TVi 

(102) H = u(yl+1(t) 

Br = ayrNr. 

Thus 5(a)[Si, . . . , Bs, Br] C £/"(a)[iVi,..., Ns, Nr]. We then have an inclusion D C 
B which induces an inclusion S (a + 1) ET (a + 1). By (100), (102), (85) and (87) 

y?(a + l ) = ^ ( a + l ) 

- <7?(yr(a + 1) + l ) ^ + ^ + 1 > ^ ( a + 1) 

for 1 < i < s so that ?/* (a + 1) = unit y{(a + 1) in U(a + 1) for 1 < i < s, and 

y* (a + 1) + da+i = ay(yr(a + 1) + da+i) 

= (7yda+i(ï7r(a + l ) + l)d«+1 

= (7jf[da+ida+ii/2/r(a + 1) + da+i] 

where u G Q[2/r(a + 1)] is a polynomial with constant term 1. ay = 1 mod ra(C/(a)). 
Thus 

ay = 1 mod (î/i(a + l), . . . ,2/r_1(a + l),2/r+1(a + l ) , . . . ,2 /n(a + l ) ) . 

î/;(a + l ) 
H = u(yl+1(t) 

ayuyr(a + 1) + ay - 1 

da+i 
= uyJa + 1) 

mod (y1 (a + 1) , . . . ,2/r_i(a + l ) ,2 / r+ i (« + ! ) , - • • , 2 / N ( « + ! ) ) • 

Thus t/(a + 1) = S (a + 1)~ since (2/ï(a + 1), . . . ,?/*(a 4- 1)) are regular parameters 
in £7(a -h 1) and k(S(a + 1)) = k(U(a + 1)). By Lemma 3.3, T(a + 1) C/(a + 1) 
induces a map i?(a + !)->> 5(a + 1). Set 

î/i(û! + l ) = 
î/?(a + l ) i ^ r 

#r(a + 1) i = r 

7?(a + l ) = 

af(£r(a + l ) + l)^+iri(a+1) 1 < i < s 

7i(a + l ) i — r 

7? ( « ) s < i < n,i ^ r 
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By définition 

Ï7.(Û! + 1) = 
yJa + 1) i^r 
xAa + 1) i = r 

Then (yi(a + 1) , . . . , yn{& + 1)) are regular parameters in S (a + 1) and 

yi{a + ï) = jf(a + l)yi(a + l) 

for 1 < i < n, 7f (a + 1) G £7"(a + 1) and (y1(a + 1), . . . ,yn(a + 1)) are regular 
parameters in [/"(a + 1). 

Case S. — Suppose that T(a) = T(a + 1) and U(a) -> Z7(a + 1) is of type IIr with 
Z +1 < r < m. By suitable choice of the f̂ ,a as in Case 1, we have regular parameters 
Vi{a) in S (a) satisfying (94). Set (fy) = (bij(a + l))-1. Choose Xa in (95) so that 

7?(a)/'+1'1 •••7?(a)/s+1's7 (̂a)/s+1's+1A^+1's+1 = 1 mod m(U(a))N. 

As in the argument of Case 2, we can define, by (99), 

S(a + l) = S(a)[Bu...,B9JBr]q< 

so that S(a + 1Y" has regular parameters (yUa + 1) , . . . , y* (a + 1)) defined by (100) 
Set a\ = 7?(a)^1 ' • ^IfCa)^^^»)^^^'**1"1 for 1 < i < s and set 

<rr = 7f(a)/*+1'1 •••7Îf(a)/'+1''7?(a)/*+1'*+1Aa'+1'*+1. 

Then équations (102) hold, and we have an inclusion S (a 4- 1) —>> C7'(a + 1) as in 
the argument of Case 2. 

By (100), (102), (85) and (87), 

î/?(a + l ) = <7^(a + l ) 

= (7<(ï7r(a + l ) + l)d-+lT%(a + l ) 

for 1 < ?; < 5 and 

(a + 1) + = crr(yr(a + 1) + da+i) 

= ^da+i(ï7r(a + l ) + l)d«+1 

= aJf[da+ida+iW2/r(a + 1) + da+1] 

where w G Q[î/r(a + 1)] is a polynomial with constant term 1. 

H = u(yl+1(t) 

da+id^+i 
ayuyr(a + 1) -

<Jyr-l 

d<x+i 

Recall that ayr = 1 mod m(f/(a))iV. Thus £/(a + 1) = S(a + IF since 
(2/î(a + 1) , . . . ,2/*(a + 1)) are regular parameters in £7(a 4- 1) and k(S(a 4- 1)) = 
fc(tf(a + l ) ) . 

Thus there exists 

N € (^ (a + 1),... ,yn(a + l))NU(a + 1) = (Yx(a + 1), . . . ,yn(a + l))NS(a + 1)~ 
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such that 

aruyr(a + 1) + G S (a + 1). 

Set 

Vi(a + 1) = 
H = u(yl+ i ^ r 

aruyr(a + 1) + 0 i = r 

7?(* + l) = 

<7i(ï7r(a + 1) + l)d«+lT* 1 < i < s 

aru i — r 
dx+d4 s < i < n,i r 

Set Aa+i = ar lu 1Vt. By définition 

ViipL + 1) = 
ft(a + l ) i ^ r 

yr(a + 1) -h Aa+i i = r 

Then (yi(a + 1),..., j/n(a + 1)) are regular parameters in S (a + 1) and 

y«(a + l ) =7?(a +1)^(0!+ 1) 

for 1 < i < n. 7f (a + 1) G £/"(a + 1) for ail z and (^ (a + 1),...,yn(a + 1)) are 
regular parameters in U"(a + 1). 

Step 4. — It remains to show that the CRUTS (67), (91); (R,T"(t),T(t)) and 
(5, U"(t), U(t)), constructed in step 3 is a CRUTS along v if N is sufficiently large. 

We have an extension of v to the quotient field of U(t) which dominâtes U(t). 
Define U(i) — U(i)/B(t) where B(t) is the prime idéal of éléments of U(t) of infinité 
value. Let G(t) be the quotient field of U(t). Let K be the completion of K with 
respect to a metric associated to v (cf. Lemma 2.2), G(t) be the completion of G(t) 
with respect to a metric associated to v. We have a natural inclusion of complète 
fields K —>• G(t). Suppose that for some 0 < /3 < t 

U(0) -¥ U(l) U(3) 

T(0) -+ T ( l ) T(/3) 

is a CRUTS along v. Then by Lemma 2.2, we have natural maps: 

U(i) = S(i) -> K for 0 < i < 3. 

Let Ow be the valuation ring of the natural extension w of v to G(t), mw be the 
maximal idéal of Ow and Tw be the value group of w. We have an inclusion k(U(t)) —>• 
Ow/m 

We will prove the following inductive statement on a with 0 < a < t. Given a 
positive élément \'a ÇzTw, such that 

H = u(yl+1(t > max{w(wi(a)),..., w(wn(a))}, 
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there exists a positive élément Na such that if N > Na, and 

(104) 
17(0) -> 17(1) U(a) 

T(0) -> T( l ) -> • • • T(a) 

is a CRUTS (67) as constructed in Step 3, then 

( A l ) U{a) —» (9^ and there is a commutative diagram 

k(U(a)) -> Ow/mw 
H = u( 

*(tf(<*)) 

(A2) ^ ( ^ ( a ) ) > 0 for 1 < i < n. 
(A3) Vi(a) = ïtJi(a) for 1 < i < s, w(w~i(a) — yi(a)) > X'a for s + 1 < i < n. 

Since ^(0) = Wi(0), for 1 < i < n, and U"(0) = u"(0)y the statement is true for 
m = 0. 

Suppose the inductive statement is true for CRUTS of length a, and for any given 
X'a G Tw satisfying (103). We will prove it for séquences of length a -h 1, and any 
given Aa+1 such that 

\'a+l > max{w(wi(a + 1)), . . .,w(wn(a + 1))}. 

Choose A' = Aa+1 if U(a) - » U(a + 1) is of type I, 

A ' > ^L+i + bs+lyi(a + l)w(wi(a + 1)) H h 6s+i,s(a H- l)w(w8(a + 1)) 

if U(a) £/(a + 1) is of type IIr. By induction, there exists AT" such that N > N" 
implies w(wi(a) — y^oc)) > A' for ail z, and we can further choose N" so large that 
Nw(m(Û(a))) > A'. Then 1/(17*(a)) = K ^ ( a ) ) for ail i and JVw(ra(£/(a))) > A'. 

v(Aa) > A' implies w(Wi(a) — yi{®)) > X' for s + 1 < i < n. z/(f̂ 50;) > A' implies 
u>(wJj(a) — y^a)) > A' for s + 1 < i < n. Thus there exists cr* G (D^ with w(o"i) > A7 
such that yi(a) = w^a) + ai for 5 + l < i < n and yi(cv) = ^ ( a ) for 1 < i < s. 

Suppose that U (a) —> U(a + 1) is of type I. 

H = u(yl 

ssnjh + 

s 
y / a + l ^ + i ) 

and 

w-(a) = 
s 

3=1 

H+Vi(t)gi'-ys(t) 

for 1 < i < s. Thus yj(a + 1) = wi+i(a + 1) for 1 < j < s and (Al) , (A2) and (A3) 
hold for a + 1. 
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Suppose that U(a) -> U(a + 1) is of type IIr. Set b^ = bij(a + 1). Set ( / ^ ) = 
(bij(a + . U(a + 1) has regular parameters (ûJi(a -h 1) , ûJn(a +1)) such that 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) ;s sddd 
+dej 

(105) 
w«(a + l ) = w[(a)fal - - 'W8(a)f*awr(a)fs'*+1 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) +dsopds ie§xddd 

Recall équation (82). 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) 

106) 
Ns = y[(a)fsl •••yl(a)/"^(a)/-«'+1 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) +zejk 

There is a natural map 

tf"(a)[M,..., iVs, Nr] K -> G(*) 

From (105) and (106) we have 

(107) 
Ni 

Wi(a + 1) 
d vJa 

d9++d 

fi,s + l 
qd+d4s 

for 1 < i < s and 

(108) 
Nsddr 

wr(a + 1) + 
' VA**) 
\wr(a) 

/« + !,* + ] 
d+d4d 

Ail of thèse ratios have residue 1 in Ow/mw. Thus U"(a)[Ni,..., Ns, Nr] —»> 
Then since k(U(a H- 1)) C and we have an inclusion 

k(U(a)) -> fc(C7(a)) -> fe(J7(a + 1)) -> Ow/mw. 

There is a natural map 

U"(a)\m,...,N„Nr] k(U(a + 1)) - » Ow 

where &2 is the intégral closure of k in £7 (a). 
By (107) and (108), u(Ni) = v{Wi{a + 1)) > 0 for 1 < i < s and 

Nr i—> u(wr(a + 1) + da+i) 

where w G (9^ is a unit, w = 1 mod mw. Thus the residue of Nr in Ow/mw is da+i. 
Thus w(iVr - da+i) > 0 and we have a map U'(a + 1) -ï Ow by (83) and (84), which 
induces a map U(a + 1) Ow such that 

fc(£/(a + l ) ) fc(Ow) 
DDD 6+D 

fc(l7(a + l ) ) 
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commutes, verifying (Al) for a + 1. 
The regular parameters (^ (a + l ) , . . . ,^n(a + l ) ) in U(a + 1) defined by (85) satisfy 

(109) %(<* + !) = 
Ni 1 < z < s 

Nr — da+i i = r 

y dot) s < z, i ^ r 

U{a + 1) has regular parameters (wi (a + 1) , . . . , wn(a + 1)) defined by 

(110) Wi(a + 1) = 

Wi(a + 1] wr(ct+l) 
da + 1 

f l 
-Ti(a+1) 

l<i<s 

Wr (o+l) 
da + 1 

+ 1 
+d,;ds - 1 i = r 

Wi(a + 1) s < z, i / r 

The regular parameters {y1 (a + 1) , . . . ,2/n(a + 1)) of U(a + 1) are defined by (87), 

(111) + = 

d+dk,d d Çr(a+1) 
«ct + 1 

+ 1 
-ri(a+l) 

1 < Z < S 

+djd+d, 
da + l 

+ 1 l/da+i - 1 i — r 

ft(a + l ) s < z, z ̂  r 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) kskskl +sdnsss 
*a+l 

(112) fi (a) = ftfa + l)6^0*1) (a + l)^(a+l)^r+l(a+1) 
H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) XGdRdddd 

•(Ï7r(a + 1) + 1> 
,6a+i,a+1(a+l) 

aa+l 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) ld dGddlkETRddd 

(113) ûj'(a) = Û7i(a + l)6-!^1) . H = u(yl+1(t)+Vi(t)gi'-ss 

wr(a) = wx{a + l)*-+i,i(«+i) • Û Î 8 ( Û + i)&.+i,-(«+i) 

(ûJr(a + 1) + 1) r&a + l,« + l(û!+l) 
'a+1 

Comparing (112) and (113), we see that for 1 < i < s y^a + 1) = \iïïi(a + 1) for 
some da+i-th roots of unity À;. By our construction of UTSs (at the beginning of 
Chapter (3)) 

/^r(a + l ) 
s+rdhds 

+ 1 
ss+s,jns 

and 
wr(a + 1) 

da+i 
+ 1 

l/da+l 

have residue 1 in Ow/mw. By (107), (109), (110) asnd (111) we see that 

+d,kds+d 
Wi(a -h 1) 
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has residue 1 in Ow/mw for 1 < i < s. Thus we have y{(a + 1) = Wi(a + 1) for 
1 < i < s, proving the fîrst half of (A3) for a + 1. 

wr(a + 1) - yr(a + 1) = 
w'r(a) 

dlTis+1™i(a + 1)ba+1A-' ws(a +ssss lsssss)6*+i>* 

2/r(a) 
H = u(yl+ssssssss1(t)s+ssssVi(t)g 2/, sssssss(ssssa -h 

H = u(yl+1(t)+Vi(t 
d 

H = u(yl+1(t)+sssssVi(t)g •w,(a -sssssshsss 

Thus 

^(wr(a 4-1) - î/r(a H-1)) = w(w'r(a) - yr(a)) 

- b8+lilw(wi(a H- 1)) b8+it8w(w8(a + 1)) 

> A' - &s+i,iw(wi(a -h 1)) bs+lySw(ws(a + 1)) 

H = u(yl+1 

verifying the second half of (A3), and (A2) for a + 1. 

Theorem 4.9. — Suppose that T"(0) C R is a regular local ring essentially of finite 
type over R such that the quotient field ofT"(G) is finite over J, Un(0) C S is a regular 
local ring essentially of finite type over S such that the quotient field ofU"(Q) is finite 
over K, T"(0) C U"(0), T"(0) contains a subfield isomorphic to k(co) for some 
co 6 k(T"(0)) and U"(0) contains a subfield isomorphic to k(Uf,(0)). Suppose that R 
has regular parameters (x±,.. . ,xn), S has regular parameters (j/i, . . . ,yn)f T"(Q) has 
regular parameters (â?i,... ,xn) and U"(Q) has regular parameters (y i , . . . ,yn) such 
that 

xi = S?1 •••!/?'̂ 1 

xs = V Ï ^ ' - V Ï ' f a 

xs+i = y8+1 

xi = Vi 

where </>i,..., 4>s G k(U"(0)), ^ ( # i ) , . . . , v(x8) are rationally independent, det(cij) / 
0. Suppose that there exists a regular local ring R C R such that (a?i,...,x/) are 
reaular parameters in R, k(R) = fc(co) and 

X{ — 
jiXi 1 < i < l 

Xi l < i <n 
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with 7» G Â (co) Ja?i,..., fl T,,(0) /or 1 < i < / and 7» = 1 raoe? (#1,. . . , ^ere 
eoutf 7? € 17" (0) suc/* tàa* y< = ^yi9 7? = 1 mod m(U"(0)) for 1 < i < n. Further 
suppose that 

xl+1=P{yl,...,yl)+yîi---ts°H + Çl 

where P is a power séries with coefficients in k(U"(0)), 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) 

where u G Un(0y* is a unit, 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) DEdp 

Kî/m) ^ "(y9!1 --ygss) and 

il e m(U(0))N with Nv(m(U(0))) > v{yfc ' "^'Vi+iY 

Then there exists a CRUTS along v (R,T"(t'),T(t')) and (S,U"(t'),U(t')) with as-
sociated MTS 

S - » S(t') 

R -+ R(t') 

such that T (t) contains a subfield isomorphic to fc(co,..., Cf), U (t) contains a 
subfield isomorphic to k(U(t')), 

R(t') has regular parameters (xi(t'),... ,xn{t')), 

T"(tf) has regular parameters (x~i(t'),.. .xn(t')), 

S(tf) has regular parameters {y\{t'),... ,yn(£')), 

U"(t') has regular parameters (y\(t'),... ,yn(tf)) 

where 
H = u(yl+1(t)+Vi(t)gi'-ys(t)9^)sssss 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^)ssss 

H = u(yl+1(t)+ 

H +Vi(t)gi'-ys(t)9^) 

xl+1(t') = xl+1(t') = P{%{t'),.. .Mt'))+Vi(t')Mt,) • ••Vs(t')d>^H 

where P,H are power séries with coefficients in k(U(t')), with 

multJÏ(0,...,0,y,+1(t'),0,...,0) = 1, 
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4>i(t'),...,4>s(t') € k{U{t')), dddddd ddd are rationally independent, 
det(cy(i')) ^ 0. T/iere existe a regular local ring R(t') C R{t') such that 

(xxit1),..., xi(t')) are regular parameters in R(t') 

andk(RU')) ^ k(co,... ,ct>). 

Xi{t') = 
' 7i(t')xi(t') l<i<l 

Xi(t') ddddl <i <n 

with ji(t') e k(c0,...,ct')[[xi(t'),...,xi(t')]] nT"(t') units for 1 < i < l, such that 
fi(t') = 1 mod (x!^'),xi(t')) and for 1 < i < n there exists jf(t') € U"(t') such 
that yi(f) = -YÏ(f)Vi(.f), 7?(*') = 1 mod m(U"(t')). 

Proof. — Perform the following séquence of CUTSs of type (M2) f o r 0 < r < / - s - l 

ï i (r ) = xi(r + l ) » » ^ 1 ) • ..x.(r + i)»i-(r+Dc«i.-i+i('-+i) 

xs(r) = ï i ( r + l ) » - ! ^ 1 ) • • -xs(r + i)««(r+i)c«-.;+i(H-i) 

Xs+r+i(r) =X1(r + l)».+i.i(r+l) . . .^s(r + 1)a5+llS(r+l) 

•(^+r+1(r + l) + l ) c ^ + l ( r + 1 ) 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) sk;sks FskeE,s 

».(»•) = »i (r + l )»"^1) • • -ys(r + i)»«(»-+i)d|;._..+i(r+i) 

ys+r+1(r) = y1(r + l)6«+1.1^+1)..-17s(r + l)6^-(r+1) 

(^+r+1(r + l) + l)̂ ,+11'»+l('-+1), 

the séquence of CUTSs of type (M3) f o r / - s < r < n - s - l 

Vi(r) =Vi(r +dddddSSS•SSS ssss.|,,(ssssr + 1)^+1)^^+1) 

V.(r) xs(r) = ïi( + i ) « « ( r + i ) c « - . ; + i ( H - i 1 ) ^ + 1 ) ^ ^ + 1 ) 

ys+r+i(r) = y, xs(r) = ïi(r + lS)»-!^1) + i)««(r+i)c«-.;+i(H-i 

•(F^P+i(r + l) + l ) d s ^ + 1 < ^ 
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followed by a CUTS of type (Ml), with *' = n - s + 1 

xi(t' - 1) = «i(«')°ll(t,) • ••xs{t')ais{t') 

xs(t' -1) = ïi(t')0'l(*')---S.(t')0"(*') 

y1(t'-l) = y1(t')b^---ys(t')bl'{t') 

y . ( f - l ) =i,1(f)6-l(t')"-i/.«,)6"(i'), 

so that 

ar,+1 = Pfa (*'), • • •,Ï7i(*')) + Vi (t')Mt,) • • • ys(t')Mt,)û Uyl+1 («') + 1)A + S ) 

+ «, (t')dl(t')+l---y,(t')Mt)+1* 

where 

S € *:(I7(*'))[Iî'i(*')» • • • ,Vi(t'),yi+2(t'), • • .,»„(*')]], 

P(yM'),.. .,y,(f)) = P(ylt... ,y.), yAt') • --yJt') | (5 - û(0,... ,0)), and 

n = j ,1(f )dl ( ' ' )+1-- - i / . (0 , ' - (O+1* 

with A = J>a + l,a + l(l — 8+l) 
dd+d1 

G HUit')), ® e U(t'). Then after replacing P with 

P + ÀÛ(O, . . . ,O)vi (t')dl{t,) - -v.(t')dait'K 

we can put xi+i(tr) = in the desired form with 

H = nyM (t')\ + Û(O, . . . , O))A + ÏZE + Fi (O • • • 

The proof that 

U(0) -> U(t') 

T(0) -> T(t') 

is a CRUTS is a simplification of the argument of step 3 in the proof of Theorem 4.8. 
We will give an outline of the proof. 

We can define MTSs R R(t') and S -» S(t') such that R(r)~, S(r)~ have 
respective regular parameters (x?(r ) , . . . , x* (r)) and (yUr),.... 2/£(r)) for 0 < r < n. 
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F o r O < r < i - s - l 

arï(r) = xUr +sssss. ..xs*(r ,sd 

•(a;;+r+1(r + l) + c r + 1 r . ^ ( - + 1 ) 

H = u(ysssssl+1(t)+Vi(t)gi'-ys(t)9^)skkss 

•«+r+1s(r + l) + cr+1)°-+^+i) 
X*+r+1(r) = Xl(r + l)«.+i.i(r+l) . ..x*(r + jja.+L.fr+l) 

• (^+r+i(r + 1) + cP+i)0'+'-+i(r+1> 

(r) = j,r(r + s s s s s s . . .y;(r + i)»i.(r+i) 

•(î,;+r+i(r + l)+rfP+1)»i.'+i('-+i) 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) sdls 

(l,^-r+l(»- + l) + dr+l)6"'+l(P+1) 
H = u(yl+ssssss1(t)+Vi(t)gi'-ys(t)9^) pdsld 
Gdjkd 

[y;+r+1(r + 1) + dr+1 )»•+».•+! («-+D, 

For / — « < r < n — « — 1 

(r)s = 2/r(r + l)*1'(f-+1)...2/*(r + i)''i4r+i) 

(2/;+r+1(r + l)+dr+1)6l-+1(r+1) 

2/S» = I,î(r + l ) » ' ^ 1 ) • ..y*(r + l)*..(r+l) 

(y^.P+1(r + l)+dP+1)»-+i(H-i) 

2/s*+r+1(r) = j,;(r + l)»-+i.i(r+D .. .y.(r + jjt.+L.tr+l) 

(»;+r+i(r + 1) + dr+1)^.»+i ^ D , 

followed by a MTS of type (Ml), with t' = n - s + 1 

1) = arï(0On(*')---ic:(<,)Ol'(t') 

= x*1(t')a'i{t')---x;(t,r~{t') 
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H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) ddd 

- i ) = yï(t')bMt')---y*s(t')b~it')-

For 1 < r < / — s we have 

sksks s+9sj 
\i(r)xi(r) l<i<s 

(r)xs+r(r) + $s+r i = s + r 

atf(r-l) s < i, i ^ s + r 

where À;(r), $s+r G fc(c0,... ,cr)[[#i(r),... ,#/(r)]], the A*(r) are units and 

$s+r G (a?i ( r ) , . . . , #s+r_i (r), x8+r+i ( r ) , . . . , xx(r)). 

For 1 < r < n - s we have 

d+d,jdf+ 

9+dsdnd+d, l<i<s 

\ys+r(r)ys+r(r) + $ys+r i = s + r 

d+dj,fd+d, d+d,jfd+dn,j 

where A?(r),*»+P € fc(^MS/iW.-.^-i(l).».+r+iWddddiinWl. the Af(r) 
are units. 

Rit') has regular parameters (xAt1),... , #n(£')) where 

d+d,;d 
d+d,kd 1 < i < s, l + l <i <n 

lKxî(t')+a-a-<T(ci-a)) s+l<i<l 

where the product is over the distinct conjugates a(ci-8) of Ci-8 in an algebraic closure 
k of k over fc. For 0 < r < Z — s — 1 define 

#(r + 1) = R(r)[xï(r + 1 ) , . . . , ^ ( r + 1),r(r + l)]gr+1 

where 

r(r + 1) = (x*+r+1(r + 1) + cr+i - cr(cr+i)) 

is the product over the distinct conjugates a(cr+i) of cr+i over k, 

qr+1 = m(iî(r + 1)) fl fl(r)[*î(r + 1) , . . . , xs*(r + 1), r(r + 1)]. 

F o r / - 5 < r < n - s + l define fl(r + 1) = R(r). Define 

fl(0 = « ( n - « ) [ x î ( 0 , . . . , « : ( O W 

where 

qv = m(R(t')) n À(n - *)[a;î(f ),... ,x\(*')]• 
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S(tr) has regular parameters (yi(tf),. . . ,yn(t')) where 

Vi{t') = 

d+d,d l < i < s 

Xi(t') s + l < i < l 

m v î W + d i - s - v i d i - s ) ) l + 1 < i < n 

where the product is over the distinct conjugates a(di-s) of di-s in an algebraic 
closure k of k over k. 

Now set 

s+s,dx+s Xi(tf) for s + 1 < i < l 

Xi(f) otherwise 

d+dfd,jd Xi(t') for s + 1 < i < l 

VS' ) otherwise. 

We are then in the form of the conclusions of the Theorem. 

The proof of Theorem 4.9 also proves the following Theorem. 

Theorem 4.10. — Let n0,z = m (k(U"(0)) \[y1,..., yt]\ ) in the assumptions of Theo­
rem 4-9. 

(1) If ft G in the assumptions of Theorem 1̂ .9, then a séquence of MTSs of 
type (M2) and a MTS of type (Ml) (so that the CRUTS along v is in the first 
l variables) are sufficient to transform into the form of the conclusions of 
Theorem 4-9. 

(2) Suppose that 

^ = yî1---ï?2'ti(î/1,...,î//) + n 
where u is a unit power séries with coefficients in k(U"(0)) and ft G with 
Nv(n0,i) > v(ydl • -ydss). Then a séquence of MTSs of type (M2) and a MTS 
oftype (Ml) (so that the CRUTS along v is in the first l variables) are sufficient 
to transform g into the form 

g = yAt ' )Mt)- •ys{t')ds(t')û{yi{tl),---Mt')) 

where u is a unit power séries. 
(3) Suppose that 

g = yd1>---yds°X(y1,...,yl) + Çl 

where v(ydl • • -yds) > A and Q, G n t̂ with Ni/(n0,i) > v{ydl • • -yds). Then a 
séquence of MTSs of type (M2) and a MTS of type (Ml) (so that the CRUTS 
along v is in the first l variables) are sufficient to transform g into the form 

9 = yl(t')dl{t')- Vs{t')d'{t)*{y, (t1),..., U t ' ) ) 

where u(y1(f)d^t"> • • • ys(t')d,(t')) > A. 
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(4) Suppose that 
9 = Vi---VÎm<Vii---iVi) + n 

where u is a unit power séries with coefficients in k(U"(0)) and Q, G m(U"(0)) 
with Nv(m(U"(0))) > v($\x --ydss). Then there exists A CRUTS along v as 
in the conclusions of Theorem such that 

g = ^ ( f )*<«'> • ••ys(t')Mt')Hyi(t'), • • -Mt')) 
where u is a unit power séries. 

Theorem 4.11. — Suppose that T"(0) C R is a regular local ring essentially of finite 
type over R such that the quotient field o/T"(0) is finite over J, U"(0) C S is a regular 
local ring essentially of finite type over S such that the quotient field ofU"(0) is finite 
over K, T"(0) C U"(0), T"(0) contains a subfield isomorphic to k(co) for some 
Co G fc(T"(0)) and U"(0) contains a subfield isomorphic to k(U"(0)). Suppose that R 
has regular parameters (x±,..., xn), S has regular parameters (yi,..., yn), T"(0) has 
regular parameters (âfi,... ,xn) and U"(0) has regular parameters (y1,... ,yn) such 
that 

xi = VI11--y?'fa 

xs = ylsl '"ycsaa(t>s 
xs+i = y 8+i 

xi = Vi 
where 0i, . . . , cf)s G k(U"(0)), z/(xi), . . . , v(xs) are rationally independent, det(c^) ^ 
0. Suppose that there exists a regular local ring R C R such that (x±,... ,xi) are 
regular parameters in R, k{R) = k(co) and 

X{ — f 7IX* 1 < i < l 

Xi l < i < n 

with 7i G k(c0) [[#i,. . . , #/]] D T"(0) for 1 < i < l and 7* = 1 mod (#i , . . . , xi), there 
exist *yf G U"(0) such that yi = "yfyif 7f = 1 mod m(U"{G)) for 1 < i < n. 

Then there exists a CRUTS along v (R,T"(t),T(t)) and (S,U"(t),U(t)) with as-
sociated MTSs 

S -> S(t) 

R -> R(t) 
such that T"{t) contains a subfield isomorphic to &(co,..., Q ) ; U"{t) contains a sub­
field isomorphic to k(U(t)), R(tf) has regular parameters ... ,xn(t)), S(tf) has 
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regular parameters (yi(t'),... ,2/ n(0)> T"{t) has regular parameters (#i(£),... xn(t)), 
U"(t) has regular parameters (yi(t),... ,yn(t)) where 

Mt) = y i W c l l W - - - y . W C l ' ( t V i W 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) 

*8+l{t) = 2/,+i(*) 

H = u(yl+ys(t)9^) 

such that </>i(t),... ,</>s(£) £ k(U(t)), v(x\{t)),..., are rationally indépendant, 
àet{cij(t)) ^0 . 

x^(^) = #«(£) /or 1 < i < n. 

For 1 < i <n there exist yf(t) G U"(t) such that yi(t) = 1%{t)yi{t), 

7f(£) = 1 modm(U"{t)). 

Proof. — We will construct a CRUTS (R,T" (t),T{t)) and (S, £/"(*), £/(*)) along i/ 
with associated MTS 

5 = 5(0) -> S(t) 

R= R(0) -> R(t). 

We will say that CN(/?) holds (with 0 < (3 < t) if T"(/?) contains a subfield isomorphic 
to k(c0,..., c/3), U"((3) contains a subfield isomorphic to k(U(/?)), R((3) has regular pa­
rameters . . . , # n (/?)), T"(/?) has regular parameters (x±(/3),...,xn(P)), U"((3) 
has regular parameters (yi(0),... , 2 / N (/?)), such that 

ssbns+9sd,n 1i(P)xi(P) l<i<l 
brd l < i < n 

with 

7*(/?) G fc(cd,...,<*) [[*i(/J),..., *,(/?)]] H T"((3), 

7i(/3) = 1 mod . . . ,#/(/?)) for 1 < i < / and for 1 < i < n there exist 7t-(/?) G 
£/"(/?) such that yi(p) = 7Ï(P)Vi(P), 7?(0) = 1 m ° d ra(*7" (/?)). We must further 
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have 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^)x;kx 

x8+1(0) = ya+1{p) 

xi(0) = yt{P) 

with </>i(/3) G k(S(/3)), v(x~i((3)),..., v(x8(f3)) are rationally independent, det(c^(/3)) / 
0, and there exists a regular local ring R(/3) C R(/3) such that (#i(/?),... , x/(/?)) are 
regular parameters in R(/3) and k(R(/3)) = k(co,..., c^). 

By Theorem 2.12 and Theorems 4.8 (with / = xi+i) and 4.9 we may assume that 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^)w+w, 

where E0 is a séries with mult Eo(0,..., 0, yl+1,0,..., 0) = 1. Suppose that v{P) = oo 
(this includes the case P — 0). Then by Theorems 4.8 and 4.10, we have a CRUTS 
along v in the flrst l variables such that 

(114) xt+1 = y1(t)i^ • ••ys(t)d^t(y1(t),.. .,yn(t)) 

mult St(0,..., 0,yl+l(t), 0 . . . , 0) = 1, and CN(£) holds. We can thus make changes 
of variables, replacing xi(t) with Xi(t) (for 1 < i < n) and y^t) with x~i{i) (for 
s + 1 < i < l) so that (114) holds and CN(J) holds with 7 ^ ) = 1 for 1 < i < /, and 
yi{t) = Xi(t) for s + 1 < i < L 

Suppose that v(P) < oc. Set d = det(c^). Let (fy) be the adjoint matrix of (c^), 
so that (fij/d) is the inverse of (cij). Let u be a primitive dth root of unity in an 
algebraic closure k of k. Set 

d+g,;d 
d 

ii,...,i, = l 
(xi+1 - P(UJ11 YI,...,LUlsys, ys+1,..., 2//)) 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^)+,ns 

Let G be the Galois group of a Galois closure of k(U"(0)) over k(co). Since is 
analytically independent of yf,... ,^f,^s+i, • • • ,17/ (by Theorem 2.12) we can define 
p = TT-r̂ r r(#') where r acts on the coefficients of g'. 

9 é A:(co)[[^,.. . ,^,2/s+1,.. . ,^]][^+i]. 

Since ï/f = arf*1 • • • x{is(f)1 ^n • • • >̂s for 1 < i < s, by Lemma 4.2 we can perform a 
MTS of type (Ml) to get g G k(c0) [ [ ^ i ( l ) , . . . [xw]. £0 is irreducible in U(l) 
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(since mult(E0(0,...,0,yl+1,0,...,0)) = 1) and S0 | g in £7(1). 

(115) 9 = 
d 

i=l 
aiXt+1(l)fi + 

3 
ajXi+1(lyj + 

k 
akxw(l)fk +x/+i(l)rr 

where a*, a?, are séries in # i ( l ) , . . . , xi(l) with coefficients in fc(co), m > 0 and the 
first sum consists of the ternis of (finite) minimum value p. 

p < oo since mult g(0,. . . , xi+\ (1)) < oo. 

rz/(x/+i(l)) > the second sum consists of (finitely many) remaining terms of finite 
value, the third sum consists of (finitely many) terms of infinité value. Let 

r = mult #(0,..., 0, âfj_|_i(1)), 1 < r < oc. 

Suppose that r > 1. By Theorems 4.8 and 4.10, we can construct a CRUTS in the 
first / variables, with associated MTS 

5(1) -> S(a) 

R(l) R(a) 

such that CN(a) holds, to get 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^) xwkdx 

where P is a unit, and 

(116) ac =x1(a)e<d •••xs(a)eîac(xi(a),...,x/(a)) 

for £ = i, j, k where ai,aj are units and ï/(#i(a)efc • • -xs(a)efc) > p for ail i,j,k. We 
have an expression 

xl+1(a) = xl+1 = P + ft(<*)dl(a) • • -î/.(a)d-(a)Sa(yi(a),... ,Vn(<*))-

where mult Ea(0,...,0,y/+1(a),0 . . . ,0) = 1. If i/(P) > ^ ( ^ ( a ) ^ ^ • • - ^ ( a ) ^ ^ ) , 
then after possibly performing a CRUTS of type (Ml), so that 

y, (a)dl <«>.•. ys(a)d*<«> | (a)»1 <°) • • • ys (a)»» <<*> 

in f7(a + 1), we can set 

Sa+1 = Ea + y1(a)*1<a>-dl<a> ...y,(a)*(«>-d-(«>P 

to get 

= + l)**"*1) • • -y, (a + l)d-(*+1>Ea+1. 

Now suppose that i/(P) < iy(y1(a)dl(<a>) • 2/s(a)da^). After possibly performing 
a CRUTS of type (Ml), so that 

H = u(yl+1(t)+Vi(t)gi'-ys(t)9^)xk,xlsd!x 
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in U(a + 1), we have 

xi+i(a + 1) = xi+i 

= û, (a + l)d^a+^ •••vJa +SDDDDDD 

(P + yAa +sddd dd• ••».(<* + î r - ^ ' S ^ ^ C a + 1) , . . . J„ (a + 1))) 

where 

mult(Sa+i(0,..., 0,%+1 (a + 1), 0,..., 0)) = 1, 

P + + l)£l(a+1) • • • ys(a + l)^a+1)£a+i is a unit and CN(a + 1) holds. 
Set (eij) = (cij(a + d = det(c^(a; + 1)). We can replace 

y{(a + 1) with yt(a + 1)71 (a + l)eil • • *7«(a + l)6is for 1 < i < s, 

^ (a -h 1) with y{(a + 1)7* (a + 1) for s + 1 < i < l and 

£/"(<* + 1) with U"{a + l)[7l(a + l ) 1 ^ , . . . , 7s(a + l ) 1 / ^ 

where 

(Z = m(U(a + 1)) H (*7"(a + l)[7i(a + . . . , 7, (a + 

to get 

m (a + 1) = yx(a + l)c"(a+1) • • • j/,(a + l)Cl'<a+1>^i(a + 1) 

xs(a + 1) = 27i(a + l)c-i<a+1> . ..y8(a + l)c"(a+1)0*(a + 1) 

x8+1(a + 1) = 2/a+i(a + 1) 

xj(a + 1) = 2/1 (a + 1) 

and have an expression in 17(a + 1) = fc(f/(a + l))[[^1(a + 1),.. - ,yn(a + 1)]] 

xl+1 =yM + l)dl(a+1) • --y8(a + l)^^+1)r[(Pa+1(^(a + 1), . . . ,yt{a + 1)) 

+ y,(a +XXXX • • - y,(a + l ) ^ 1 ^ ^ ^ + 1),...,?n(a + 1))]] 

where mult £a+i(0,..., 0, y/+1 (a + 1), 0 . . . , 0) = 1, Pa+i is a power séries with con­
stant term 1 and r G k(U(a + 1)). We have + 1) = xj+i and J7/+i(a + 1) = 

By Lemma 4.6 we can construct MTSs R(a + 1) - » R(a + 2) of type II/+i 
and S (a + 1) -> 5(a + 2) of type I such that R(a + 2)^has regular parameters 
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(*î(a + 2) , . . . ,<(<* + 2)) 

xx(a + 1) = xî(a + 2)ail(a+2) ...x*s(a + 2)ai*(a+2) 
•K+1(a + 2) + ca+2)ai^(«+2) 

(117) x5(a + 1) = x\(a + 2)a-1(a+2) • -x*(a + 2)a"(a+2> 
•K+1(a + 2) + ca+2)^ ( -+2) 

a?j+i(a + l ) = a?ï(a + 2)a-+1.1(a+2) • • • xj(a + 2)a*+1>*(a+2) 
• (a?;+1(a + 2) + Ca+2)a'+1-'+l(o+2) 

5(a -h 2)^ has regular parameters (yx(a + 2),...,yn(a + 2)) 

ft(a + 1) = 27i(a + 2)6»(a+2) • ..y8(a + 2)6l-(a+2) 

£,(a + 1) = ft(a + 2)6-1<a+2> • • -ya(a + 2)6"<a+2> 

such that iî(a + 2) C S {a + 2). 
Set 

(118) 7 = + ft(a + 1 )^+1) • • ^8{a + l)^+1)£a+1 

so that 
a?z+i = fi(a + l)dl<a+1) • • -jj8(a + l)d-(°+1>T7. 

This shows that 7 G U"(a + 1). Set (e^) = {ai3{a + 2))"1. By construction there are 
positive integers such that 

x\(a + 2) = x±(a + l)611 ••.x,(aTl)Cl'X|+i(aTl)ei-4+1 
= ^ ( a -h 2)/l1 • • -2/a(a + 2)/l*7Cl.-+1rCl«*+1 

• 0i(a -h l)ei1 •••0s(a + l)ei* 

(119) ^ ( Û ; + 2) = m (a -h l)6*1 • • • zs(a + l)e-^/+1(a + l)c«.-+i 
= y1(a + 2)/-1 • • -y8(a + 2)̂ "7c'.'+1rc*-*+1 

•0i(a + l)esl ...0„(a + l)c" 
ffjT+1(a + 2) +ca+2 = ari(a + l)^1-1 • • • #s(a + l)c*+1.-^+i(a + l)c-+i.-+i 

= ^ ( a + 2)̂ +1«1 • • -|/a(a + 2)̂ +1'*7c-+1'-+1rc-+1'-+1 
• 0i(a -h l)e-+i.i • • • (f>s(a + l)c«+i.* 

in 5(a + 2)~. ^(x*+1(a + 2) + ca+2) = 0 implies f8+ltl = . . . = /S+M = 0. Set 

£5 = 0i(a + 1)c-+m •.. 0s(a + i)c+i,.re.+i,.+i G fc(£/(a + 1)). 

Substituting (118), we have 

x*l+1{a + 2) + ca+2 = £(Pa+i + ft(a + 1)^"+1) .. + l ^ ^ S ^ i ) ^ 1 ^ 1 

= Qo(î7i(a + 2),...,ft(a + 2)) 

+ yx{a + 2)*i<*+2> • • • yfl(a + 2)*-(°+2>A0Qj1(a + 2 ) , . . . , j/n(a + 2)) 
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where Q0 is a unit and mult Ao(0,..., 0, y,, i (a + 2), 0 . . . , 0) = 1. Define ai G Q by 

dsd,n,nd 

ddd+ 
bf 

fn - ' fis 

fsl ' * * /ss> 

-1 s+ss,sd 

d+9d,d 

and set 

fo(<* + 2) = 
V a % ( < * + 2) 1 < i < s 

[^(a + 2) s<i 

to get 

x*(a + 2) = 2/i(a + 2)Cll(a+2) . . . + 2)Cl*(a+2Vi 

(120) 

a$(a + 2) = ^i(a + 2)c^(a+2)...^(a + 2)c-(Ck+2)^. 

(^i(a+2),. . . ,yn(a+2)) are regular parameters in S'(a+2J~, ̂ i , . . . G fc(S(a+2)). 
There are unit power séries and power séries Ai such that 

lai = Qi(y1(a + 2),...,yl(a + 2)) 

+ y1(a + 2)^a+V • • -ys(a + 2)^a+2>K^M + 2 ) , . . . ,yn(a + 2)) 

in S(a + 2)~ for 1 < i < s, where mult(Ai(0,..., 0, yl+1(a + 2), 0,..., 0)) = 1, 

Qi(0,...,0) = l. 

yAa + 2) = QMa + 2),.. .,y,(a + 2))j/<(a + 2) 

mod («i(a + 2)^+2> • • + 2)E-(a+2>Ûi(a + 2)) 

for 1 < i < s. We will show that there exist unit power séries fi; such that 

7a« =îl<(5i(a + 2),...,w(a + 2)) 

+ ^ ( a + 2)^+2> • + 2)£^+2>Ai(y1(a + 2) , . . . ,yn(a + 2)) 

mod fc(a + 2)£l(°+2) • • • ys(a + 2)£^+2>(y1(a + 2) , . . . , y((a + 2)). 

This follows from induction, since for any séries A(y1 (a + 2) , . . . ,yt{a + 2)), there 
exist séries A^...^ such that mult^^ ,...,*,) > 0 and 

Aiy^a + 2),... ,yt(a + 2)) = 4(gi(a + 2),... ,y,(a + 2)) 

+ 

«H HL>0 

^ . . . ^ ( a + 2) , . . . ,y,(a + 2))y1{a + 2)h •••y,(a + 2)l> 

mod 51 (a + 2)ei<a+2) • • • + 2)e^a+2\y1(a + 2),... ,yt{a + 2)). 
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Thus 

7ai =îMï, i(a + 2),...,Si(a + 2)) 

+ Ûi(a + 2)6l<"+2> • • • & ( « + 2)£*(<*+2> (a + 2),...,yn(a + 2)) 

mod y\(a + 2)£l<a+2> •••ys(a + 2)^a+^(y1(a + 2),...,yt(a + 2)) 

with 
mult*4(jj7i+,(a + 2),0,...,0) = 1. 

R(a + 2) has regular parameters (x\{a + 2 ) , . . . , xn(a + 2)) defined by 

(121) Xi(a + 2) = 
*J(a + 2) 1 # / + 1 

n K + l ( a + 2) + C«+2 ~ <7(Ca+2)) Z = / + 1 

where the product is over the distinct conjugates a(ca+2) G k of ca+2 over fc. 
Set §Ff(a + 2) = x<(a + 2), %(a + 2) = &(a + 2) for 1 < i < n. Set *7"(a + 2) = 

U'(a + 2) [7e*1,..., 7a']9 where 

q = m(U(a + 2)) fi £/'(a + 2)[7ai,..., 7a-]. 

Then CN(a + 2) holds. We have ^*+1(o; + 2) + ca+2 = 7C-+1«-+1A for some A G 
fc(S(a + 2)) by (119). e,+M+i ^ 0 by Theorem 2.12. 

a£. i (a + 2) = i W ^ i (a + 2) , . . . ,ïï,(a + 2)) 

+ ft(a + 2)*<"+2> • • .y.(a + 2)^^+2)Ea+2(^(a + 2) , . . . ,yn(a + 2)) 

where mult(Sa+2(0,..., 0, yl+1 (a + 2), 0 . . . , 0)) = 1. 

s/+i(a + 2) = Pa+2(yi(a + 2) , . . . ,|7,(a + 2)) + (ca+2 - <x(cQ+2)) 

+ y1(a + 2)ei<a+2' •Î75(a + 2)e»<a+2) 

brd 
Pa+2(î/1(a + 2),...,î/i(a + 2)) + (ca+2 - <r(ca+2)) EQ+2 

+ yx (a + 2)ei (a+2) • • • ys {a + 2)£* <a+2) îî] 

in S(a + 2)T^ fc(S(a + 2)) [|j7i(a + 2) , . . . ,yn(a + 2)]] and the product and sum are 
over the distinct conjugates <j(ca+2) of ca+2 in k over k. If ca+2 ^ fc, we have 

brd 
(Q*+2 ~ (j(ca+2)) ^ 0 

since if this sum were 0, we would have ca+2 invariant under the automorphism group 
of a Galois closure of &(ca+2) over k which is impossible. We have an expression 

(122) xl+1 (a + 2) = Pa+2(y, (a + 2 ) , . . . , yx(a + 2)) 

+ y,(a + 2)^"+2) • .-y8(a + 2)^+2)Sa+2(^(a + 2) , . . . ,yn(a + 2)) 
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where P<*+2, EA+2 are power séries with coefficients in k(S(a + 2)) and 

mult(Sa+2(0,...,0,î7l+1,0,...,0)) = 1. 

If ca+2 £ xi+\{a + 2) = x*+1(a + 2) and this expression is immédiate. By (115) 
and (116), 

9 = 
d 

i=l 

o5ii(a + l)c'(a+1)- x8(a + l)eHa+Vxl+1(a + l)K 

+ 
brd 

ajâi(a + l)ei<tt+1>- •^(a + l)ci(a+%/+i(a + l ) ^ 

+ 
k 

a^!(a + l)ci(a+1). §s(a + l)ci(a+1>x/+i(a + l)/fc 

+ x/+i(a + i)rr 

with aj, a'-, aj, G fc(co,..., ca+i) I [#i(a + 1) , . . . ,xi{a + 1)]]. Since 

X1+1{OL 4-1) = #z+i(a + 1) = 

and CN(a + 1) holds, so that 

fe(co,..., ca+i) [[a;i(a + 1 ) , . . . , #/(a +1)]] = fc(c0,..., ca+i) [[xi(a + l ) , . . . ,§ / (a + l)]] 

we have an expansion 

9 = 
d 

i=l 
aiXl{a + l ) * ^ 1 ) • ..Xa(a + l)cî<a+1>3m(a + 1)* 

+ 
3 

ajXl(a + l ) ^ 1 ) . ..x,(a + l)cï<tt+1>a;,+i(a + l)fj 

+ 
br' 

akXl(a + l ) 6 ^ 1 ) .. • Xs(a + l)cî(*+1>a;,+i(a + l)fk 

+ xl+1(a + i)rr 

with ai,aj,ak G fc(co,... ,ca+i) [[#i(a + 1),...,xi(a + 1)]], a*, a, units for ail i,j and 

i/(a?i(a + l)e^+1) • ..Xa(a + l)e^+1^/+1(a + l)fk) > p 
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for ail fc. In R(a + 2)T, by (117) 

9 = 
d 

i=l 
ai 

s 

a=l 
#*(a + 2)0la^a+2)e^a+1)+'''+asa(a+2)€^a+1^+as+1'a(o;+2)/i 

(x*+1(a + 2) + ca+2)' ai,a+i(a+2)eJ(a+l)H—-+o,,a + i(a+2)eJ (cH-l)+aa+i,a+i(a+2)/t-

+ 
3 

d 
s 

dr 

x*(a + 2)aia^+2)e^a+1^+'*'+03a^a+2^e^a+1)+a3+1'a(a+2)̂ ' 

(x*+1(a + 2) + ca+2) xi)S+i(a+2)e)(a+l) + ---+as,s+i(a+2)e5(a+l)+as+i)S+i(a+2)/i 

+ 
dv 

au 
s 

a=l 
x*(a + 2)0lâ +2 ê̂ a+1^+'''+aaa(a+2 ê̂ c"+1^+a5+1'a(a+2 f̂c 

(x*+1(a + 2) + ca+2)' ai,J, + i(a+2)ei(a+l) +—4-a»,,+i(a+2)e (̂a+l)+oa+i,a+i(a-|-2)/fc 

+ 
a=l 

aj*(a + 2)a'+1-(a+2> (a?;+1(a + 2)+Ca+2) a«+i,a+i(of-|-2) 
l T 

r 

with ai,aj,ak G fc(c0,... , ca+2) [«î(a + 2),...,x?+1(a + 2); , a^a^ units and 

v 
s 

a=l 
X*(A _L_ 2)ai«(a+2)efc(a+1) + -"+0-«(«+2)efc(a+1)+a^+î («+2)/fe 

We have that 
s 

a=l 
(ala(a + 2)e\{a + !) + <•• + asa{a + 2)ef (a + 1) + aa+i,a(a + 2 ) / > « ( a + 2)) 

are equal for 1 < i < d since the correspondu!e; terms in q have equal value p. Set 
ac = aH(a + 2)e\{a + 1) + • • • + asC{a + 2)e{(a + 1) + a,+i,c(a -h 2)/i 

for 1 < C < -̂ Since z/(#i(a + 2 ) ) , . . . ,is(x*(a + 2)) are rationally independent, we 
have 

ac = aic(a + 2)eJ(a H- 1) + • • • + asC(a + 2)ef (a + 1) + as+i,c(a + 2)/* 
for 1 < i < d and 1 < Ç < s. Set 

m/. = aM+i(a + 2)e- (a + 1) H h as,s+i(a -h 2)ef (a + 1) + a«+i,a+i(a + 2)/» 
for 1 < i < d. Set 

det 

d+d1 

aii(a + 2) ala(a + 2)y 

Kasl(a + 2) ass(a + 2) 

det 
au(a + 2) ai,,+i(a + 2) 

a,+i,i(a + 2) a5+i,s+i(a + 2) 
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£ is a nonzero integer. By Cramer's rule, 

fi - h = £(mfi -mfl) 

for 1 < i < d. Assume that s > 0. We can perform a CRUTS of type (Ml) with 
associated MTSs R(a + 2) -> R(a + 3) and S(a + 2) -+ S(a + 3) where R(a + 3) has 
regular parameters (x\{a + 3),...,xn(a + 3)) and T"(a + 3) has regular parameters 
(x\(a 4- 3) , . . . ,xn(a + 3)) such that 

XI{OL + 2) =a?J(a + 2) = a* (a + 3)0ll(a+3> • • • xs(a + 3)aî a+3^ 

(123) : 

xs(a + 2) = x*s(a + 2) = Xl(a + 3)0^a+3) • • • xs(a + 3)««(«+3) 

and 

a?i(a + 3) = Xi (a + 3) i < s 
rrJ(a + 2) s < i 

Xi(a + 2) = Xi(a + 3) for s < i to get 

g = x1{a + 3)ûi • • • xs(a + 3)a* ((âj+i (a + 3) + ca+2)m'i $ + £~i (a + 3) • • • xs(a + 3)G) 

in fe(co,... ,ca+3)[[âi(a + 3) , . . . ,â/+i(a + 3)]], with 

$ = ai + a2(«/+i(a + 3) + Ca+2)(/2"/l)/e + • • • + ad(â/+i(a + 3) + Ca+2)(/d~/l)/e. 

In the case s < 0, we must consider an expression 

$ = xi (a + 3)a'i • • • x,(a + 3)a- (a + 3) + ca+2)mfd & + *i (a + 3) • • • x5(a + 3)G') 

with 

S' = aifà+i(a + 3) + Ca+2)(/l"/d)/e + • • • + Sd. 

Again assume that s > 0. The proof when £ < 0 is similar. Let 

r' = mult($(0,... ,0,x/+i(a + 3))). 

Y9 = v(<n) + SKSK < rz/(^/+i(l)) implies fd < r. Set ru = (/* - SSKS The 
residue of ai in 

T(a + 3)/(^i(a + 3) , . . . ,xt(a + 3),x/+2(a + 3) , . . . ,ân(a + 3)) 

- ^ ( T ( a + 3))[[x/+1(a + 3)]] 

is a nonzero constant ai G fc(c0,..., Ca+2) for 1 < i < d. Set 

C(*) = 3 I + A 2 ^ 2 + . . . + 2 D ^ , 

r' = mult(C(x/+i(a + 3) + ca+2)). rf < rjd = (fd - fi)/e < r. Suppose that r' = r. 
Then /i = 0, /d = r, £ = 1 and = ad(£ - ca+2)r. Thus there exist nonzero 
(xi+i{a + 3) + ca+2)r and (x/+i(a + 3) + cct+2)r~1 terms in $(0,... ,0,^+1 (a 4- 3)) 
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and fd-i = fd~ 1 = r — 1. Thus ad is a unit so that ad = ad and v(ad-\Xi+i (l)r 1) = 
i/(adxm(l)r) implies ms mlsms = i/(ad_i). 

(124) 
d 

i=l 
2i(xi+1(a 4- 3) 4- Ca+2)Ui'/i;/c = 2d^+i(a 4- 3V 

Expanding out the LHS of (124), we have 

radca+2 4- ad-\ = 0 

which implies 
DS+ 1D 
Q>d-i 

1f 
Ddd1 

Let a = ad G fc(co) be the constant term of the power séries 

o,d e fc(co)[[xi(l),...,x/(l)JJ.fd 

dld +dl ad^/+i(l)r ad(rri+i(a 4- 3) + ca+2)m/d 
ddfjd+ adad_i^+i(l)r db adad-i{xl+1{a 4- 3) 4- c^)™^"1 

adte/+i(a + 3) + cQ+2)ifd-fl)/£ 
adad-i{xM(a 4- 3) 4- c^)^-1"-^ /5 
ad(xM (a 4- 3) 4- c^+o) 

d+d,d+d1r 
which has residue — 1/ra in k(R(a 4- 3)) C Ovjmv. (Here Ov is the valuation ring of 
our extension of v to the quotient field of S(a + 3)^.) There exists Q G R(l) such that 
Q is équivalent to — ̂ a^-i modulo a sufHciently high power of the maximal idéal 
of k(co) [ [x i ( l ) , . . . ,#/(l)]] (recall that ci = 1) so that i/(x/+i(l) — Q) > v(xi+\{l)) 
(Recall that x/+i(l) = x/+i(l)). 

Since adXi+\{l)r is a minimum value term of g, we have i/(âf/+i(l)) < ^(#)- Make 
a change of variables in -R(l) and X"'(l), replacing x/+i(l) and âF/+i(l) with 

^ i ) 1 ( l ) = a r i ) 1 ( l ) = » i + i ( l ) - Q 
CN(1) holds for thèse new variables. Further, in 5(1)^, we have 

D g= adad-i{xl+1{a 4- 3) 4- c^)™^"1 dkdadad-i{xl+1{a 4 k +dsjsd+ jsd 

where mult(Eo(0,..., 0, yl+1 (1), 0,..., 0)) = 1. Then repeat the above procédure with 
this change of variable and our previous g. If u(P^) > u(y1(a)dl^ • • • y8{a)dAa)) 
the above algorithm produces an expression 

x)1' (1) =«,(<*+ 1)W+1> • ••vJa + i)*.(<*+VW 

where mult(E^(0,... ,0,yi. i(a 4-1),0,... ,0)) = 1. So suppose that 
adGB = ad-i{xl+1{a 4- 3) 4- c^)™^"1 

If we do not get a réduction r\ < r, we have 

a ieo = dad-i{xl+1{a 4- 3) 4- c^)™^"1 
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We can repeat this process. By Lemma 2.3, We eventually get a réduction r' < r, or 
v(g) = oo and we can construct (as in (58) in the proof of A(m) in Theorem 4.7) 

<t>= lim Q<0ri(l),...,xj(l)) € fc(c0)[[*i(l),...,z,(l)]] 

such that 

(125) </ = u(z/+i(l)-</>)r + /i. 

where /i G a/fc(c0) [[âfi(l),... , #z+i]] with 

ai = {fe fc(cû)[[xi(l),...,^(l)I] | > oo} 

and u(x~i(l),... ,âf/+i) is a unit power séries. 
Suppose that r' < r. In our construction, yl+1(a + 3) = 27/+i> so that if 

S0 = Sgf+3(î/1(a + 3),...,yn(a + 3)), 

mult(££+3(0,..., 0, yl+1 (a + 3), 0,..., 0)) = 1. Set 

g1 = (x/+i (a -h 3) + ca+2)m/i $ + xi (a + 3) • • • xs(a + 3)G. 

xi+\(a 4- 2) = r]x*+1(a + 2) where 77 G fc(ca+2)[#*+1(a + 2)] is a unit which implies 

rcj+i (a + 3) = rjxi+i (a + 3). 

Thus 

01 G fc(co,.. •, ca+3) [[#i (a + 3 ) , . . . , ^z+i (a -h 3)]] 

= *(co,...,ca+3)pi(a + 3) , . . . ,^+i(a-f 3)J C i2(a + 3)~ 

S0 | Pi so that 

1 < mult0i(O,... ,0,a?/+i(a 4- 3)) = mult#i(0,. .. ,0,^+i(a + 3)) = n < r. 

By (122), there is an expression in 5(a + 3)~ 

xi+i (a + 3) = x/+i (a + 2) 

= Pa+3(l7i(a + 3) , . . . ,ft(a + 3)) 

+ ft(a + 3)^«+3) + 3)^^+3)Sa+3^i(a + 3),... Jn (a + 3)) 

where mult(Ea+3(0, ...,0,f/+i(a + 3),0, . . . ,0)) = 1. Now set §i(a + 3) =Xi(a + 3) 
for 1 < i < n. By (120), (121) and (123) CN(a + 3) holds (with ^{a + 3) = 1 for 
1 < i < /). 

By induction on r we can now repeat the procédure following (115), with i?(l), 
R(l), 5(1) replaced with i?(a + 3), R(a + 3), 5(a + 3) respectively, co with a primitive 
élément of k(c0,..., ca+3) over fc, 0 with #1, to eventually get t such that CN(£) holds 
with x~i(t) = Xi(t) for 1 < i < n and 

Xl+1(t) = vAt)dl(t) • ••vs(t)Mt)zt(v1(t), • • -,Vn(t)) 
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where mult £$(0,..., 0, yl+l (£), 0,..., 0) = 1 or we have 

xl+1(t) = Ptfait),...XXX+ ï/I DDD• • -!7.WD*(T) S* ( ^ ( t ) , . . . ,yn(*)) 

where mult £*(0,..., 0, yt+i(t), 0 . . . , 0) = 1, P*,£* are séries with coefficients in 
k(S(t)) and 

(126) g = u(x!(t),...DDDD D• • • s . ^ ' f o + i W + *(xi(t),...DDD 

for some a > 0 where $ are séries with coefficients in fe(co,..., Ct), tx is a unit and 
£o | p. Suppose that (126) holds. Define 

adad-i{xi+1{a + 3) + caDD 

mult £0(0,...,0, Vi+i(t),0,..., 0) = 1. We have regular parameters (2/i(£)>...,yn(t)) 
in Sfa'P defined bv 

mit) = 
DS +DMD +D 

£o i = l + l 

There is an expression 

xl+1{t) = Pt{yi{t),...,&(*)) + m(t)dlit) • • • yî'w%(yi(t),...,&(*)) 

with mult£*(0,...,0,£z+i(£),0,...,0) = 1. Thus 

yl+1(t) | xl+1(t) + *(a?I(*),.. . , * / ( * ) ) 

in 5(*r- Since Pt + $ G fc(S(t)) [ [ ^ ( * ) , • • • ,£/(*)]], 

Pt + ̂  = nï/I(0dl(t)---î/.(*)d'(*) 

with G &(S(0)[|j7i(0>... ,27/(01 and 

£o l n + s*. 

Set m+i—m (k(cn cf) Wx-i (£),..., xi(t)]] ). Choose N so that 

iVi/(mt|l)>Kî7i(0DL(T)--^AWD'(0). 

There exists G fc(co,... ,ct)[xi(t),... ,xi(t)] such that = $ mod ra^. Make 
a change of variables, replacing xi+\(t) with a?/_|_i(£) + to get 

xl+1(t) = y^t)™ • "V.(t)d-W(n + St) + (* ' - * ) 

By Theorem 4.10, we can perform a CRUTS along v in the first / variables, with 
associated MTSs R(t) R(t'), S(t) -> S(f) to get 

§,+1 (*') = (*') = y± {t')dl' • • P S ( ° , 

where mult Et,(0,..., 0, p/+1(t'), 0,... ,0)) = 1 and such that CN(£') holds. 
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We thus have regular parameters (xx (*'),..., xn{t')) in R{t!) and (yx {t'),..., yn{t')) 
in units ri(t '), • • • ) G 5(*') such that 

adad-i{xi+1{a + 3) + ca+2)m^-i +WSLMSD 

* . ( * ' ) - yi(*,)c-l(É')---y.(*/)c"(t')r,(0 

xs+i(t ) = ya+1(t ) 

= yi(0 
xl+1(t') = yAt'ri(t}---Vs(t'Y'(t)m+i(t'). 

Let W) be the residue of n{t') in fc(S(t')), r< = r^t')/^(t'). Let (ey) = ( c ^ ' ) ) - 1 
Defîne 

D+ LD 

adad-i{xi+1{a + 3) + 

DD?NR 
--ciidi(t')DDDDe.id.(t') --ei,di(t') essds{t') 
' 1 D D D D D D * ' *T8 

l<i<s 
s < i, i yé l H- 1 

+D.RD i = Z + 1 

We have 

Mt) = yi(t')cMt')---ys(tri'{t')Mt') 

*.(*') = i,i(«')c-l('')---i,,(Oc"(t'V.(*') 
adad-i{xi+1{a + 3) + ca+2)m^-i 

Mt') = y ,(t') 

xi+i(t) = Vi{t')d^---ys(t')d°^yl+l(t') 

in 

u,\t')^s(t')[ni\...,n-SSSShAtn,..,v^))-
By Lemma 4.5, we can perforai a MTS of type SSSS R(t')SDDD+ 1) 

xUt') = SSDD + l)0»(*+1>. . . ï . (^ + i )« i ' (^c"v+l(*+1) 

xJt') = Xi (t' + WMi'+l) SSS. Dadad-i{x..~Jt' 4-DDDDDDDD 

aru-i (V) = « , f*' + D D D D + 1 ) •. .gj.r*' + iy»-+i,.(*'+i) 

( a f i + i ( t ' + i) + i)ct°;+11"+1(t +1) 
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and a MTS of type DDD (possibly followed by a transformation of type I) S(t') ->• 
S(t' + 1) 

y^f) = y^t' + DDD DDDDDDDDDD. ..yt(f + 1 ) ^ ( t ' + i ) ^ + l ( t ' + 1 ) 

» . ( * ' ) = i/,(*' + DDD D• • -yM' + D6"(t'+1)^','1+l(t +1) 

Vi+i(t') = Fa(*' + i)'-+1-l(*'+1)---y.(«' + i)6-+1-(''+1) 

• +1) + i)<#+r+l(''+1) 

such that DSSSDD 1) C S(t'+1), and xi+i(i'+l) = J7i+1(*'+1). By adding an appropriate 
séries to xi+i(t' + 1), we will have regular parameters in R(t' + 1) -ï S(t' + 1) as 
desired. • 
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M O N O M I A L I Z A T I O N 

Theorem 5.1. — Suppose that R C S are excellent regular local rings such that 
dim(R) = dim(S), containing a field k of characteristic 0 such that the quotient field 
K of S is a finite extension of the quotient field J of R. Suppose that v is a valuation 
of K with valuation ring V such that V dominâtes S. Suppose that v has rank 1 and 
rational rank s. Suppose that if my is the maximal idéal of V, and p* = my D S, 
then (S/p*)p* is a finitely generated field extension of k. Then there exist séquences 
of monodial transforms R —» R' and S —» S' along v such that dim(R') = dim(S') ; 

S' dominâtes R', v dominâtes S' and there are regular parameters (x[,... ,x'n) in R', 
(y[,... ,y'n) in S', units € Sf and a matrix (c^) of nonnegative integers 
such that det(cij) ^ 0 and 

A = (i,i)Cll"-(ï,i)'Cl-«ïi 

< = (y'i)c'1---(y's)c"Ss 

x's+i = y's+i 

xn = Vw 

Proof. — By Theorem 2.7, applied to the lift to V of a transcendence basis of V/mu 

over R/m (which is finite by Theorem 1 [2] or Appendix 2 [39]), there exists a MTS 
along z/, R -> such that dimj^z/) = 0. Let mi be the maximal idéal of R\. 
trdeg#/m(i?i/rai) = dim^(z^) and dim(jRi) = àim{R) — à\m.R(v) by the dimension 
formula (Theorem 15.6 [26]). By Theorem 2.6, there exists a MTS S -> Si along v 
such that Si dominâtes R\. Let n\ be the maximal idéal of Si. S is essentially of 
finite type (a spot) over R by Theorem 2.11, since dim(i?) = dim(S). Hence Si is a 
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spot over Ri. By the dimension formula, 

dim^i) = dim(Si) +trdegill/mi(Si/7ii) = dim(Si), 

since trdegKl/mi (Si/rti) < dimfl1(i/) = 0. We may thus assume that dimft(ï/) = 0. 
Let {ti} be a transcendence basis of R/m over k, Let U be lifts of ti to R. Then 

the field L obtained by adjoining ail of the ti to k is contained in i?, and v is trivial 
on L — {0} . hence we can replace by L. We may thus assume that assumptions (1) 
and (2) of Chapter 4 hold. 

There exist / i , . . . , f8 G J such that ^ ( / i ) , . . . , v(f8) are positive and rationally 
independent. By Theorem 2.7, there exists a MTS R —ï R' along i/, such that 
fi,--yfs € Rr- By Theorem 2.5, there exists a MTS R' i2" along i/ such that 
/i • • • is a SNC divisor in iî". Then i?" has regular parameters (# ' / , . . . , x'^) such 
that v(x"),..., ) are rationally independent. By Theorem 2.6, there exists a MTS 
S —> S' along i/, such that i2" C S'. We may thus assume that there exist regular 
parameters (#i , . . . , xn) in such that ^ ( # i ) , . . . , are rationally independent. 

By Theorem 2.5, after replacing S with a MTS along v we may assume that x\ • • • xn 
has SNCs in 5. Thus there are regular parameters (yi,..., yn) in 5 and units fa such 
that 

a. = VT '"ycnn^i 
for 1 < i < s. Thus ^(2/1),..., v(yn) span a rational vector space of dimension s. 
After possibly reindexing the y^ we may assume that 1/(2/1 ) , . . . , Kl/s) are rationally 
independent. By (60) of Theorem 4.8 with R = 5, / = #1.. .xs and Theorem 4.10, 
we can replace S with a MTS along i/ to get 

Xi =y?1 "'ycsis^i 

for 1 < i < s, where fa are units and det(c^) ^ 0. 
Let be the residue of fa in S/n. For 1 < j < s set 

Si -
s 

rd 

fa 

d 

eij 

where (e^) = (CÎJ) 1, a matrix with rational coefficients. €j G S for 1 < j < s. 
Set T"(0) = R, Xi = Xi for 1 < i < n. Set U"(0) = S[d0,£i,... ,£y|g where d0 G S 

is such that fc(do) — k(S), q — m(S) fl S[d0, £1, . . . , £« ] . C/"(0) has regular parameters 

V 3 = 
SiVi 1 < 3 < s 

y 3 s < j . 

Xi = yï1 •••yï'fa 

for 1 < i < s. Set R(0) — k[x\,...,x8]qj q = m(R) fl k[x\,...,x8], c0 = 1. Thus 
the assumptions of Theorem 4.11 are satisfied with / = s and by the conclusions of 
Theorem 4.11 applied n — s times consecutively, we can construct MTSs R - » R'', 
S - » S' such that V dominâtes S', S' dominâtes R' and R' has regular parameters 
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(x[,..., xrn), S' has regular parameters (y[,... ,y'n) satisfying the conclusions of the 
Theorem. • 

Corollary 5.2. — Suppose that R C S are excellent regular local rings such that 
dim(R) = dim(5), containing a field k of characteristic 0 and with a common quo­
tient field K. Suppose that u is a valuation of K with valuation ring V such that V 
dominâtes S. Suppose that v has rank 1 and rational rank s. Suppose that if m y 
is the maximal idéal of V, and p* = my D S, then (S/p*)p* is a finitely generated 
field extension of k. Then there exist séquences of monodial transforms R —» R1 and 
S —> S' along v such that dim(R') = dim(5'), S' dominâtes R', v dominâtes Sf and 
there are regular parameters (a^,..., x'n) in R', (Ji,..., yn) in S' such that 

*i =yci11--ycsls 

z's = yïsl--ycsss 

xs+i = y*+i 

x'n = Vn 

where detfe^) = ±1 and k(R') 9* k(S'). 

Proof — We can construct MTSs along v R -> R!, S —> Sf such that the conclu­
sions of Theorem 5.1 hold. To finish the proof, we must show that det(c^) = ±1 
and k(R') = k(S'). We will analyze (QJ) by constructing MTSs which may not be 
dominâted by v. Since interchanging the variables x\ will only change the sign of 
det(Qj), we may assume that c\\ ̂  0. 

Case 1. — Suppose that en < C21. Then we can perform a MTS S' —» 5(1) where 
5(1) has regular parameters ( y i ( l ) , . . . , yn(l)) such that 

w+rf 3/1(1)2/2(1)™ •••y.li)m * = i 
d+d14 i*l 

Then for m ^> 0 the monoidal transform R' —> R(l) factors through 5(1), where R(l) 
has regular parameters (# i ( l ) , . . . ,xn(l)) defined by 

d+d1d xi(l)x2(l) i = 2 

^ j ( l ) i^2 
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Then 

a:i(l) = 2/1 (1)C11---
x2(l) = 2/i(l)C21-Cl1---
«3(1) = 2/i(l)C31---

Case 2. — Suppose that C21 <cn. As in Case 1, we can perform MTSs to get 

i i ( l ) = 2/i(l)Cll-C21 -•-
x2(l) = yi (!)«*'. •• 
«3(1) = 2/i(l)C31--

Case 5. — Suppose that en = c2i and < c2j- for some j . Perform a MTS 
5' —>• 5(1) where 5(1) has regular parameters (2/1(1),... ,y„(l)) such that 

d+dld ^(1)2/2(1)™ • • • (l)mî/J+i(1)™ • • • ys(l)m i = j 
Vi(l) d+d;:d 

Then for m > 0 the monoidal tranform R' i î ( l ) factors through 5(1), where i?(l) 
has regular parameters (xi(l),... ,xn(l)) defined by 

d+dn x1(l)x2(l) i = 2 
Xi(l) i ^ 2 

Then 

*i ( l ) = </i(l)C11-" 
rc2(l) = 2/2(l)c22-ci2+m(c2i-clj) . . . 

a?3(l) = 2/i(l)C31 

Case ^. — In the remaining case en = c2i and cij > c2j for ail j . Then the 
monoidal tranform R' —»• i î ( l ) factors through 5', where i2(l) has regular paramaters 
(a?i(l),... ,xn(l)) defined by 

d6d »i(l)ar2(l) i = l 
*i( l ) dd1d 
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Then 

xi (1) = (̂ )C12-C22---

^2(1) = (j/i)C21(2/2)C22 

*s(i) = (y[)C31---

By continuing to apply thèse four cases, we can construct R! - » R(a) and Sf —> 
S (a) such that S (a) dominâtes R(a), 

Xl{a) = yi(a)c"W---ycslsiaUi 

(127) Xs(a) = Vi(a)c"M---yî"ia)és 
x8+i(a) = y8+i(à) 

xn(a) = yn(a) 

with <f>i units in S (a) and c2i(a) = 0. By repeating the above procédure on successive 
rows we can construct a MTS (127) with 

C2i(a) = • • • = csl(a) = 0. 

Then the algorithm can be applied to the matrix obtained by removing the first row 
and column from (c^-) to construct (127) such that (c^-(a)) is a upper triangular 
matrix. 

Set q — (yi(a)), p = R(a) D (2/1 (a)). Our assumption that (c^) is upper triangular 
implies 

qS(afn R(af= xl{a)R{a)^ 

so that p = (xi(a)) and dim R(a)p = dim S (a) q. By the dimension formula, A = 
(S(a)/q)q is finite over (R(a)/p)p. S(a)q/pS(a)q ^ A[yi(a)]/(yi(a)c^)) is then 
finite over (R{a)/p)p, so that R(a)p = S(a)q and Cn(a) = 1 by Theorem 2.10. 

Now perform the MTS S (a) -> 5(a + 1) where 5(a + 1) has regular parameters 
(2/1 (a + 1) , . . . ,2/n(a + 1)) such that 

2/*(a) = 
îfr(<* + l)î/2(a + l)mi2/3(<* + l)m2 • • • y8(<* + l)m2 i = 1 

2/<(a + 1) f > 1 

where mi is chosen so that 

^2(1) = (j/i)C21(2/2)C22dxxkds 

for some r > 0 and ra2 is sufficiently large that 

m2 + cij (a) > rc2j (a) 
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for 3 < j < s. Then the MTS R(a) R(a + 1) factors through S (a + 1), where 

Xi(a) = 
Xi(a + l)x2(a + l)r i = 1 

[a?.(a + l ) i > 1 
and 

*i(a + l ) = yi(l)2/3(l)C3l(a+1)-

x2(a + l ) = y2(l)C22(tt+1)' 

a*(a + l ) = 2/3(l)C33(a+1)" 

Now perform a séries of similar MTSs to get (127) with (c^(o:)) an upper triangular 
matrix with 

eu (a) = fl 3 = 1 
[0 j>l. 

Set q= (yi(a),î,2(û)),P = fl(a)ng = (^i(a),x2(a)). 

S(a)q/pS(a)q S (5(a)/ç)g[2/2(a)]/(y2(a)C22^) 

is finite over (R(a)/p)p. By Theorem 2.10, -R(a)p = 5(a)9 and c22(a) = 1. We can 
repeat the above procédure to get (127) where (cij(a)) is the identity matrix and 
R(a) = 5(a). 

Thus det(cj7) = ±1. Furthermore, 

k(R') = k(R(a)) = k(S(a)) = k(S'). 

Set (eij) = (cij) 1, a matrix with intégral coefficients. Set 

Vi = 
SV1 '-6îi'y'i l<i<s 

drd s < i 
then (2/1,..., yn) are regular parameters in S1 satisfying the conclusions of the Theo­
rem. • 

Suppose that R C S are excellent regular local rings such that dim(i^) = dim(S) = 
n, containing a field k of characteristic 0, such that the quotient field K of S is a 
finite extension of the quotient field J. of R. Suppose that v is a valuation of K with 
valuation ring V such that V dominâtes S and v has rank r. The primes of V are a 
chain 

0 = po C • • • C pr C V. 
We will begin by reviewing basic facts on specialization and composition of valuations 
(cf. sections 8,9,10 of [3] and chapter VI, section 10 of [39]). Suppose that Yu is the 
value group of v. The isolated subgroups of Tv are a chain 

0 = rr C ••• C r0 = IV 
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Set 
Ui = {u(a) \ aepi} 

Then the isolated subgroup Ti of pi is defined to be the complément of U% and —Ui 
in Tv. 

For i < j v induces a valuation on the field {V/pi)Pi with valuation ring (V/pi)Pj 
and value group Ti/Tj. If j = ii 4-1, Ti/Tj has rank 1. 

For ail i, VPi is a valuation ring of K dominating RPinR- Thus 

trdeg(H/p.n^)p.nH(y/pi)p. < oo 

by Theorem 1 [2] or Appendix 2 [39]. We can lift transcendence bases of (V/pi)Pi 
over (R/pi fl R)PinR for 1 < i < r to £i,..., ta G V. After possibly replacing the ti 
with we have i/(U) > 0 for ail U. By Theorem 2.7, there exists a MTS R R ' 
along v such that ^ G i?' for ail i. Let p\ = R' fl p̂ . Then 

for 1 < i < r. By Theorem 2.6, there exists a MTS 5 ^ 5 " along z/ such that S' 
dominâtes Rf. Replacing by i?' and S by 5", we may thus assume that 

tTde&(R/PinR)PinR(y/P*)pi =0 

for 1 < i < r. Then 

^d^(R/PinR)PinR(s/Pi n S)Pins = 0 

for ail i. By the dimension formula (cf. Theorem 15.6 [26]) 

dim R/pi HR- dim S/pi fl S 

for 0 < i < r. 

Theorem 5.3. — Suppose that R C S are excellent regular local rings such that 
dim(R) = dim(5) = n, containing a field k of characteristic 0 such that the quo­
tient field K of S is a finite extension of the quotient field J of R. Suppose that v is 
a valuation of K with valuation ring V such that V dominâtes S and v has rank r. 
Suppose that if my is the maximal idéal of V, and p* = my fl S, then (S/p*)p* is a 
finitely generated field extension of k. Suppose that the segments ofTv are 

o = rr c • • • c r0 = ru 

with associated primes 

0 = p0 c • • • C pr C V. 

Suppose that Fi-i/Fi has rational rank Si for 1 < i < r and 

trdeg{R/pinR)pinR(V/Pi)Pi = 0 
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for 1 < i < r. Set ti = dim(R/pi-i Pi R)PinR for 1 < i < r, so that n = ti + h tr. 
Then there exist MTSs R —» R' and S —ï S' along v such that S' dominâtes R', R' 
has regular parameters (z±,..., zn), S' has regular parameters (w\,..., wn) such that 

PinRf = {zu...,ztl+...+u) 

PiDS' = (w1,...,wtl+...+u) 

for 1 < i < r and 

Z\ — w M A : 
d+dèr 

gls (1) fci.TI+I(L) 
d+dj 10, 

„l»ln(l) 
II 

Su 

zSl = w 
ddkd+ 
1 

1̂31 (1) 
ed 

hs. *N +I(L 
^ I + L 

d+dj 
'Wn 0iSl 

Zsi + l — 5̂1+1' 
HSI+L,TL+L(L) 
d+dr d 

s+dkjr d+dl 

ztl = wtlw 
htltt1+i(l) 
ti+1 d+r 

./»ti»(L) 5Wl 

ddjrd+d ..9II (2) 
^I+L 

.9132(2) 
d+djn 

fci,t1+t2+i(2) 
'ti+t2 + l 

^-(2)*21 

^1+S2 — ,.9,2I(2) 
d+d1 

,PS232(2) 
wtl+*2 

,̂ «2.'L+*2+1(2) 
"*L+*2 + L 

hson(2) 

Zt! + S2 + l — t̂i+S2 + L 
fcS2+I,T1+T2 + I(2) 
'ti+t2+l Wn 

/l«o+l,n(2) <̂ 2s2+L 

*tl+t2 = Wtl+t2U 
hto,u +TO+I(2) 
*L+*2 + L d+r 

,fct2n(2) ̂ 2t2 

s+sjhdr kdkrd+dkr 
s+d1 
'ti + '-'+tr-l+l 

-..01*,. (H 
d+d41gr'd 

dr 

^L+-+*R-L+*R d+1rd1d 
*LS + - + *R_L+L 

d+d1dr 
d+d1dr+d1rd+d1r 

^ I + -+*R_I+*R+L — ^<i + -+tT._I+*T.+LDR»T.+L 

t̂l + — + tr — ^ti + '-' + tr̂ rtr 

where 

det 
#LL(*) 01* W 

#LL(*) 01* WSSSS 

d+b1r 

(Jij are units in S' for 1 <i <r, and hjk(i) are nonnegative integers. 
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Proof. — The proof is by induction on r. r = 1 is immédiate from Theorem 5.1. 
Suppose that the Theorem is true for rank r - 1. Set p*(0) = pi D R, qi(0) = piO S. 
Then there exist MTSs RPr_x(o) -> T\ and SQr_1(0) ->> U\ such that VPr_1 dominâtes 
Ui, Ui dominâtes Ti and the conclusions of the Theorem hold for Ti C U±. By 
Theorems 2.9 and 2.6 there exist MTSs along v R - » JR(1) and S -> 5(1) such that 
V dominâtes 5(1), 5(1) dominâtes R(l) and if = Pi H i?(l), qi{l) = pif) 5(1), 
R(l)Pr_l(1) S* Tu 5(l)<?r_l(1) S* t/i and R(l)/Pi(l), 5(1)/^(1) are regular local rings 
for 1 < i < r. 

By assumption, R(l)Pr_1^ has regular parameters (#i,...,xt1+...+tr_1) and 
5(l)gr_1(i) has regular parameters (yi,... ,^iH satisfying the conclusions of 
the Theorem. Set A = t\ H \-tr-\. R(l) has regular parameters (# i ( l ) , . . . ,xn(l)) 
such that Pr-i(l) = •.. ,#a(1)). Let tt(1) : R(l) -> #(l)/pr_i(l) . There exist 
ôj G ^ ( l ) ^ . ^ ! ) , 1 < i < A, 1 < j < A such that 

Xi = âlxxil) + - • + â\xx(l) 

and det(â^) ^ pr_i(l)Pr_1(1). There exists u(l) G i?(l) — pr_i(l) such that u(l)x{ G 
i2(l) for 1 < i < A and if we define 2^(1) = u(l)xi 

Xi{\) =oia?i(l) + --- + olaîA(l) 

for 1 < i < A where aj G -R(l) for ail i, j and det(a*) ^pr_i(l) . After reindexing the 
Xi(l), we may assume that a\ ^pr_i( l) . Let b\ = 7r(l)(a}). 

V/pr-i is a rank 1, rational rank sr valuation ring. The quotient field of V/pr-i 
is algebraic over the quotient field of R(l)/pr-i(l) so that if L is the quotient field 
of R(l)/pr-i(l), then L D V/pr-i is a rank 1, rational rank sr valuation ring. Let V 
dénote the valuation induced by v on L. 

By Theorems 5.1, 4.8 and 4.10 (with R~ S — R(\) I pr-\(X)) there exists a MTS 

i2(l) = #(l)/pr_i(l)-> Jî(2) R(m) 

where each R(i) —» R(i + 1) is a monoidal transform and R(m) has regular parameters 
(2/A+i(m)> • • • >2/n(m)) such that Hy\+i(m)), • • • iHVx+aA™)) are rationally indepen-
dent and b\ = 2/A+i(m)°A+1 ' * * V\+sr (rn)ax+SrTi where û G R(m) is a unit. There exist 
regular parameters (^A, x (1) , . . . ,y„(l)) in R(l) and a < n such that 

R(2) = R(l) "l/A+2(l) 
J,A+l(l)' 

î/a(l) 
'»A+l(l). Q(2) 

where Q{2) is a maximal idéal. Let Ui(l) be lifts of j7;(l) to i?(l) for À + 1 < i < n. 
Then (xi(l),... ,x\(l),y\+i(l),... ,yn(l)) are regular parameters in i?(l). We have 
a suriection 

#(l)/pr_i(l)-> Jî VX+2W 
J/A+l(l)' 

dd+d12 

+d1grd1r 
5(1) J/A+2(l) 

Pa+1(1) 
27fl(l) 

'î/A+l(l). 
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Let Q2 = *r1(Q(2)). Set 

R2 = R(l) 
2/A+2(l) 
J/A+l(l) 

VnXD 
PA+l(l)Jo2 

R(l) —» i?2 is a monoidal transform along v and pr_i D i22 =DDDDD • • • ,#a(1))> 

(R2)Pr.1nR2 = R(l)Pr_l(1) and R2/pr-i n i?2 = R(2). 

We can inductively construct a MTS along v 

(128) i?(l) -y R2^ > Rm = R(2) 

such that R(2)Pr_l(2) s #(l)Pr_l(1), R{2)/pr.1{2) =i R(m) withpr_i(2) = pr_inJS(2) 
and i?(2) has regular parameters (xi(2) , . . . ,xn{2)) such that 

a* (2) = 
xi{l) l<i<\ 

yi{2) \ + \<\<n 

where yi{2) are lifts oîyÂm) to R(2). Thus 

ai = ^A+1(2)a^1 • • •a?A+,r(2)a*+"u + 61*1 (2) + • • • + 6a*a(2) 

where u,b\,... ,b\ G P(2) and w is a unit. Thus 

îx( l ) = xx+i(2)ax+1 • • •a?A+.,.(2)aA+"ti«i(2) + a^(2)2 4 
A 

i=2 
iaiX*(2) 

with aua G iî(2). Now perform a MTS f?(2) -> R(S) along i/ 

*<(2) = 
a?A+i(3)0*+i+1 • • •a?A+ar(3)°^+-+1aîi(3) i = 1 
xA+i(3)2a*+1+2 • •SSS (3)2fl*+'--+2a?«(3) 2 < i < A 

r.(3) A + 1 < i < n 

Thus a?f(3) G iZ(2)Pr_l(2) for 1 < i < n. Set pr-i(3) = pr-i H i?(3). Then 
^(2)pf._1(2) = ^(3)Pt,_1(3)-

îi (1) = XA+i (3)2a*+1+1 • • • xx+8r (3)2a*+-+1 («i (3)u + XA+i (3) • • • ^A+Sr (3)c) 

for some c G pr_i(3). Set 

^ (3) = 
f xi (3)u 4- xa+1 (3) • • • x\+Sr (3)c î = 1 

^ (3 ) 2 < i < n 

Then (#i(3), . . . ,xn(3)) are regular parameters in -R(3) with 

pr_i(3) = (îi(3), . . . , îA(3)). 

pr_i(3)i?(3)Pr_1(3) = (a;i,...,XA)i2(3)Pf._1(3) implies there exists a}(3) G i£(3)Pr_l(3) 
such that 

X{ — 
fâî(3)îi(3) i = 1 

ôî(3)£i(3) + • • • +Ô\(3)Îa(3) 2 < i < A 
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and 

det 

âl(3) . . . aj(3)> 

^ ( 3 ) âjt(3) 

£Pr-l(3)PT,_l(3). 

We can repeat the above argument to construct a MTS R(l) —> R" along z/ such that if 
p"_x — pr-i{lRn, i2(l)Pr._1(1) = ity, ^ and there exists a regular System of parameters 
(x",... ,x'n) in R" and ui,...,u\ G R'^„ ^ — (p'r-i)p'1!_1 sucn that — uix" f°r 
1 < i < A. By Theorem 2.6 and the above argument, there exists a MTS 5(1) —5" 
along i/ such that if q"_± = pr_i D S"', 5(l)9r_1(i) = 5 '̂, ^ S" dominâtes R" and 
there are regular parameters (y",..., y'^) in S" and vi , . . . ,v\ G 5 '̂, ^ — (^ r - i )^ . ! 
such that m — Viv'/ for 1 < i < A. Thus we have 

p"_x — pr-i{lRn, i2(l)Pr._1(1) = ity, ^ p"_x — pr-i{lRn, i2(l)Pr._1(1) = ity, ^ 

(129) 

x'I = ibxy" sksk;df 

with^i,...,^A G ^ ^ ( ^ r - i ) ? ; ' . ! . = with/i, pi G S"-g"_i, , # relatively 
prime in 5". There are nonnegative integers d\ such that gix" = fi(y")d%1 • • • 
for 1 < i < A so that g{ \ fi in 5" and ̂  G S" - q^_x for 1 < i < A. 

Let tt' : i?" P"M'_i and tt" : 5" -> 5"/?;'_1._Let x'{ = TT'{X'{) and y'{ = tt"(^'). 
i/ induces a rank 1 rational rank sr valuation on K = {S" lq"-i)q'j. By Theorem 
5.1, there exist MTSs 

R,,/p,;_1 =R^ R(l) - » > R(m) = T 

and 

S"/^ = S -> 5(1) -> y S (m) = U 

such that the valuation ring (V/pr-i) fl K dominâtes £/, U dominâtes T, T has 
regular parameters (xa+i, . . . ,âfn), L7" has regular parameters (?7a+i> • • • ^Vn) sucn tnat 
^(^a+i)' • • • ^(y\+sr) are rationally independent, where V is the valuation induced by 
v on the quotient field of U and 

(130) 

#A+1 d+d1gb 
*>A+1 

d+d1dr 
d+b1dr A+l 

d+b1drd+d1 r9srl(r) 
db+d1 

d+bd1r+d 
Â+Sr d+b1d 

#A+sr+l = 2/A+5r+ldA+sr+l 

d+b1d1brd 

where ôi are units in £/. 
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Each R(i) —>• R(i + 1) is a monoidal transform centered at a prime a*. By Theorems 
4.8 and 4.10 and Lemma 4.2, there exist MTSs along v 

T = R(m) - » > R(m') = T' 

and 
U = S (m) -> > S(m') = U' 

such that U' dominâtes T', T" has regular parameters (#a+I> • • • , #n)> ^ ' has regular 
parameters (j/^+i, • • • >2/n) sucn that (130) holds, and 

p"_x — pr-i{lRn, i2(l)Pr._1(1) = 

for some nonnegative integers d\,..., <igr for 1 < i < m, and 

^i)=ff i+1-"PtVA.t"«< 
where are unit s, â - are positive integers for 1 < i < A. 

For m < i < m' — 1 each R(i) —> i?(i + 1) is a monoidal transform centered 

at a height 2 prime ô; (cf. Remark 4.1) such that a~iU' = (^Vi * * *̂ A+sr) ôr some 
nonnegative integers d\,..., dlsr. Consider the MTSs along v 

R" -> R(l) -> > R{m') 

and 
5" -> 5(1) -> > S(m') = S 

constructed as in (128), so that for 1 < i < m', R(i)Pr_1(i) = R^„ ^ R(ï)/pr-i(i) = 

R(i), S(i)qr_l(<i) = 5 ^ , S(i)/qr-i(i) = S(i) where pr-i(i) = Pr-i n R(i), qr-i = 

pr-i D S(i) and 5 has regular parameters (y±,..., yn) such that yi has residue ^ in 
U' for A + 1 < i < n and yi = y'/ for 1 < i < A. For 0 < i < m' - 1, i?(i + 1) 

is the blowup of ai C -R(i) such that aiR(i) = â̂ . Thus aiS/qr_1 = (y^Vi ' ' *̂ A+sr) 

where ̂ r-1 = pr_i D 5. Set = yf1^ • • • yl?_ . Then 

a*5 = ($* + yifeî(i) + • • • + y\b\(i),..., + j/i6Î(i) + • • • + î/a&a(0) 

for some £, b^(i) G 5, 1 < i < m' — 1. 
Perform a MTS along v 

5 = 5(0) - • S ( l ) -••••S(m') 

where 5(j) has regular parameters (yi(j),...,yn(j)) defined by 2/̂ (0) = yi for 1 < 
i < n, 

y Ai) = 
Q^vAi + 1 1< i < A 
e+dssdbnsdmd i < A < n 

for 0 < j < m' - 1. Then we have aiS(m') = for 1 < i < m' - 1. #(ra') C S(ra') 
(by Theorem 2.6) and 5(ra')/5(m')r-i = U'. 
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Let zi be lifts of Xi to R(mf) for À + 1 < i < n. Define regular parameters 
(xi(m'),. . .,xn(m')) in R(mf) by 

Xi(m') = 
p"_x — pr-i{lRn, i2(l)Pr._ 

2I \ + 1 < i < n 

There exists a matrix of nonnegative integers (en) such that 

*i(m') = y,(m')9ll(1> •••y,l(m')«l'i(l)ï,t1+i(m')fcl-'i+l(l) • •-i,A(m')fc"(1) 
J/A+i(m')eilA+1 • • •y„(m')eini'i 

(131) a ; A ( m ' ) = 2/A(m')2/A+I(m')ex'x+1 2/N(^')EX'™ V'A 
XA+i(m') = FA+i(m')9ll(r)"-FA+s.K)93^-(r)^+i 

+/iA+1yi(m') + --- + /AA+1FAK) 

xn(m') = yn(m')6n + fty^m') + ••• + ftyx{m') 

where ôi are lifts of Si to S (m'), / / e S (m'). For 1 < i < A, 

^ = « i F A + i ( n » ' ) ° ' - A + 1 " -CLi\+Sr 
br+d1r 

+d:d +d,dr d+bndk,re + 

where ^ are lifts of u\ to 5 (m'), the and ^ are units in S (m1). Choose 

t > max{a,ij,gij(l)}. 

Now perform a MTS S (m') —>> 5 (m' -h 1) along i/ where 5 (m' + 1) has regular 
parameters (^(ra' + 1) , . . . ,yn(m' + 1)) defined by 

yi(m') = 
yx+1(m' + 1)* • + l)%(ro' + 1) 1 < i < A 

yÀm + 1) A + 1 < i < n 

to get 
p"_x — pr-i{lRn, i2(l)Pr._1(1) = ity, ^ xwk;sx W+ SSSSSSSW 

for some units Ui £ S (m' 4- 1), 1 < i < À. 5(ra' + l)/q(m' + l)r_i = L7"' and there is 
a matrix of nonnegative integers (6^), units ua+i> . . . ,wn £ *S(m + 1) such that 

xi(ra') = 2/X(m' + l ) ^ 1 ) • -ys(m' + l)Pl*i(1)yt/+i(ra' + 1)*MI+I(i) • 
xi(ra') = 2/X(m' + l)^1) • -ys(m' + l)Pl*i(1)ySSSt 

(132) xi(ra') = 2/X(m' + l)^1) • -ys(m' + l)Pl*i(1)yt/+i(ra' X 
SA+i(m/) = ïA+1(m' + l)*"<r> . -yx+,p(m' + l)"'-(r>uA+i 

» n ( m ' ) = yn{m')un 

Theorem 5.4 is immédiate from Theorem 5.3. 
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Theorem 5.4 (Monomialization). — Suppose that R C S are excellent regular local 
rings such that dim(R) = dim(5)7 containing a field k of characteristic zéro, such 
that the quotient field K of S is a finite extension of the quotient field J of R. 

Let V be a valuation ring of K which dominâtes S. Suppose that if my is the 
maximal idéal of V, and p* = my fl S, then (S/p*)p* is a finitely generated field 
extension of k. Then there exist séquences of monoidal transforms R —)> R' and 
S - » S' such that V dominâtes S', S' dominâtes R' and there are regular parameters 
(#i,. . . ,xn) in R', (2/1,..., yn) in Sf, units 61,..., ôn G S' and a matrix (a^-) of 
nonnegative integers such that det(a^) ^ 0 and 

xi(ra') = 2/SSSS(m' 

x„ = ytnl •••ynnnSn. 

Theorem 1.1 now follows from Theorem 5.4, since we can perform monoidal trans­
forms along V to reduce to dim(iî) = dim(S) as in the proof of Theorem 1.10 (Chapter 
7)-

Theorem 5.5. — Suppose that R C S are excellent regular local rings such that 
dim(R) = dim(5) = n, containing a field k of characteristic 0 and with a common 
quotient field K. Suppose that v is a valuation of K with valuation ring V such that 
V dominâtes S and v has rank r. Suppose that if my is the maximal idéal ofV, and 
p* = my fl S, then (5/p*)p* is a finitely generated field extension of k. Suppose that 
the segments ofTv are 

0 = Tr C • • • C T0 = Tu 

with associated primes 

0 = po C • • • C pr C V. 

Suppose that Ti-i/Ti has rational rank Si for 1 < i < r and 

trdeg(R/pinR) R(V/Pi)Pi =0 

for 1 < i < r. Set ti = dim(R/pi-i D R)PinR for 1 < i < r, so that n = t\ + h tr. 
Then there exist MTSs R —>• R' and S - » S' along v such that S' dominâtes R', R' 
has regular parameters (z\,..., zn), S' has regular parameters (w\,..., wn) such that 

PiCiR' = (zi,.. . ,2T1+...+TI) 

PiDS' = ( w i , . . . , ^ . . . ^ ) 
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for 1 < i < r and 

dd+djdr <m(i) w .51,1(1) 
si 

ZS1 = W 
s+dff 
1 

d+d1d 
d+b1 

2*1 + 1 = 

d+d1d1d 

dffd1d1d (2) 
u*i+l 

tPl-2 (2> 
d+d1d 

Z*l+S2 — d+d1 
d+d1d 

ga2S2{2 
"̂ l+*2 

"tl+'-'+tr-l+lxxxx 

Ztl+t2 ~ WtX+t2 

"tl+'-'+tr-l+l sxx "tl+'-'+tr-l+l 
d+d12d1 

^ L + - + TR-L+*R 

Ztl + --+tr-!+Sr — ..9sri(r) 
^L+'- '+^-L+l 

dd+d1d 
d+dd1dd+d1 

^*L+-" + *T—L+»T. + l — Wtl+... + tr.__1+Sr+l 

ztl+...+tr — wtl+...+tr 

where 

det 
9u(ï) "' 9i8i(iY 

K9sii(i) ••• gSiSi{i)t 

= ±1 

and (R'/pi H R')PinR> = (S'/pt PI S,)PINS' for 1 < I < R. 

Proo/. — The proof is a refinement of that of Theorem 5.3. The stronger Corollary 
5.2 is used instead of Theorem 5.1. Formula (129) then becomes 

d+d1dd1d ( ^ n ( i ) . . d+d1d1d 

(133) 
d+d1d1d+d1 
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(131) becomes 

xi (m') = y, (m')911 (1) • • • ÏÏ„ (m')81"(m')81(m')ei-*+1 • • • yJm'Y^ Vi 

x\(m') = y\(m')yx+1(m')e^+i • • • 2/n(ra')eA'n^A 
(134) x\(m') = y\(m')yx+1(m')e^+i • • • 2/n(ra')eA'n^A 

+/iA+1JiK) + - + /AA+1^K 

xn(m') = yn(m')5n + / r ^ ( m ' ) + • • • + © A ( m ' ) 

(132) becomes 

xi(ra') = 2/i (m' + l)*"*1) • • - ̂ Si (m' + l)5lsi(1)17A+i (m' + l)6l'A+1 • 
yn(m' + l)*i»tn 

(135) arA(m') = ïïA(m' + l)ûA . ! (m' + l)5^+i . ..ïïft(m' + l)b^Ux 
xx+1{m') = î / a + i K +DDD • •xxxxx(m' + l)^(p)ttA+i 

xn{m') = yn(m')un. 

The MTS i?(ra') #(ra' 4-1), where i^ra' + 1) has regular parameters 

(#i(ra' H- 1) , . . . ,xn(m' + 1)) 

defined by 

Xi(m') = 
Xi{m' + l)#A+5r+i(ra' 4- l)fc.*+-r+i .. .A7n(m' + l)biw 1 < i < A 

{xi{m' + 1) A + 1 < i < n 

factors through 5(ra' + 1), and 

xAm' + 1) = £i(ra' + I)*"W • • - y. (m' + l ) ^ i ( i ) 
• 2/A+1(m# + d d d d • • • yx+Sr{m1 + 1 ) ^ ^ + , . ^ 

(136) xx(m' + 1) = yA(m' + l)yA+1(m' + l ) 6 ^ 1 • • -yA+^(m' + l)b^+*rU 
xx+1{m' + 1) = yA+1(m' + l)*iiM • • -£A+Sr(m' + l)^^ux+1 

xn{m) = yn{m')un 

for some units u\ G 5(ra' + 1). Since det(^( / ) ) = ±1 for 1 < / < r, we can make a 
change of variables in S (ml + 1), replacing y^m' + 1) with a unit times y^m' + 1) for 
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ail i to get that the U{ and u'- in (136) are 1 for ail Let 

(hij) = 
'9u(r) •.. g8li(r) 

'-'+tr-l+l"tl+'-'+tr-l+ 

- i 

an intégral matrix. 

yx+1 (m' + 1) = zA+i (m' + l)hl1 • • • xA+5r (m' + I)**."-

£A+Sr (m' + 1) = xx+1 (m' + l ) » - 1 - •. xx+Sr (m' + l ) * — - . 

u(yi(mf + 1)) > 0 for À + 1 < i < A 4- sr, so by Lemmas 4.2 and 4.3 there exist MTSs 
i?(ra' + 1) - » #(ra' + 2) and S (m* + 1) S(m' + 2) along v such that i2(ra' + 2) has 
regular parameters [x\(m! + 2) , . . . ,rcn(m' 4- 2)), S {m' + 2) has regular parameters 
(y, (m' + 2) , . . . , ïïn(m' + 2)) defined by 

Xi(m' + 1) = 

Xi(m' + 2) 

xA+i(m' + 2)a"<m'+2: 
'-'+tr-l+l"tl+'-'+tr-l+l "tl+ 

1 < i < À, 

À + 5r < i < n 

\ + l<i<\ + sr 

fc(m' + l ) = 

'^(m' + 2) 

yA+1(m' + 2)^(™'+2).. 

•£A+Sr(™' + 2)bi'A+ (̂m+2) 

1 < i < A, 

À + sr < i < n 

A + 1 < i < A + sr. 
such that i?(m' + 2) C S(ra' + 2) and 

y\+i{m' + 1) = s a + i K + 2)e" • • - x a + ^ K + 2)ei-

for 1 < i < 5r, where ê - > 0 for ail Set 

= eijfê A+i H 1- eSr<7&;,A+sr 

for 1 < i < A, 1 < j < sr. Then the MTS R(m' + 2) J?(m' + 3) where i?(ra' + 3) 
has regular parameters (x\(m' + 3 ) , . . . , xn(m' + 3)) defined by 

^(ra' + 2) = 
^a+i (m' + 3)dil • - • ^A+Sr (m' + 3)d-- ar, (m7 + 3) 1 < i < A 

a?i(m' + 3) A < i < n 

factors through S (m' + 2) and the conclusions of the Theorem hold for the variables 
Xi(m' + 3) and y^m' + 2). • 
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F A C T O R I Z A T I O N 1 

In this chapter we prove Theorem 1.6, which shows that it is possible to factor a 
birational map along a valuation by alternating séquences of blowing ups and blowing 
downs. Theorem 5.5 reduces this to a question of monomial morphisms and valuations 
of maximal rational rank. This reduces the problem to a question in combinatorics. 
Christensen, in [10], using elementary linear algebra, gives a proof, that in dimension 
3, factorization holds along a rational rank 3 valuation. His algorithm produces a 
factorization with one séries of blowups and one séries of blowdowns. We generalize 
his methods to give a proof of factorization of monomial mappings in the spécial case 
of valuations of maximal rational rank. Then Theorem 1.6 follows from Theorem 5.5. 

Lemma 6.1. — Suppose that M = (a^) is an n x n matrix such that the > 0 
for ail i,j and det(a^) = ±1. Suppose that R is a regular local ring with regular 
parameters (x±,... ,xn). Then there exists a regular local ring S in the quotient field 
of R such that S has regular parameters (yi,... ,yn) satisfying (137). 

(137) 
xi = vî11t£""-i£ln 

r** — ,(flnl..<ïn2 . . . n.a-nri 
— y\ t/2 Un 

Proof. — Set (bij) = M 1. There exists monomials fi in #1,... ,#n for 0 < i < n 
such that x\11 • • • xb^n = fi/f0 for 1 < i < n. In R[fi/f0,..., /n//o] we have 

Xi = ( 
d 

b 
«il dv 

dd 
Q>in 

for 1 < i < n so that the maximal idéal m = (x\,..., A / /(h • • • > /n//o) is generated 
by / i / / o , . . . , /n//o. Set 5 = R[fi/fo,..., fn/fo]m and j/* = /i//0 for 1 < i < n. 
Then 5 is a regular local ring and (137) holds. • 

Suppose R -> 5 is as in (137). An inverse monoidal transform (IMT) R —>> 5(1) —)> 
S consists of a regular local ring 5(1) such that R C 5(1) C 5 which has regular 
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parameters ( y i ( l ) , . . . , ?/n(l)) such that ?/r(l) = yrys for some r / s and yi(l) = yi 
for i / r. 

Lemma6.2. — Suppose that (137) holds for R —» S and the coefficients of the sth 
column of M minus the rth column of M are nonnegative (ai8 — air > 0 for ail i ) . 
Then there exists an IMT R —>• 5(1) —>• 5 ŝ c/i £Aa£ 

X! = 2/l(l)0ll^"^n(l)ai-(1) 
(138) 

xn = yi(l)a^---yn(l)ann{1), 

M ( l ) = (aij(l)) is M with the rth column subtracted from the sth column. The 
adjoint matrix A ( \ ) of M( l ) is obtained from the adjoint matrix A of M by adding 
the sth row of A to the rth row of A. 

Proof. — This follows from Lemma 6.1. • 

Let A = (Aij) be the adjoint matrix of M in (137). Consider a monoidal transform 
along v S —>> 5', where S' has regular parameters ( y [ , . . . , y'n) defined by 

Vi = 
{y'sV'r i = r 
yd i ^ r 

Of course, this means that v(yr) > v(ys). Then the matrix M' = (a1 )̂ where xi = 
(y'i)ail ' ' ' (y'n)a'in f°r 1 < * < w is obtained from M by adding the rth column to the 
sth column. The adjoint matrix of M', A' = {A'^) is obtained from A by subtracting 
the sth row from the rth row. 

Theorem 6.3. — Suppose that R C S are excellent regular local rings of dimension 
n, containing a field k of chracteristic 0, with a common quotient field K. Suppose 
that v is a valuation of K which dominâtes S, with valuation ring V. Suppose that 

(1) V has rational rank n 
(2) R has regular parameters (x±,.. . ,xn), S has regular parameters (2/1,... ,yn) 

such that 

'-'+tr-l+l"tl+'-'+tr-l+l "tl+'-'+tr-l+ 

Xn — t/i </2 i/n 

where det(a^) = ±1. 

Then there exists a MTS along v 

(139) 5 ->• 5 ( 1 ) -> > S(k) 
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where S(i) has regular parameters (2/1 (i), • •. ,yn(i)) for 0 < i < k with 

xi = 2/i(i)AIL^2/2W0L2(I)--2/n(i)0lw(i) 

(140) : 

xn = yi(i)a^y2(i)a^''-yn(i)ann{i)-
such that if M(k) = (aij(k)) is the coefficient matrix of R —» S(k), with adjoint matrix 
A(k), then ail but at most two of An(k), Ai2(k),..., A\n{k) are zéro. 

Proof. — Set M = (aij). Let A be the adjoint matrix of M. In a séquence such as 
(139), define M(i) = (ajk(i)) and A(i) = (Ajk(i)) to be the adjoint matrix of M(i). 

We will call a monoidal transform S(l) 5(Z +1) along v allowable if it is centered 
at P(l) — Pij = (yi(l),yj(l)) where Au(l),Aij(l) are nonzero and have the same sign. 
I f T c { l , 2 , . . . , n } i s a subset containing i and j , and P(l) is allowable, then 

max{|Alfc(/ + 1)| : k G T } < max{\Alk(l)\ :keT}. 

Suppose that there exists an infinité séquence of allowable monoidal transforms 

(141) S -> 5(1) -> • 5(0 -> 

where 5(/) -> S(l -h 1) is centered at P(l). We will dérive a contradiction. The 
Theorem will then follow since at least three Au(l) nonzero imply two of them must 
have the same sign, which implies that there exists an allowable monoidal transform. 

Set 

U(l) = {i:Au(l)ÏO} 

a(l) = \U(l)\ 

T(l) = {i : i occurs as an index in a P(k) for some k > 1} 

7(0 = \T(l)\ 

0(0 =max{|i4n(/)| :» e T(l)} 

W(l) = {j€T(l):\Alj(l)\=p(j)} 

6(1) = \W(l)\ 

We have a(l + 1) < a(l), 0(1 +1) < 0(1), -y(l +1) < -y(l) and if 0(1 +1) = 0(1) then 
5(1 + 1) < 6(1). Hence in the lexicographie ordering, 

(a(l + 1), 0(1 + 1),7(Z + 1), 6(1 + 1)) < (a(l),0(1),7(l), (5(0) 

for ail /. 
It suffices to show that this invariant decreases after a finite number of steps, so 

we may assume that 
(a(l),0(l),7(l),6(l)) = (a,0n,6) 

in (141) for ail /, and dérive a contradiction. Set U = U(l), T = T(l), W = W(l). 
If there is some / such that P(l) = Prs with r, s € W and v(yr(l)) > v(ys(l)), then 

Alr(l + \) = Alr(l)-Au(l) = Q, 
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and a(l + 1) < a(l). This kind of monoidal transform can thus not occur in (141). 
If some P(l) = Pir with i G T-W, r G W and v(yr(l)) > v(yi(l)), then Alr(l + 1) = 

Alr(l) - Au(l). Hence (3(1 + 1) < (3(1) or (3(1 + 1) = (3(1) and 6(1 + 1) < 6(1). Thus 
such a monoidal transform cannot occur in (141). 

Since ^y(l) cannot decrease, we must have infinitely many / such that P(l) = Pir 
with r G W, i G T - W and P(l) = Pis with i, s G T - W for ail other /. 

We must thus have yj(l) — yj for j G W and for ail /. Furthermore, v(yi(l)) < v(yi) 
for ail i and l. 

At each step where P(l) = Pir with r e W and i G T — W we have 

î/«(* + l ) = 
dddv 
Vr(l) 

Vi(l) 
yr 

and v(yi(l + 1)) = v(yi(l)) — v(yr). After a finite number of steps we must have 
v(yi(l)) < 0 for some i G T — Wa contradiction. • 

When n = 3, Theorem 6.4 is proved by Christensen [Ch]. 

Theorem 6.4. — Suppose that R C S are excellent regular local rings of dimension 
n > S, containing afieldk of chracteristic 0, with a common quotient field K. Suppose 
that u is a valuation of K which dominâtes S, with valuation ring V. Suppose that 

(1) V has rational rank n 
(2) R has regular parameters (xi,... ,xn)? S has regular parameters (y\,... ,yn) 

such that 

T1 — 7/OH7/Ol2 . . . ? Clin 

adad-i{xl+1{a 4- 3) 4- c^)™^"1 

where det(o,7) = ±1. 
Then there is a séquence of regular local rings contained in K 

Ri 

R Si Sn-3 

Rn-2 

Sn-2 — S 
such that each local ring is dominated by V and each arrow is a séquence of monoidal 
transforms (blow ups of regular primes). Furthermore, we have inclusions R C Si for 
ail i. 

Proof. — The proof is by induction on n. For n — 2 there is a direct factorization 
by a MTS. Suppose that n > 3 and the theorem is true for smaller values of n. We 
will show that there is a MTS S -> S' along v and a séquence of IMTs R S" -> S' 
such that a column of the matrix M" of R —>• S" consists of a single 1 and zéros in 
the remaining entries. Without loss of generality, the first column of M" has this 
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form. By Lemma 6.2, there is then a séquence of IMTs R —>• Sns -> S" such that 
the matrix M oi R -ï Sns has the form 

M = 

1 0 0 
0 a22 * * * «2N 

\0 aN2 * • • ûnn 

By induction on n, there will then exist a factorization of the desired form. 
By Theorem 6.3, there exists a MTS S S' along v such that, after possibly 

interchanging variables, A\j — 0 for j > 2 and 

(142) auAu + a12A12 = 1 

Case 1. — Suppose that An < 0 and A12 > 0. (The case A12 < 0 and An > 0 is 
similar.) Then 1 = - a n ( - i n ) + aï2A12. Set m = [-Au/Au], n = [-A12/An]. 

Suppose that m > 0. Note that m = 0 implies n > 0. 

GiiAN + ai2Ai2 H H ainAln = 
1 if z = 1 

0 if z 5e 1 

&i2 — a>nm> di2 - an 
-An, 
A12 

dd 
d1 

Aî2 
[anAu + AI2AI2 H \~ a>inAin). 

Hence ai2 — an m > 1 and a«2 — anm > 0 for 2 < i < n. Let M' be the matrix 
obtained from M by performing the column opération of subtracting m times the 
first column from the second column. Ail of the coefficients of M' are positive, so by 
Lemma 6.2 there is an IMT R -> S' S such that M' is the matrix of R -> S'. We 
have A[j = A\j if j ^ 1 and A'n = An + raAi2 so that An < A'n < 0. If A'n / 0, 
then 

m' = -A'n 
A1 
^12 

-An - mii2l 
Ai2 

dd 
-An 

• Ai2 — m I = 0 

so that n7 > 0. 
Now suppose that n > 0. 

«il — 0^2^ > an — a,i2 
4IO 

- A n ^ 

dd 
d1 

AnV 
(anAu + Ai2Ai2 H H a<nAin). 

Thus we have an — ai2n > 0 for 2 < i < n. Suppose that An ^ —1. Then 
an — ci\2n > —1, and since this is an integer, an — a\2n > 0. We can then construct 
an IMT R S' -ï S such that the matrix M' of R -> S' is obtained from M by 
subtracting n times the second column from the first column. We have A'u = A\j if 
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i # 2 and A'l2 = A12 + nAn so that A12 > A'12 > 0. If A'12 ^ 0, then n' = 0 and 
m' > 0 so that we can repeat Case 1. 

Suppose that Au = — 1. 1 = —au + a\2A\2 implies AI2 > 0. 

an - (A±2 - l)ai2 = -(anAu + a>ïiA12 H 1- «in^in) + ai2 

so that â i — (Aï2 — l)ai2 = ai2 > 0 if i > 1, an — (Ai2 — l)ai2 = — 1 + a12 > 0. 
We can then construct an IMT R -> S' S such that the matrix M' of R 5' 
is obtained from M by subtracting (Ai2 — 1) times the second column from the first 
column. Now construct the IMT R -> S" -> 5; where the matrix M " of # -> 5" 
is obtained from M' by subtracting the first column from the second column. The 
second column of M" consists of a 1 in the first row, and the remaining rows are 0. 

After a finite number of itérations of Case 1 we either prove the induction step, or 
reach the case A\2 = 0 or Au = 0. 

Case 2. — Suppose that An = 0 or A\2 — 0 (and Ai3 = • • • = A\n = 0). Without 
loss of generality we may assume that Ai2 =0 . 1 = au Au implies an = An = 1. 
for i > 1 we have an = an Au + a>iiA\2 + • • • + ainA\n — 0 so that the first column 
of M consists of a 1 in the first row, and the remaining rows are 0. 

Case S. — Suppose that An > 0 and A\2 > 0. Then an = An = 1 and ai2 = 0, 
or an = 0 and AI2 = A\2 — 1. Without loss of generality we have the first case. For 
i > 0 we have 0 < an < an An + ai2A\2 + • • • ainA\n = 0 Hence the first column of 
M consists of a 1 in the first row, and the remaining rows are 0. 

This complètes the induction step for the proof of the Theorem, since the case 
An < 0, A12 < 0 is not possible. • 

Proof of Theorem 1.6. — We can perform MTSs R - » R' and S -y S' so that the 
conclusions of Theorem 5.5 hold. We can further replace R' by a MTS R' —> R" such 
that S' dominâtes R', the conclusions of Theorem 5.5 hold, and if si = 2 for some i, 
then 

'-'+tr-l+l"tl+'-'+tr-l+l "tl+ 

2ti + -+ti_i+2 — W£1 + ...+£i_1+2 

since factorization is possible if n = 2. Let A i , . . . , Àa be the Xi such that 1 < A; < r 
and s\{ > 2. Set 

Xl — 2tl+...+iAj_1+i 

xsXi — zt\-\ \-t\i-i+sXi 
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2/1 =X 1 + 1DR 1+i 

ySXi - wti+-+tXi-1+8xi • 

Set RXi = k[x1,...,xaXi](Xl,...,x3Xi), $\i = *[2/I>--->2/*aJ(I,i,...,ï/.a.)- Let ^ be the 
quotient field of SXi. Then RXi C 5Ai and FAi = V fl KAi is a rank 1, rational rank 
sXi valuation ring dominating SXi. By Theorem 6.4, for ail Àj, there exist MTSs of 
regular local rings contained in Kx., 

R\i 

(«A,)l 

d+d1d 

d+d1d 

(^Ai)sA.-2 = SXi 

such that each local ring is dominated by VXi and RXi C (SXi)j for ail j . 
We can perform the corresponding séquences of MTSs along v on R to construct 

a séquence of MTSs 

R 

(«Ax)l 

(SaJi 

(•«Ai)aAl -

CSai)**! -2 = Sai = RX2 

dlds +d,k 

RXa (Sxa)i 

(R\a)sXa-2 

d++d,d+d,dd1d+ 

(sAl - 2) + (sA2 - 2) + . . . + (sXa - 2) < n - 2 since sAl + • • • + sXa < n. Thus the 
conclusions of the Theorem hold. 
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F A C T O R I Z A T I O N 2 

In the spécial case of a monomial mapping, local factorization by one séquence of 
blowups followed by one séquence of blowdowns follows from Morelli's Theorem on 
factorization of birational morphisms of toric varieties [27], [7]. Theorem 7.1 states 
this resuit precisely. 

Theorem 7.1. — Suppose that R,S are excellent regular local rings of dimension n, 
containing a field k of characteristic zéro, with a common quotient field K, such that 
S dominâtes R. Suppose that R has regular parameters (xi , . . . ,xn), S has regular 
parameters (2/1,...,yn) and there exists a matrix (a^) of natural numbers such that 
det (aij) = ±1 and 

(143) 
xi = ltf11'"2£lB 

xn = ytnl"-ynln' 

Let V be a valuation ring of K which dominâtes S. Then there exists a regular local 
ring T, with quotient field K, such that T dominâtes S, V dominâtes T, and the 
inclusions R —>• T and S —>> T can be factored by séquences of monoidal transforms 
(blowups of regular primes). 

V 

R-

1 
T 

S 

Proof — With the given assumptions 

(144) Spec(fc[2/i,.. .,yn\) -> Spec(fc[a;i,.. .,xn]) 



136 CHAPTER 7. FACTORIZATION 2 

is a toric birational morphism of toric varieties. There exist projective toric varieties 
X and Y and a birational projective toric morphism / : X - + Y extending (144). By 
the main resuit of [27], [7] (Strong factorization of birational toric morphisms) there 
exists a factorization 

Z 
S \ 

X — » Y 
where Z is a, projective toric variety, Z —> X and Z —> Y are composities of blowups 
of orbit closures. Z -+ X and Z -+ Y induce MTSs along v R - + T and S -+T. • 

Proof of Theorem 1.9. — By Theorem 1.1, we can perform séquences of monoidal 
transforms R —y R\ and S —>• S\ so that V dominâtes Si, 5i dominâtes R\, and R\ 
and S\ have regular parameters satisfying (143). The proof of Theorem 1.9 now 
follows from Theorem 7.1. 

Proof of Theorem 1.10. — If K is a field containing a ground field A:, and v is a 
valuation of K, trivial on k, then the transcendence degree of Ov/mv over k is called 
the dimension of v (dim(^)). We have 

rank(i;) < rrank(v) < trdegfe K 

(cf. the Corollary and note at the end of Chapter VI, Section 10 [39]). 
Suppose that v is a valuation associated to V. By Theorem 2.7, applied to the 

lift to V of a transcendence basis of V/mv^ there exists a MTS along z/, R -> Ri, 
such that dim^j (u) = 0. By assumption, Ri is a localization of k[fi , . . . , /m] for some 
/ i , • • •, fm £ such that v(fi) > 0 for ail i. By Theorem 2.7, there exists a MTS 
S —> Si along v such that f i , . . . , fn are in Si. Hence Si dominâtes Ri. 

dim(i^i) = trdegfe(if ) — trdegA.(,Ri/mi) — n — dim(i/) 

and dim(£i) = n — dim(i/). Now the Theorem follows from Theorem 1.9. 
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THE ZARISKI M A N I F O L D 

Let k be a field, X be an intégral proper fc-scheme. Define M ( X ) to be the set of 
pairs (X±, f\ ) of proper birational morphisms fi : Xi —> X. 

Theorem 8.1 (Zariski). — There exists a locally ringed space Z(X) with morphisms 

h ( X ' J ) : Z ( X ) - + X ' 

for ( X ' , f ) G M ( X ) such that 
(1) If (Xi, fi) G M ( X ) for i = 1,2 such that f^1 o f2 is a morphism, then 

h(X1J1) = (fr1of2)oh(X2,f2) and 
(2) / / Z ' (X) with maps h ' (X'J) : Z ' {X) -> X' for X ' G M ( X ) has the prop-

erty (1), then there exists a unique morphism g : Z ' (X) —>> Z(X) such that 
h'(X', f ) = h(X', f ) o g for ail (X', / ) G M ( X ) . 

Z(X) is called the Zariski manifold of X (cf. section 17 [39], [24], section 6 of 
chapter 0 [20]). The formulation of Theorem 8.1 follows [20]. 

Z(X) can be constructed explicitly as follows (cf. [39], [24]). Let Ç be the generic 
point of X, K — Ox,c- Define Z(X) to be the set of valuation rings V of K such that 
Ox,P C V for some p G X. The basic open sets U of a topology on X can be defined 
as follows. Suppose that f\ : X\ —>> X is a birational morphism of finite type. Let Ci 
be the generic point of X±. f* induces an identification of Oxlt& with K. Set U to 
be the set of valuation rings V of Z{X) such that Oxlfq C V for some q G X±. Z(X) 
has the structure of a locally ringed space, by defining 

r(u,ozix)) = nV€Uv 

for open sets U of Z(X) . 
Given a proper birational morphism / : X ' X, we can define h(X', f ) : Z(X) —ï 

X' by h(X', f ) (V) = p if V dominâtes p. p exists by the valuative criteria for proper­
ness (cf. Theorem II.4.7 [19]). 

Theorem 8.2 (Zariski). — Z(X) is quasi-compact. 
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This is proved in chapter VI, section 17, Theorem 40 [39]. 

Définition 8.3 (Hironaka, chapter 0, section 6 [20]). — Let / : X ' —>• X be a finite 
type morphism of intégral fc-schemes. / is complète (or X ' is complète over X ) if 

(1) The morphism / is surjective. 
(2) For every point x' G X', there exists a 4-tuple ( U , x ' , f , j ) consisting of an 

open dense subset U of the underlying topological space of X ' which contains 
x', an intégral finite type fc-scheme X , a proper morphism / : X —>• X and 
a morphism j : X'\U —>• X which induces an isomorphism of the same to the 
restriction of X to an open dense subset of its underlying topological space 
and such that f o j = f\U and 

(3) Every point x G X admits an open neighbourhood V in the underlying topo­
logical space of X such that X\V is a finite type fc-scheme, and if we identify in 
a canonical way the Zariski spaces Z(X , / (V)) for ail 4-tuples (U, X , / , j ) 
of (2) and call it Z(X' \V), then the underlying topological space of Z(X'\V) 
is equal to the union of h(x' \ f~X (V))~x (j(U) n7_1(F)) for ail ( U , x ' j j ) . 

Lemma 8.4. — A complète separated morphism f : X —>• Y of intégral finite type 
k-schemes with X nonsingular is proper. 

Proof. — This is Corollary 9.5 [13]. • 

Proof of Theorem 1.2. — Let Z(X) be the Zariski manifold of X with projection 
ttx : Z(X) -> X. Suppose that V G Z(X) . Let a be the center of V on X, 0 the 
center of V on Y, R = Oy^p, S — Ox,a- By Theorem 1.1, there exist séquences 
of monoidal transforms R —> R', S 5' along V such that R', S1 have regular 
parameters satisfying (2) of Theorem 1.1. There exist affine neighborhoods Uy of 
a G X, Wy of /? in Y such that 3>(LV) C Wy, projective morphisms ay : Uy —ï 
Uy and by : Wy Wy which are products of monoidal transforms, and affine 
neighborhoods Uy of the center a' of V on Uy, Wv of the center 0 ' o î V o n W y 
such that $ induces a morphism $y : U'v —>> = Ow'v^', Sr = Ou'V,OL', 
(x\,X2,...,xn) are uniformizing parameters in Wv, (yi,2/2? • • • ?2/n) are uniformizing 
parameters in {7y, and <5i,... ,<5n are units on U'v. 

U'v is an open subset of a proper fc-scheme U v with a birational morphism onto X. 
Hence there exists a canonical map 7Tjj> : Z(X) —> Uy. Let Zy = -kÇ} (Uv). Zy is 
an open neighborhood of V in Z(X) . The { Z y } indexed over V G Z(X) are an open 
cover of Z(X) . There exists a finite subcover, which can be indexed as { Z i , . . . , Zn}, 
since Z(X) is quasi-compact (Theorem 8.2). Let { U [ , . . . , U'n} be the corresponding 
U'y. 
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Let Ai be the largest open subset of Ui such that ai : a{ 1(Ai) —>• Ai is an isomor-
phism. For ail i, j , we have isomorphisms 

aj1 o ai : aT1{Ai n Aj) a j 1 ^ D A ; ) . 

Let Xi be the scheme obtained by glueing the U[ along the open sets a~1(Ai D Aj). 
Let Bi be the largest open subset of Wi such that bi : 6^~1(^) —» i?i is an isomor-

phism. For ail i, j , we have isomorphisms 
bj1 o bi : br1(Bi H Bj) -> fc"1^ fl 

Let Fi be the scheme obtained by glueing the W[ along the open sets b~1(Bi C] Bj). 
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