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RINGS OF SEPARATED POWER SERIES AND
QUASI-AFFINOID GEOMETRY

Leonard Lipshitz, Zachary Robinson

Abstract. — The papers in this volume present a theory of rigid analytic geometry
over an ultrametric fieldK that generalizes the classical, affinoid, theory to the setting
of relative rigid analytic geometry over an “open” polydisc. The theory is based on
the commutative algebra of power series rings Sm,n that is developed in the first paper
in this volume, Rings of Separated Power Series. Quasi–affinoid algebras (quotients
Sm,n/I) share many properties with affinoid algebras (quotients Tm/I of a ring of
strictly convergent power series.) Among the principal results are the Nullstellensatz
for quasi–affinoid algebras A and the Universal Property for a broad class of open
subdomains of Max A, the R–subdomains. The second paper, Model Completeness
and Subanalytic Sets, obtains a structure theory for images of analytic maps based on
any subcollection of S = ∪Sm,n that satisfies certain closure properties; for example
T = ∪Tm. The argument exploits the existential definability of the Weierstrass data
as well as a difference between affinoid and quasi–affinoid rigid analytic geometry;
namely, that a quasi–affinoid variety Max A in general may be covered by finitely
many disjoint quasi–affinoid subdomains, just as the valuation ring K◦ is the union
of its maximal ideal K◦◦ and its multiplicative units. A crucial role is played by the
theory of generalized rings of fractions developed in the first paper. The third paper,
Quasi–Affinoid Varieties, defines the category of Sm,n–analytic varieties X = Max A
and establishes the acyclicity of quasi–affinoid covers. The proofs employ results from
the first paper; in particular, the fact that the assignment U �→ OX(U) is a presheaf
of A–algebras for R–subdomains U of X . The quantifier elimination of the second
paper is used to relate quasi–affinoid and affinoid covers, a key step in the proof of the
Acyclicity Theorem. The fourth paper, A Rigid Analytic Approximation Theorem,
gives a global Artin Approximation theorem between a “Henselization” Hm,n of a
ring Tm+n of strictly convergent power series and its “completion” Sm,n. This links
the algebraic properties of affinoid and quasi–affinoid algebras.
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Résumé (Anneaux de śeries śeparées et ǵeométrie quasi-affinode)
Les articles de ce volume présentent une théorie de la géométrie analytique rigide

sur un corps ultramétrique K qui généralise la théorie affinöıde classique au cas de la
géométrie analytique rigide relative sur un polydisque « ouvert ». Cette théorie est
basée sur l’étude algébrique des anneaux de séries convergentes Sm,n développée dans
le premier article, Rings of Separated Power Series. Les algèbres quasi-affinöıdes (les
quotients Sm,n/I) partagent de nombreuses propriétés avec les algèbres affinöıdes (les
quotients Tm/I d’un anneau de séries strictement convergentes). Parmi les résultats
principaux signalons le Nullstellensatz pour les algèbres quasi-affinöıdes A ainsi que
la Propriété Universelle pour une large classe de sous-domaines ouverts de MaxX,
les R-sous-domaines. Le second article, Model Completeness and Subanalytic Sets,
contient des résultats sur la structure des images de familles de fonctions analytiques
provenant par extension d’une famille quelconque de fonctions de S = ∪Sm,n satis-
faisant certaines propriétés de fermeture ; par exemple T = ∪Tm est une telle famille.
La preuve utilise le fait que les données de Weierstrass sont définissables ainsi que le
fait, témoignant de la différence entre géométrie affinöıde et quasi-affinöıde, qu’une
variété quasi-affinöıde MaxA peut généralement être recouverte par un nombre fini de
sous-domaines quasi-affinöıdes disjoints, de la même façon que l’anneau de valuation
K◦ est l’union de son idéal maximal K◦◦ et de ses unités multiplicatives. La théorie
des anneaux généralisés de fractions développée dans le premier article joue un rôle
crucial. Dans le troisième article, Quasi-Affinoid Varieties, on définit la catégorie des
variétés Sm,n-analytiques X = MaxA et on établit l’acyclicité des recouvrements
quasi-affinöıdes. Les démonstrations emploient des résultats du premier article, no-
tamment le fait que le foncteur U �→ OX(U) est un préfaisceau d’A-algèbres pour des
R-sous-domaines U de X . On utilise également le résultat d’élimination des quantifi-
cateurs obtenu dans le second article pour établir un rapport entre les recouvrements
quasi-affinöıdes et les recouvrements affinöıdes, ce qui est une étape cruciale dans
la démonstration du théorème d’acyclicité. Le quatrième article, A Rigid Analytic
Approximation Theorem, donne un théorème d’approximation globale d’Artin entre
un « hensélisé » Hm,n d’un anneau Tm+n de séries strictement convergentes et son
complété Sm,n. Ce résultat permet de relier les propriétés algébriques des algèbres
quasi-affinöıdes et affinöıdes.

ASTÉRISQUE 264



CONTENTS

Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Rings of Separated Power Series. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1. Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2. Rings of Separated Power Series. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3. Restrictions to Polydiscs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4. The Commutative Algebra of Sm,n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5. The Supremum Semi-Norm and Open Domains. . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6. A Finiteness Theorem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

Model Completeness and Subanalytic Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
1. Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
2. Existentially Defined Analytic Functions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3. Existential Definability of Weierstrass Data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4. The Elimination Theorem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5. Subanalytic Sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

Quasi-Affinoid Varieties. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
1. Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
2. G-Topologies and the Structure Presheaf. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
3. Coverings and Acyclicity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

A Rigid Analytic Approximation Theorem, by Zachary Robinson. . . . . . . . . 151
1. Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
2. The Rings of Henselian Power Series. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
3. Flatness. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
4. Regularity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
5. Approximation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

Index. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169





INTRODUCTION

Let K be a field, complete with respect to the non-trivial ultrametric absolute
value | · | : K → R+. By K◦ denote the valuation ring, by K◦◦ its maximal ideal, and
by K̃ the residue field K◦/K◦◦. Let K ′ be an algebraically closed field containing K
and consider the polydisc

∆m,n := ((K ′)◦)m × ((K ′)◦◦)n .

In 1961, Tate introduced rings Tm of analytic functions on the closed polydiscs ∆m,0.
These rings lift the affine algebraic geometry of the field K̃. In particular, the Eu-
clidean Division Theorem for K̃[ξ] lifts to a global Weierstrass Division Theorem for
Tm. The basic properties of Tm that follow from Weierstrass Division include Noethe-
rianness, Noether Normalization, unique factorization, and a Nullstellensatz. These
results pave the way for the development of rigid (affinoid) analytic geometry.

The representation

∆m,n = lim−→
ε

((K ′)◦)m × (ε(K ′)◦)n,

where ε ∈ (K ′)◦◦, yields a ring of analytic functions on ∆m,n by taking a corre-
sponding inverse limit of Tate rings. This gives the polydisc ∆m,n the structure of
a rigid analytic variety. But its global functions are, in general, unbounded. Even if
one restricts attention to those functions with finite supremum norm, the geometric
behavior can be pathological.

In the first paper, Rings of Separated Power Series, we define rings Sm,n of bounded
analytic functions on ∆m,n with a tractable algebraic and geometric behavior. Those
rings share many of the nice properties of the Tate rings Tm, though the proofs
are often rather more difficult. We show that the rings Sm,n are Noetherian rings
(often K-Banach algebras) of bounded analytic functions on ∆m,n, that satisfy a
Nullstellensatz, are unique factorization domains, and are regular rings of dimension
m+ n.



2 INTRODUCTION

We call quotients of the Sm,n quasi-affinoid algebras. Quasi-affinoid algrebras share
most of the properties of affinoid algebras. For example, the residue norms arising
from different presentations of a quasi-affinoid algebra are all equivalent; quasi-affinoid
morphisms are continuous; in characteristic zero (and often in characteristic p) the
residue norms and the supremum norm on a reduced quasi-affinoid algebra are equiv-
alent; and quasi-affinoid rational domains satisfy the appropriate universal mapping
property. These results pave the way for the development of a relative rigid analytic
geometry over open polydiscs.

We give three applications of the general theory. In the second paper, Model
Completeness and Subanalytic Sets, we present a quantifier elimination theorem which
lays the foundation for the theory of rigid subanalytic sets based on the Tate Rings.
The third paper, Quasi-Affinoid Varieties, applies the results of the first two papers to
treat the basic sheaf theory of quasi-affinoid varieties and to prove the quasi-affinoid
Acyclicity Theorem. In the fourth paper, A Rigid Analytic Approximation Theorem, a
global Artin Approximation Theorem is presented for the pair of rings Hm,n ↪→ Sm,n,
where Hm,n is the algebraic closure of Tm+n in Sm,n. In this context the rings Sm,n
play the role of a kind of completion of the Tate rings.

Achnowledgements. — Both authors thank MSRI and the ICMS, Edinburgh for sup-
port and hospitality, Jan Denef for his encouragement in this project, and Judy
Mitchell for her patience in typing numerous versions of this manuscript. The second
author also gratefully acknowledges the support of the CNR and the hospitality of
the University of Pisa. Diagrams were created by using diagram.sty by Paul Taylor
of Queen Mary and Westfield College, London.
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RINGS OF SEPARATED POWER SERIES

1. Introduction

Let K be a field, complete with respect to the non-trivial ultrametric absolute
value | · | : K → R+. By K◦ denote the valuation ring, by K◦◦ its maximal ideal, and
by K̃ the residue field K◦/K◦◦. Let K ′ be an algebraically closed field containing K
and consider the polydisc

∆m,n := ((K ′)◦)m × ((K ′)◦◦)n .

In 1961, Tate [39] introduced rings Tm of analytic functions on the closed polydiscs
∆m,0. These rings lift the affine algebraic geometry of the field K̃. In particular, the
Euclidean Division Theorem for K̃[ξ] lifts to a global Weierstrass Division Theorem
for Tm. The basic properties of Tm that follow from Weierstrass Division include
Noetherianness, Noether Normalization, unique factorization, and a Nullstellensatz.
These results pave the way for the development of rigid analytic geometry (see [6]
and [10]).

Because in its metric topology K ′ is totally disconnected and not locally compact,
to construct rigid analytic spaces one relies on a Grothendieck topology to provide a
suitable framework for sheaf theory. For example, the basic admissible open affinoids
of rigid analytic geometry are obtained by an analytic process analogous to localiza-
tion in algebraic geometry (see [6, Section 7.2.3]). The resulting domains, rational
domains, satisfy a certain universal property (see [6, Section 7.2.2]) and therefore give
a local theory of rigid analytic spaces. The local data are linked together with a no-
tion of admissible open cover and Tate’s Acyclicity Theorem. This makes it possible,
for example, to endow every algebraic variety over K with an analytic structure, that
of a rigid analytic variety.

The representation

∆m,n = lim−→
ε

((K ′)◦)m × (ε(K ′)◦)n,



4 RINGS OF SEPARATED POWER SERIES

where ε ∈ (K ′)◦◦, yields a ring of analytic functions on ∆m,n by taking a corre-
sponding inverse limit of Tate rings. This gives the polydisc ∆m,n the structure of
a rigid analytic variety. But its global functions are, in general, unbounded. Even if
one restricts attention to those functions with finite supremum norm, the geometric
behavior can be pathological. For example, let {ai}i∈N ⊂ (K ′)◦◦ be a sequence such
that limi→∞ |ai| = 1. Put

f(ρ) :=
∑

aiρ
i.

Then f converges and has infinitely many zeros on ∆0,1. This follows by restricting
to the closed subdiscs ε ·∆1,0 and applying Weierstrass Preparation.

The rings Sm,n, defined below, represent Noetherian rings (often, K-Banach alge-
bras) of bounded analytic functions on ∆m,n with a tractable algebraic and geometric
behavior. We address the issue of the corresponding sheaf theory in [22].

These rings have been used in various contexts. In [16], where the Sm,n were
first defined, they were used to obtain a uniform bound on the number of isolated
points in fibers of affinoid maps. This result was strengthened in [2] to give a uniform
bound on the piece numbers of such fibers. In [11], rings S0,n were used to lift
the rings K̃[[ρ]] in order to obtain analytic information about local rings of algebraic
varieties over K̃. In [17] (and later in [21]), the Sm,n were used to provide the
basis for a theory of rigid subanalytic sets; i.e., images of K-analytic maps. This
theory of rigid subanalytic sets was developed considerably further in [21], [19], [18],
[20]. The manuscript [21] (unpublished) contains a quantifier simplification theorem
suitable for the development of a theory of subanalytic sets based on the Tate rings.
That manuscript was produced in 1995, well before the completion of this paper,
and hence it was written to be self contained. As a result the proofs were rather
ad hoc. In the paper [23] we give a smoother and more general treatment of that
quantifier simplification theorem, based on some of the machinery developed in this
paper, specifically the Weierstrass Division and Preparation Theorems (Theorem 2.3.8
and Corollary 2.3.9) and the concept of “generalized ring of fractions” developed in
Section 5.

(The theory of the images of semianalytic sets under proper K-analytic maps
was developed by Schoutens in [32]–[36]. Recently in [12], [37] and [13] Gardener
and Schoutens have given a quantifier elimination in the language of Denef and van
den Dries [9] over the Tate rings Tm, using the results of Raynaud–Mehlmann [27],
Berkovich [3], and Hironaka, [15]. The proof of their elimination theorem also depends
on the model completeness result of [21], see [23, Section 4].)

The theory of the rings Sm,n was not developed systematically in papers [16],
[17], [18], [19], [20] and [21]. Instead, partial results were proved as needed. The
accumulation of these partial results convinced us that a systematic theory of the rings
Sm,n would be possible and would provide a natural basis for rigid analytic geometry
on the polydiscs ∆m,n. The theory developed in this paper has been applied in [23]

ASTÉRISQUE 264



1. INTRODUCTION 5

to prove a quantifier elimination theorem which provides the basis for the theory of
rigid subanalytic sets based on the Tate rings, and in [22] which treats the basic sheaf
theory of quasi-affinoid varieties and proves the quasi-affinoid acyclicity theorem. The
theory has also been applied in [31] to yield a global Artin Approximation Theorem
for the pair of rings Hm,n ↪→ Sm,n, where Hm,n is the algebraic closure of Tm+n in
Sm,n. Here the Sm,n play the role of a kind of completion of Tate rings.

The goals of this paper are (i) to develop the commutative algebra of the power
series rings Sm,n (Section 4) and (ii) to develop the ingredients of sheaf theory for
Sm,n-analytic varieties; in particular to show that rational domains in this setting
(which we term quasi-affinoid) satisfy the same universal property as affinoid rational
domains. This provides a foundation for a relative rigid analytic geometry over open
polydiscs.

In the next few paragraphs we outline the contents of this paper.
In Section 2, we define the rings Sm,n of separated power series, prove that they

are Noetherian and prove two Weierstrass Preparation Theorems as in [16], [17]
and [2], one relative to the variables ranging over closed discs, the other relative
to the variables ranging over open discs. These Weierstrass Preparation Theorems
were crucial in the applications mentioned above. But, because there are two types
of variables, a suitably large collection of Weierstrass automorphisms does not exist.
Thus these Weierstrass Preparation Theorems do not yield Noether Normalization for
quotient rings of the Sm,n (see Example 2.3.5), making the basic theory considerably
more difficult to establish than in the affinoid case.

We are interested in studying properties of quotient rings Sm,n/I. In affinoid
geometry, the key technique is Noether Normalization. The difficulties stemming
from the failure of Noether Normalization for Sm,n are overcome in Section 3 by a
careful analysis of the behavior of restriction maps from ∆m,n to closed subpolydiscs
and to certain disjoint unions of open subpolydiscs.

Section 4 contains the Nullstellensatz and results on flatness, excellence, and unique
factorization. The Nullstellensatz yields a supremum seminorm on the maximal ideal
space of a quasi-affinoid algebra (i.e., a quotient ring of Sm,n).

In Section 5, we relate the behavior of the supremum seminorm to the residue norm
derived from the Gauss norm on Sm,n, patching together uniform data that hold on
affinoid algebras induced by restriction maps. The results are used to show that
K-algebra homomorphisms of quasi-affinoid algebras are continuous, that all residue
norms on a quasi-affinoid algebra are equivalent (i.e., the topology of a quasi-affinoid
algebra is independent of presentation), and that quasi-affinoid rational domains sat-
isfy an appropriate Universal Mapping Property. We prove when CharK = 0, and
in many cases also when CharK = p, that on a reduced quasi-affinoid algebra the
supremum norm and the residue norms are equivalent.

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2000



6 RINGS OF SEPARATED POWER SERIES

Section 6 contains some finiteness theorems, in particular it contains a weak ana-
logue of Zariski’s Main Theorem for quasi-finite maps, which is applied to show that
quasi-affinoid subdomains are finite unions of R-subdomains.

We employ three different sorts of argument in this paper. The first sort of ar-
gument, “slicing”, combines a generalization of the notion of discrete valuation ring
(DVR) and a generalization of the notion of orthonormal basis. Each “level” of a for-
mal power series ring over a DVR projects to a formal power series ring over a field,
whose algebraic properties can often be lifted. Similar arguments were employed in
[14] and in [4]. The second sort of argument exploits the relation between residue
order and restrictions to closed polydiscs. A special case of this type of argument was
used in [5]. To treat the case of a discretely valued ground field we must understand
how generating systems of modules behave under ground field extension. Here we use
the notion of stable fields (see [6]). The third sort of argument uses techniques of
commutative algebra to extract information from completions at maximal ideals.

Following is a telegraphic summary of the principal results of this paper.

Theorem 2.1.3. — If K̃ is algebraic over Ẽ then

Sm,n(E,K) = K⊗̂EE〈ξ〉[[ρ]].

Corollary 2.2.4. — Sm,n is Noetherian.

Theorem 2.3.2 and Corollary 2.3.3. — Weierstrass Division and Preparation Theo-
rems for Sm,n.

Theorem 2.3.8 and Corollary 2.3.9. — Weierstrass Division and Preparation Theo-
rems for A〈ξ〉[[ρ]]s.

Theorem 3.1.3. — Submodules of (Sm,n)	 are v-strict. In particular, ideals of Sm,n
are strictly closed.

Theorem 3.2.3. — Strictness of a generating system is preserved under restriction to
suitably large rational polydiscs.

Corollary 3.3.2. — For a submodule M ⊂ (Sm,n)	, and ε large enough

ι−1ε (ιε(M) · Tm,n(ε)) = M.

Theorems 3.4.3, 3.4.6. — The restriction of a quasi-affinoid algebra to a suitably cho-
sen finite union of open polydiscs is an isometry in residue norms.

Theorem 4.1.1. — The Nullstellensatz for Sm,n.

Corollary 4.2.2. — Sm,n is a regular ring of dimension m+ n.

Proposition 4.2.3. — If CharK = 0, Sm,n is excellent.

Proposition 4.2.5. — Sm,n is often excellent when CharK = p �= 0.

ASTÉRISQUE 264



2. RINGS OF SEPARATED POWER SERIES 7

Theorem 4.2.7. — Sm,n is a UFD.

Theorem 5.1.5. — For a quasi-affinoid algebra, the ring of power-bounded elements is
integral over the ring of elements of residue norm ≤ 1.

Corollary 5.1.8. — Characterization of power-boundedness, topological nilpotence and
quasi-nilpotence in terms of the supremum seminorm.

Theorem 5.2.3, Corollary 5.2.4. — Quasi-affinoid morphisms are continuous. In par-
ticular all residue norms on a quasi-affinoid algebra are equivalent.

Theorem 5.2.6. — Homomorphism Extension Lemma.

Proposition 5.3.2. — Generalized rings of fractions are well-defined.

Theorem 5.3.5. — Quasi-rational domains satisfy the appropriate universal mapping
property.

Proposition 5.4.3. — Tensor products exist in the category of quasi-affinoid algebras.

Theorems 5.5.3, 5.5.4. — In characteristic zero, and often in characteristic p, the
residue norm and the supremum norm of a reduced quasi-affinoid algebra are equiva-
lent.

Theorem 6.1.2. — A quasi-affinoid map that is finite-to-one is piecewise finite.

Theorem 6.2.2. — A quasi-affinoid subdomain is a finite union of R-subdomains.

Corollary 6.2.3. — Quasi-affinoid subdomains are open.

2. Rings of Separated Power Series

In this section, we define the rings Sm,n = Sm,n(E,K) of separated power series,
prove that these rings are Noetherian (Corollary 2.2.4) and that they satisfy Weier-
strass Preparation and Division theorems (Corollary 2.3.3 and Theorem 2.3.2), but
not (Example 2.3.5) Noether Normalization.

2.1. Definitions. — Let K be a field, complete with respect to a non-trivial ul-
trametric absolute value | · | : K → R+, let K◦ denote the valuation ring of K, let
K◦◦ denote its maximal ideal and let ∼ : K◦ → K̃ := K◦/K◦◦ denote the canonical
residue epimorphism. Throughout this paper, we will be concerned with power series
whose coefficients lie in certain subrings B of K◦ called quasi-Noetherian rings.

Let B be a valued subring of K◦ such that each x ∈ B with |x| = 1 is a unit of B
(such rings are called B-rings.) It follows from the ultrametric inequality that B is
a local ring. The ring B is called quasi-Noetherian iff for each ideal a of B there is
a zero-sequence {xi}i∈N ⊂ a (called a quasi-finite generating system) such that each

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2000



8 RINGS OF SEPARATED POWER SERIES

a ∈ a can be written in the form a =
∑
i≥0

bixi for some elements bi ∈ B. However, not

all such sums need belong to a. (See [6, Section 1.8] and [14].)
We will make use of the following properties of quasi-Noetherian rings without

further reference. Clearly, any subring B ⊂ K◦ which is a DVR is quasi-Noetherian,
since it is Noetherian. Let B ⊂ K◦ be quasi-Noetherian. For any zero sequence
{ai}i∈N ⊂ K◦, the local ring

A := B [a0, a1, . . . ]{a∈B[a0,a1,... ]:|a|=1}

is quasi-Noetherian ([6, Proposition 1.8.2.4]). The completion of B is itself quasi-
Noetherian ([6, Proposition 1.8.2.2]). The value semigroup |B \ {0}| ⊂ R+ \ {0} is
discrete ([6, Corollary 1.8.1.3]). Therefore, there is a sequence {bi}i∈N ⊂ B \ {0} with
|B \ {0}| = {|bi|}i∈N and 1 = |b0| > |b1| > · · · . The sequence of ideals

Bi := {b ∈ B : |b| ≤ |bi|}, i ∈ N

is called the natural filtration of B. Note that B1 is the unique maximal ideal of
B. By B̃ denote the residue field B/B1 of B. For i ∈ N, put B̃i := Bi

/
Bi+1; then

B̃ = B̃0 ⊂ K̃. Since B1 · Bi ⊂ Bi+1, the B-modules B̃i can be viewed in a canonical
way as B̃-vector spaces. Each B̃ vector space B̃i is finite-dimensional; in fact, this
property characterizes the class of quasi-Noetherian rings ([6, Theorem 1.8.1.2]). For
i ∈ N we may identify the B̃-vector space B̃i with the B̃-vector subspace

(
b−1i Bi

)∼
of K̃ via the map

πi : (a+Bi+1) �−→
(
b−1i a

)∼
.

When i > 0, this identification of B̃i with a B̃-vector subspace of K̃ is not canonical;
it will, however, be used frequently.

LetR be a ring and let {aλ}λ∈I be an inverse system of ideals of R. When we endow
R with the topology induced by taking {aλ}λ∈I to be a system of neighborhoods of 0,
R is said to be a ring with a linear topology. In this subsection, we will assume that
R is complete and Hausdorff in this linear topology. For example, let R be a subring
of K◦; then the topology induced on R by the absolute value | · | is a Hausdorff linear
topology.

Let ξ = (ξ1, . . . , ξm) be variables. A formal power series
∑

aµξ
µ with coefficients

in R is called strictly convergent iff {aµ}µ∈Nm is a zero-sequence in R. By R〈ξ〉,
we denote the collection of all strictly convergent power series; it is a subring of the
formal power series ring R[[ξ]]. The ring R〈ξ〉 is complete and Hausdorff in the uniform
topology; i.e., in the linear topology given by the system of ideals {aλ · R〈ξ〉}λ∈I . In
case R = K◦, by K〈ξ〉, we denote the K-algebra K ⊗R R〈ξ〉 of strictly convergent
power series over K.

Let ρ = (ρ1, . . . , ρn) be variables. Then

R〈ξ〉[[ρ]] = R[[ρ]]〈ξ〉
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2. RINGS OF SEPARATED POWER SERIES 9

when we endow R[[ρ]] with the product topology; i.e., the topology induced by the
inverse system of ideals {

(ρ)d +
∑
|ν|<d

ρν · aλν [[ρ]]
}
d∈N

.

In case R carries the discrete topology, R〈ξ〉 = R[ξ] and

R[ξ][[ρ]] = R[[ρ]]〈ξ〉 ,

where R[[ρ]] carries the (ρ)-adic topology. If R ⊂ K◦ then the absolute value |·| on
R induces a linear topology, and |·| extends to an R-module norm on R〈ξ〉[[ρ]] called
the Gauss norm, given by ∥∥∥∥∥∑

µν

fµνξ
µρν

∥∥∥∥∥ := sup
µν
|fµν | .

These definitions will be used in Subsection 2.3 where we discuss Weierstrass Division
Theorems.

Definition 2.1.1. —Fix a complete, quasi-Noetherian subring E ⊂ K◦ and, if CharK =
p > 0, assume in addition that E is a DVR. Let ξ = (ξ1, . . . , ξm) and ρ = (ρ1, . . . , ρn)
be variables. We define a K-subalgebra Sm,n(E,K) of K [[ξ, ρ]], called a ring of
separated power series.

Let B be the family of quasi-Noetherian subrings of K◦ which consists of all local
rings of the form (

E[a0, a1, . . . ]{a∈E[a0,a1,... ]:|a|=1}
)̂
,

where ̂ denotes completion in | · |, and where {ai}i∈N ⊂ K◦ is a zero-sequence. Then
put

Sm,n = Sm,n(E,K) := K ⊗K◦

(
lim−→
B∈B

B〈ξ〉[[ρ]]
)
,

S◦m,n := lim−→
B∈B

B〈ξ〉[[ρ]],

S◦◦m,n := K◦◦ · S◦m,n,

S̃m,n := lim−→
B∈B

B̃[ξ][[ρ]].

For f =
∑

aµνξ
µρν ∈ Sm,n we define the Gauss norm of f by

‖f‖ := sup
µ,ν
|aµ,ν |.

Note that Sm,n contains the Tate ring Tm+n(K) = K〈ξ, ρ〉 and Sm,0 coincides with
Tm. In case K = Qp, the field of p-adic numbers, we have Sm,n = Qp ⊗Zp Zp〈ξ〉[[ρ]],
where Zp denotes the ring of p-adic integers. When K is algebraically closed and E
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10 RINGS OF SEPARATED POWER SERIES

is a DVR with E ⊂ K◦ and Ẽ = K̃, the rings Sm,n(E,K) are the rings defined in
[17]. Following the usage in [17], when E is understood, we may write

K〈ξ〉 [[ρ]]s := Sm,n(E,K).

(The subscript s stands for “separated”.) In the case that Ẽ = K̃ the rings S0,n and
their quotient rings are the formal completions considered in [11, Section 2.3.2,], and
used to derive properties of the formal localizations. The description of these rings
given in Definition 2.1.1 is due to Bartenwerfer [2].

The family B, described in Definition 2.1.1, satisfies the following properties, which
we use without further reference.

(a) B forms a direct system under inclusion,
(b) lim−→

B∈B

B = K◦,

(c) for each B ∈ B and b ∈ B there is some B′ ∈ B with (b−1B ∩K◦) ⊂ B′,

and

(d) for any B ∈ B and any zero-sequence {ai}i∈N ⊂ K◦,(
B[a0, a1, . . . ]{a∈B[a0,a1,... ]:|a|=1}

)̂
∈ B.

If E ⊂ E′ and K ⊂ K ′ then

Sm,n(E,K) ⊂ Sm,n(E′,K ′).

If K ′ is a finite algebraic extension of K then Sm,n(E,K ′) = K ′ ⊗K Sm,n(E,K).

Remark 2.1.2. — The following are easy consequences of the properties of B-rings (cf.
[2] and [17]).

(i) If f =
∑

aµ,νξ
µρν ∈ Sm,n then

‖f‖ = sup
µ,ν
|aµν | = max

µ,ν
|aµν |,

i.e., the supremum is attained.
(ii) We have the following characterizations of the subring S◦m,n, the ideal S◦◦m,n, and

the residue ring S̃m,n:

S◦m,n = {f ∈ Sm,n : ‖f‖ ≤ 1},
S◦◦m,n = {f ∈ Sm,n : ‖f‖ < 1} and
S̃m,n = S◦m,n/S

◦◦
m,n.

As in [6, Corollary 1.5.3.2], the Gauss norm ‖·‖ is an absolute value on Sm,n extending
that on K.

The canonical residue epimorphism ∼: K◦ → K̃ extends to the residue epimor-
phism ∼: S◦m,n → S̃m,n :

∑
aµνξ

µρν �→
∑

ãµνξ
µρν . Let I be an ideal of Sm,n, and

put I◦ := S◦m,n ∩ I. Since ∼: S◦m,n → S̃m,n is surjective, the image of I◦ under ∼ is
an ideal of S̃m,n, which we denote by Ĩ.
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2. RINGS OF SEPARATED POWER SERIES 11

In general the Sm,n(E,K) are not complete in ‖ · ‖. However, for many choices of
E ⊂ K they are. When K̃ is algebraic over Ẽ, we will show that

Sm,n(E,K) = K⊗̂EE〈ξ〉[[ρ]],

where ⊗̂E denotes the complete tensor product of normed E-modules (see [6, Section
2.1.7]). This situation is clarified in the next theorem. Observe that the natural map

σ : K ⊗E E〈ξ〉[[ρ]] −→ K[[ξ, ρ]] :
∑

αi ⊗ fi �−→
∑

aifi

is injective. Indeed, it is easy to see that the field of fractions Q(E) of E is a flat
E-algebra. Hence, K[[ξ, ρ]], being a Q(E)-vector space, is also a flat E-algebra. It
now follows from [25, Theorem 7.6], that Kerσ = (0). The image of σ is contained
in Sm,n(E,K). Moreover, since σ is contractive, it extends to a map

σ̂ : K⊗̂EE〈ξ〉[[ρ]] −→ K[[ξ, ρ]].

It is not hard to see that the image of σ̂ is contained in Sm,n(E,K), when Sm,n(E,K)
is complete (see below).

Theorem 2.1.3. — Let n > 0.
(i) Sm,n(E,K) is ‖ · ‖-complete if, and only if, K̃ has finite transcendence degree

over Ẽ. In that case let E′ ⊂ K◦ be a finitely generated extension of E such that K̃
is algebraic over Ẽ′. Then

Sm,n(E,K) = Sm,n(E′,K) = K⊗̂E′E′〈ξ〉[[ρ]],

where ⊗̂E′ denotes complete tensor product of normed E′-modules (see [6, Section
2.1.7]).

(ii) There is a quasi-Noetherian ring E′, E ⊂ E′ ⊂ K◦, such that Sm,n(E′,K) is
‖ · ‖-complete (and contains Sm,n(E,K)).

(iii) S̃m,n(E,K) is (ρ)-adically complete if, and only if, K̃ is a finitely generated
field extension of Ẽ.

(iv) S◦m,n(E,K) is (ρ)-adically complete if, and only if, K̃ is a finitely generated
field extension of Ẽ and K is discretely valued. (In which case we may take E = K◦.)

Proof
(i) Suppose that K̃ has infinite transcendence degree over Ẽ. Let ti ∈ K◦, i ∈ N,

be such that the t̃i are algebraically independent over Ẽ. Let fi =
∑∞
j=1 t

j
iρ
j
1 ∈ S0,1 ⊂

Sm,n (n > 0). Choose a ∈ K◦◦ (i.e., |a| < 1). The series f =
∑∞
i=1 a

ifi is Cauchy in
‖·‖ but does not belong to Sm,n. Indeed for any B ∈ B, B̃ is a finitely generated field
extension of Ẽ and for i ≥ 1, B̃i is a finite dimensional vector space over B̃. Hence
f �∈ B[[ρ1]].

For the converse, assume that K̃ is of finite transcendence degree over Ẽ. Note
that if E′ ∈ B then Sm,n(E,K) = Sm,n(E′,K). Hence we may assume that K̃ is
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12 RINGS OF SEPARATED POWER SERIES

algebraic over Ẽ. Let fi ∈ S◦m,n with ‖fi‖ → 0. There are ai ∈ K◦ with |ai| = ‖fi‖
and B(i) ∈ B such that 1

ai
fi ∈ B(i)〈ξ〉[[ρ]], i.e., fi ∈ aiB

(i)〈ξ〉[[ρ]]. Let

B(i) = B
(i)
0 ⊃ B

(i)
1 ⊃ · · ·

be the natural filtration of B(i). Since K̃ is algebraic over Ẽ, each field B̃
(i)
0 = B̃(i),

and hence each B̃
(i)
j , is a finite-dimensional Ẽ-vector space. Let B̃(i)

j be generated

over Ẽ by the residues modulo B
(i)
j+1 of bijk ∈ B

(i)
j , k = 1, . . . ,dim B̃

(i)
j . Let {ci}i∈N

be a rearrangement of {aibijk : i ∈ N, j ∈ N, k = 1, . . . ,dim B̃
(i)
j } in non-increasing

size. (Recall that ai → 0.) Putting

B := (E[c0, c1, . . . ]{a∈E[c0,c1,... ]:|a|=1})̂∈ B

yields aiB(i) ⊂ B for all i and
∑
i fi ∈ B〈ξ〉[[ρ]]. Hence Sm,n(E,K) is complete.

As we observed above, there is a map σ̂ : K⊗̂EE〈ξ〉[[ρ]] → Sm,n. If K̃ is algebraic
over Ẽ then for every B ∈ B, B̃ and the B̃i are all finite-dimensional Ẽ vector spaces.
Hence for each B ∈ B, there is a map

τ : B〈ξ〉[[ρ]] → K⊗̂EE〈ξ〉[[ρ]],
which is a left inverse of σ̂.

(ii) Repeated use of [6, Proposition 1.8.2.3 and Theorem 1.8.1.2], shows that there
is a quasi-Noetherian ring E′, E ⊂ E′ ⊂ K◦, such that K̃ is an algebraic extension
of Ẽ′. Hence Sm,n(E,K) ⊂ Sm,n(E′,K) and by (i) Sm,n(E′,K) is complete.

(iii) If K̃ is a finitely generated field extension of Ẽ then replacing E by a suitable
finitely generated extension we may assume that Ẽ = K̃. But then

S̃m,n = Ẽ[ξ][[ρ]],

which is (ρ)-adically complete.
If, on the other hand, there are t̃i ∈ K̃ such that t̃i+1 �∈ Ẽ(t̃1, . . . , t̃i) then f :=∑
t̃iρ
i
1 �∈ S̃m,n, since for every B ∈ B, B̃ is a finitely generated field extension of Ẽ.

(iv) If K is not discretely valued there are ai ∈ K◦ with |ai| < |ai+1| < 1 for
i = 0, 1, 2, . . . . Then

∑
i aiρ

i
1 �∈ Sm,n. On the other hand, if K̃ is a finitely generated

extension of Ẽ and K is discretely valued, then K◦ ∈ B.

Remark 2.1.4
(i) Suppose CharK = p �= 0. In this case we require E to be a complete DVR.

By the Cohen Structure Theorem ([25, Theorem 29.4]), E has a coefficient field (i.e.,
an isomorphic copy of Ẽ ⊂ E) which we also denote by Ẽ. If π is a prime of E then
Ẽ ⊂ E = Ẽ[π]̂ . Thus Sm,n(E,K) = Sm,n(Ẽ,K). Hence we could have required in
the equicharacteristic p case that E ⊂ K be a field, without loss of generality.

(ii) Let K be a perfect field of characteristic p, and let E ⊂ K◦ be a subfield.
Then there is a field E′, E ⊂ E′ ⊂ K◦, with E′ perfect and K̃ algebraic over Ẽ′.
Hence, using (i) above, for any DVR E ⊂ K◦ there is a field E′ ⊂ K◦ such that
Sm,n(E,K) ⊂ Sm,n(E′,K), Sm,n(E′,K) is complete in ‖ · ‖ and Sm,n(E′,K) is a
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2. RINGS OF SEPARATED POWER SERIES 13

finite Sm,n(E′,K)p–module. (The monomials ξµρν with 0 ≤ µi < p, 0 ≤ νj < p, form
a basis.)

By definition, S◦m,n is the direct limit of complete rings (the B〈ξ〉[[ρ]]). Next we show
that while Sm,n may not be a complete K-algebra it is the direct limit of complete F -
algebras for some complete, nontrivially valued subfield F of K. This decomposition
will be used in Subsection 5.2.

Let F be a complete subfield ofK such that F ◦ is a DVR and F̃ is finitely generated
as a field. (For example, in the mixed characteristic case let F = Qp, the field of p-
adic numbers, and in the equicharacteristic case let F be the fraction field of Q[[t]] or
Fp[[t]], depending on the characteristic of K, where t ∈ K◦◦.) Let B′ ∈ B. There is a
B ∈ B such that B′ ∪ F ◦ ⊂ B. Consider the F -algebra

F ⊗̂F◦B〈ξ〉[[ρ]].

By the definition of the complete tensor product ⊗̂ this is an F -Banach algebra (i.e.,
is complete in ‖ · ‖). In general there is no B′′ ∈ B such that (F ⊗̂F◦B〈ξ〉[[ρ]])◦ ⊂
B′′〈ξ〉[[ρ]]. However, the natural map

σ : F ⊗F◦ B〈ξ〉[[ρ]] −→ Sm,n :
∑

αi ⊗ fi �−→
∑

αifi

is an isometry because F ◦ ⊗F◦ B〈ξ〉[[ρ]] = B〈ξ〉[[ρ]]. The next proposition shows that
σ extends to F ⊗̂F◦B〈ξ〉[[ρ]].

Proposition 2.1.5. — With the above notation,

F ⊗̂F◦B〈ξ〉[[ρ]] ⊂ Sm,n(E,K).

Indeed
Sm,n = lim−→

F◦⊂B∈B

F ⊗̂F◦B〈ξ〉[[ρ]].

Proof. — It is sufficient to show that if f ∈ F ⊗̂F◦B〈ξ〉[[ρ]] and ‖f‖ ≤ 1 then there
is a B′′ ∈ B such that f ∈ B′′〈ξ〉[[ρ]]. Let f ∈ F ⊗̂F◦B〈ξ〉[[ρ]] with ‖f‖ ≤ 1. Then
there are fi ∈ B〈ξ〉[[ρ]] and mi ∈ N such that f =

∑
π−mifi, where π is a prime

of F ◦, and ‖π−mifi‖ → 0. Hence for each i there is a nullsequence {aij}j∈N with
π−mifi ∈ B′〈ξ〉[[ρ]], where

B′ := (B[aij : j ∈ N]{a∈B[aij :j∈N]:|a|=1})̂
and |aij | ≤ ‖π−mifi‖ for all i and j. Since ‖π−mifi‖ → 0, any rearrangement of the
double sequence {aij}i,j∈N as a sequence will be a null-sequence. Let {ci}i∈N be such
a rearrangement. Then if

B′′ :=
(
B[c0, c1, . . . ]{a∈B[c0,c1,... ]:|a|=1}

)
,̂

f ∈ B′′〈ξ〉[[ρ]].
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14 RINGS OF SEPARATED POWER SERIES

In general the F -Banach Algebras F ⊗̂F◦B〈ξ〉[[ρ]] ⊂ Sm,n constructed above are not
Noetherian and the Weierstrass Preparation and Division Theorems need not hold in
them. An argument similar to the proof of Proposition 2.1.5 shows that we can write

Sm,n(E,K) = lim−→
B∈B

(K ·B〈ξ〉[[ρ]])̂
as the direct limit of K-Banach Algebras. These K-Banach algebras likewise may fail
to satisfy the Weierstrass Preparation and Division Theorems of Subsection 2.3.

Remark 2.1.6
(i) The rings Sm,n = Sm,n(E,K) can have quite different properties depending on

the choice of E. As we saw in Theorem 2.1.3, if Ẽ is large enough the Sm,n(E,K) will
be complete and the S̃m,n may even be (ρ)-adically complete. On the other hand if
Ẽ ⊂ K̃ is small, the Sm,n will be far from complete and the S̃m,n far from (ρ)-adically
complete. Nevertheless, for all choices of E, S◦m,n is, by definition, the direct limit
of the ‖ · ‖-complete and (ρ)-adically complete rings B〈ξ〉[[ρ]], and this key property
allows the development of the theory.

(ii) There is a larger class of power series rings in which many of the results and
proofs of this paper remain valid. This larger class is defined as follows. Fix a family
B of complete, quasi-Noetherian subrings B ⊂ K◦ that satisfy the properties (a), (b),
(c) and (d) listed after Definition 2.1.1, and put

Sm,n = Sm,n(B,K) := K ⊗K◦ lim−→
B∈B

B〈ξ〉[[ρ]].

Example 2.1.7 shows that this definition is more general.
(iii) If we wished to work over complete rings we could also have proceeded as

follows: Form the rings Sm,n(E,K) as in Definition 2.1.1, or the rings Sm,n(B,K)
defined above, and then take their completions Sm,n̂ = Sm,n(E,K)̂or Sm,n(B,K) .̂
In general the rings Sm,n(E,K)̂would be different from the rings Sm,n(E′,K) for
any E′. However all the results of the paper are true for these rings Sm,n̂ . The
proofs that use “slicing” arguments may be modified as follows. Though an arbitrary
f ∈ (Sm,n̂ )◦ need not belong to B〈ξ〉[[ρ]] for any B ∈ B, there is an increasing sequence
B(0) ⊂ B(1) ⊂ . . . from B and f (i) ∈ B(i)〈ξ〉[[ρ]] such that ‖f − f (i)‖ → 0.

Example 2.1.7. — We give an example of a B, as in Remark 2.1.6(ii), such that there
is no E with Sm,n(B,K) ⊂ Sm,n(E,K). Consider F = Fp(t1, t2, . . . )(z) with absolute
value derived from the (z)-adic valuation and let K be the completion of the algebraic
closure of F . Let {αi} be a sequence of positive rationals converging to zero, and define
inductively

E0 := Fp(ti + zαi , i ∈ N)

Ei :=
(
Ei−1[t

p−n

i : n ∈ N]{a∈Ei−1[t
p−n

i : n∈N] : |a|=1}

) ̂ .
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2. RINGS OF SEPARATED POWER SERIES 15

Let Bi be the family of all quasi-Noetherian rings of the form(
Ei[a0, a1, . . . ]{a∈Ei[a0,a1,... ]:|a|=1}

) ̂
where {ai}i∈N is a null sequence from K◦, and let

B := ∪iBi.
We will show that for n > 0 there is no complete DVR E ⊂ K◦ such that

Sm,n(B,K) ⊂ Sm,n(E,K).

Suppose that Sm,n(B,K) ⊂ Sm,n(E,K). Since K is algebraically closed, by Remark
2.1.4 we may assume that E ⊂ K◦ is a field and that Ẽ = K̃.

Note that Ei has a countable dense subset {c0, c1, . . .}. Hence∑
ciρ
i
1 ∈ Sm,n(B,K) ⊂ Sm,n(E,K).

Therefore for each i ∈ N there is a zero sequence {a1, a2, . . .} from K◦ such that

Ei ⊂
(
E[a1, a2, . . . ]{a∈E[a1,a2,... ]:|a|=1}

)̂ =: E′i.

Since Ẽ = K̃ we may assume that |aj | < 1 for all j. Since tp
−n

i ∈ Ei, there are
enj ∈ E′i with en0 ∈ E such that

tp
−n

i = en0 +
∞∑
j=1

enjaj .

Then

ti = ep
n

n0 +
∞∑
j=1

ep
n

nja
pn

j .

Since |aj | < 1 for all j, we see that the sequence ep
n

n0 converges to ti. Since E ⊂ K◦

is a field the absolute value is trivial on E and hence ti ∈ E. The quasi-Noetherian
ring E′0 contains both E and E0. Thus it contains the elements zαi , i ∈ N. Since
|zαi | = p−αi this contradicts the discreteness of the value semigroup of E′0. One can
construct a similar counterexample in characteristic zero.

Remark 2.1.8. — We will use the term affinoid to refer to objects defined over the Tate
rings and the term quasi-affinoid to refer to objects defined over rings of separated
power series. Hence, for example, an affinoid algebra is a quotient of a Tm and a
quasi-affinoid algebra is a quotient of an Sm,n.

2.2. Noetherianness. — In this subsection, we lift the Noetherian property of the
residue rings S̃m,n to the Sm,n by lifting generators of ideals. This also yields the
property that ideals of Sm,n are strictly closed in ‖ · ‖, a property that will be further
analyzed in Subsection 3.1.

Lemma 2.2.1. — Suppose A = lim−→Aλ is a Noetherian ring which is the direct limit of
the rings Aλ. Put A := lim−→Aλ [[ρ]] ⊂ A[[ρ]]. The following are equivalent:
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16 RINGS OF SEPARATED POWER SERIES

(i) A is Noetherian.
(ii) A[[ρ]] is a flat A-algebra.
(iii) A[[ρ]] is a faithfully flat A-algebra.
(iv) Each ideal of A is closed in the (ρ)-adic topology.

If each Aλ is Noetherian and if for every λ there is some µ ≥ λ such that A is a flat
Aµ-algebra, then A[[ρ]] is a flat A-algebra.

Proof. — It is no loss of generality to assume that each Aλ ⊂ A. We first show (i) ⇒
(ii) ⇒ (iii) ⇒ (iv) ⇒ (i).

(i) ⇒ (ii). Let I be the ideal of A generated by the variables ρ1, . . . , ρn. Since
A[[ρ]] is Noetherian and since I · A[[ρ]] is contained in the Jacobson radical of A[[ρ]],
A[[ρ]] is I-adically ideal separated as an A-module. Since for every 1 ∈ N

A
/
I	 = A[[ρ]]

/
(ρ)	,

(ii) follows from (i) by the Local Flatness Criterion ([25, Theorem 22.3]).
(ii) ⇒ (iii). Let I be any ideal of A; then I · A[[ρ]] is the unit ideal if, and only if,

for some f1, . . . , f	 ∈ I and α1, . . . , α	 ∈ A, the constant term of
∑

αifi is a unit. The
latter condition holds if, and only if, I generates the unit ideal of A. Therefore (iii)
follows from (ii) by [25, Theorem 7.2].

(iii) ⇒ (iv). Since A[[ρ]] is Noetherian and since (ρ) · A[[ρ]] is contained in the
Jacobson radical, each ideal of A[[ρ]] is closed in the (ρ)-adic topology by the Krull
Intersection Theorem ([25, Theorem 8.10 (i)]). Let I be any ideal of A; then the
(ρ)-adic closure of I in A is equal to I · A[[ρ]] ∩ A. Hence to prove (iv), we must
show that I = I · A[[ρ]] ∩ A. If A[[ρ]] is faithfully flat over A, this follows from [25,
Theorem 7.5].

(iv) ⇒ (i). Let I be an ideal of A. Since A[[ρ]] is Noetherian, there are finitely
many elements f1, . . . , f	 of I which generate the ideal I · A[[ρ]]. Let J be the ideal
of A generated by f1, . . . , f	. To prove (i), we show that J = I. If each ideal of A is
closed in the (ρ)-adic topology, then, as above,

I = A ∩ I ·A[[ρ]]

= A ∩ J ·A[[ρ]]

= J,

proving (i).
Now suppose that each Aλ is Noetherian and that for every λ there is some µ ≥ λ

such that A is a flat Aµ-algebra. We show that A[[ρ]] is a flat A-algebra.
If A is a flat Aµ-algebra then

A[ρ] = A⊗Aµ Aµ [ρ]

is a flat Aµ [ρ]-algebra. Since, in addition, A is Noetherian, by the Artin-Rees Lemma
([25, Theorem 8.6]), the Aµ [ρ]-module A[ρ] is (ρ)-adically ideal-separated. Since
Aµ [ρ] is Noetherian, by the Local Flatness Criterion ([25], Theorem 22.3), for every

ASTÉRISQUE 264



2. RINGS OF SEPARATED POWER SERIES 17

1 ∈ N, A[ρ]
/
(ρ)	 is a flat Aµ [ρ]

/
(ρ)	-algebra. Since A[[ρ]]

/
(ρ)	 = A[ρ]

/
(ρ)	 and

Aµ [[ρ]]
/
(ρ)	 = Aµ [ρ]

/
(ρ)	, and since ρ1, . . . , ρn are contained in the Jacobson radical

of A[[ρ]], by another application of the local flatness criterion, A[[ρ]] is a flat Aµ [[ρ]]-
algebra. To show that A[[ρ]] is a flat A-algebra, we use [25], Theorem 7.6. Suppose
f1, . . . , f	 ∈ A; then for some µ such that A[[ρ]] is a flat Aµ [[ρ]]-algebra, f1, . . . , f	 ∈
Aµ [[ρ]]. Suppose, furthermore, for some g1, . . . , g	 ∈ A[[ρ]] that

∑
gifi = 0. Since

A[[ρ]] is a flat Aµ [[ρ]]-algebra, there are r ∈ N, ϕij ∈ Aµ [[ρ]] and γj ∈ A[[ρ]], 1 ≤ i ≤ 1,
1 ≤ j ≤ r, such that∑

i

fiϕij = 0 for all j, and gi =
∑
j

ϕijγj for all i.

Since Aµ [[ρ]] ⊂ A, it follows immediately that A[[ρ]] is a flat A-algebra.

The following is an immediate consequence of Lemma 2.2.1, taking the Aλ to be
the B̃[ξ], B ∈ B.

Corollary 2.2.2. — The residue rings S̃m,n are Noetherian; each ideal of S̃m,n is closed
in the (ρ)-adic topology.

The next lemma allows us to lift generators of an ideal Ĩ of S̃m,n to generators of
the ideal I of Sm,n.

Lemma 2.2.3. — Let I ⊂ Sm,n be an ideal and let g1, . . . , gr ∈ I◦ be such that
{g̃1, . . . , g̃r} generates Ĩ. Let f ∈ S◦m,n and choose B ∈ B such that f, g1, . . . , gr ∈
B〈ξ〉[[ρ]]. Suppose that ‖f − h‖ < ‖f‖ for some h ∈ I. Then there are f1, . . . , fr ∈
B〈ξ〉[[ρ]] with

(2.2.1)

∥∥∥∥∥f −
r∑
i=1

figi

∥∥∥∥∥ < ‖f‖
and ‖f‖ = max

1≤i≤r
‖fi‖.

Proof. — Let B = B0 ⊃ B1 ⊃ · · · be the natural filtration of B, and suppose

f ∈ Bp〈ξ〉[[ρ]] \Bp+1〈ξ〉[[ρ]] .

Find bp ∈ B with Bp = {b ∈ B : |b| ≤ |bp|}, let πp : Bp → B̃p ⊂ K̃ be the B-module
residue epimorphism a �→ (b−1p a)∼, and write

K̃ = B̃p ⊕ V

for some B̃-vector space V . This implies that

(2.2.2) K̃ [ξ][[ρ]] = B̃p [ξ][[ρ]]⊕ V [ξ][[ρ]]

as B̃ [ξ][[ρ]]-modules. (This useful decomposition can be found in [14].)

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2000



18 RINGS OF SEPARATED POWER SERIES

Since ‖f − h‖ < ‖f‖ for some h ∈ I, we have πp(f) ∈ Ĩ. Since g̃1, . . . , g̃r generate
Ĩ, we have

πp(f) =
r∑
i=1

f̃ig̃i ∈ B̃p[ξ][[ρ]]

for some f̃1, . . . , f̃r ∈ K̃ [ξ][[ρ]]. By (2.2.2), we may assume f̃1, . . . , f̃r ∈ B̃p [ξ][[ρ]].
Thus there are f1, . . . , fr ∈ Bp〈ξ〉[[ρ]] corresponding to f̃1, . . . , f̃r under the residue
map πp. Clearly, ‖f −

∑
fjgj‖ < ‖f‖.

Since each B ∈ B has discrete value semigroup and since B〈ξ〉[[ρ]] is complete in
‖·‖, Lemma 2.2.3 implies that the separated power series rings are Noetherian.

Corollary 2.2.4 (cf. [17, Proposition 2.6.2]). — The rings Sm,n are Noetherian. Indeed,
let I ⊂ Sm,n be an ideal and suppose the residues of g1, . . . , gr ∈ I◦ generate Ĩ in
S̃m,n. Then for every f ∈ I there are f1, . . . , fr ∈ Sm,n with

f =
r∑
i=1

figi,

and ‖f‖ = max1≤i≤r ‖fi‖. Moreover, if for some B ∈ B, f, g1, . . . , gr ∈ B〈ξ〉[[ρ]],
then f1, . . . , fr may also be taken to lie in B〈ξ〉[[ρ]].

In fact, Lemma 2.2.3 yields the slightly stronger result, Corollary 2.2.6.

Definition 2.2.5 (cf. [6, Definition 1.1.5.1]). — Let (A, v) be a multiplicatively valued
ring. An ideal I of A is called strictly closed in v iff for every f ∈ A there is some
g ∈ I such that v(f − g) ≤ v(f − h) for every h ∈ I.

Corollary 2.2.6. — Ideals of Sm,n are strictly closed in ‖·‖. Indeed, let I ⊂ Sm,n be an
ideal and suppose the residues of g1, . . . , gr ∈ I◦ generate Ĩ in S̃m,n. Then for every
f ∈ Sm,n there are f1, . . . , fr ∈ Sm,n with∥∥∥∥∥f −

r∑
i=1

figi

∥∥∥∥∥ ≤ ‖f − h‖

for every h ∈ I, and ‖f‖ ≥ max1≤i≤r ‖fi‖. Moreover, if for some

B ∈ B, f, g1, . . . , gr ∈ B〈ξ〉[[ρ]] ,

then f1, . . . , fr may be taken to lie in B〈ξ〉[[ρ]].

Taking n = 0 in the above, we obtain [6, Corollary 5.2.7.8].
In Subsection 3.1, we will be interested in some refinements of Corollary 2.2.6.

Definition 2.2.7. — Let I be an ideal of Sm,n. For f ∈ Sm,n, we define the residue
norm

‖f‖I := inf{‖f − h‖ : h ∈ I}.
From Corollary 2.2.6, it follows that there is some h ∈ I such that ‖f‖I = ‖f − h‖.
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2. RINGS OF SEPARATED POWER SERIES 19

The direct sum (Sm,n/I)	 is a normed (Sm,n/I)-module via

‖ · ‖I : (Sm,n/I)	 → R+ : (f1, . . . , f	) �→ max
1≤i≤	

‖fi‖I .

We will be concerned with submodules M of (Sm,n/I)	, which will be endowed with
the norm ‖ · ‖I . Residue modules play an important role.

Definition 2.2.8. — Let (M, | · |) be a normed K-module. By M ◦ and M◦◦ denote,
respectively, the K◦-modules

M◦ := {f ∈M : |f | ≤ 1} and

M◦◦ := {f ∈M : |f | < 1}.

We define the residue module M̃ by

M̃ := M◦/M◦◦.

It is a K̃-module.

From Corollary 2.2.6, it follows that

(Sm,n/I)◦ = S◦m,n/I
◦ and (Sm,n/I)∼ = S̃m,n/Ĩ.

2.3. Weierstrass Division Theorems. — We recall in Theorem 2.3.2 the Weier-
strass Division Theorems for the rings Sm,n (see [16] and [17]) in the form given in
[2, Section 1.2]. These will be used in Section 4 and extensively in Section 5. In
Theorem 2.3.8, we prove an extension of these division theorems to handle Weier-
strass divisors with coefficients in a quasi-affinoid algebra. The statement and proof
of Theorem 2.3.8 rely on results of Sections 4 and 5, but the theorem itself is only
used in Section 6 and in [23].

Definition 2.3.1 (cf. [17, Sections 2.3 and 2.4]). — An element f ∈ S̃m,n is regular in
ξm of degree s iff for some c ∈ K̃, cf is congruent modulo (ρ) · S̃m,n to a monic
polynomial in ξm of degree s. An element f ∈ S̃m,n is regular in ρn of degree s iff
f(ξ, 0, . . . , 0, ρn) = ρsn ·g(ξ, ρn) for some unit g ∈ K̃[ξ][[ρn]]. An element f ∈ Sm,n\{0}
is regular of degree s in ξm (respectively, ρn) iff for some c ∈ K, (cf)∼ ∈ S̃m,n is
regular of degree s in ξm (respectively, ρn).

The formal power series ring B̃[ξ][[ρ]], whence S̃m,n, has the usual local Weierstrass
Division Theorem for elements regular in ρ, as in [41, Theorem VI.1.5]. As in [1,
Section 2.2] or in [17, Proposition 2.4.1], this lifts to the complete, linearly topolo-
gized ring B〈ξ〉[[ρ]]. As explained in Subsection 2.1, B̃[ξ][[ρ]] is equal to the strictly
convergent power series ring B̃[[ρ]]〈ξ〉. The Euclidean Division Theorem for B̃[ξ] lifts
to a Weierstrass Division Theorem in B̃[[ρ]]〈ξ〉 for elements regular in ξ, as in [6, The-
orem 5.2.1.2]. This may be lifted to B〈ξ〉[[ρ]] as in [17, Proposition 2.3.1], or as in
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20 RINGS OF SEPARATED POWER SERIES

[2, Section 1.2], using the Hensel’s Lemma of [8, Section 4]. This yields the following
theorem.

Theorem 2.3.2 (Weierstrass Division Theorem,cf. [17, Propositions 2.3.1 and 2.4.1])
Let f, g ∈ S◦m,n with ‖f‖ = 1.

(i) If f is regular in ξm of degree s, then there exist unique q ∈ S◦m,n and r ∈
S◦m−1,n [ξm] of degree at most s − 1 such that g = qf + r. If g ∈ I · S◦m,n for
some (closed) ideal I of S◦m−1,n, then q, r ∈ I · S◦m,n.

(ii) If f is regular in ρn of degree s, then there exist unique q ∈ S◦m,n and r ∈
S◦m,n−1 [ρn] of degree at most s−1 such that g = qf + r. If g ∈ I ·S◦m,n for some
(closed) ideal I of S◦m,n−1, then q, r ∈ I · S◦m,n.

Moreover, if f, g ∈ B〈ξ〉[[ρ]] for some B ∈ B, also, q, r ∈ B〈ξ〉[[ρ]].

Dividing ξsm (or ρsn) by an element f ∈ Sm,n regular in ξm (or ρn) of degree s, we
obtain the following corollary.

Corollary 2.3.3 (Weierstrass Preparation Theorem). — Let f ∈ S ◦m,n with ‖f‖ = 1.

(i) If f is regular in ξm of degree s, then there exist a unique unit u of S◦m,n and
a unique monic polynomial P ∈ S◦m−1,n [ξm] of degree s such that f = u · P ; in
addition, P is regular in ξn of degree s.

(ii) If f is regular in ρn of degree s, then there exist a unique unit u of S◦m,n and
a unique monic polynomial P ∈ S◦m,n−1 [ρn] of degree s such that f = u · P ; in
addition, P is regular in ρn of degree s.

Moreover, if f ∈ B〈ξ〉[[ρ]] for some B ∈ B, also u, P ∈ B〈ξ〉[[ρ]].

Unlike the rings B [[ξ, ρ]] and B〈ξ, ρ〉, there may be no automorphism of Sm,n under
which a given element f with ‖f‖ = 1 becomes regular (see Example 2.3.5).

Definition 2.3.4 (cf. [17, Section 3.12]). — An element f =
∑

fµ(ρ)ξµ ∈ S̃m,n is pre-
regular in ξ of degree µ0 iff fµ0 �≡ 0 modulo (ρ) · S̃m,n and fµ ≡ 0 modulo (ρ) · S̃m,n
for all µ lexicographically larger than µ0. An element f =

∑
fν(ξ)ρν ∈ S̃m,n is pre-

regular in ρ of degree ν0 iff fν0 ∈ K̃ \ {0} and for all lexicographically smaller indices
ν, fν = 0. An element f ∈ Sm,n \ {0} is preregular in ξ of degree µ0 (respectively, in
ρ of degree ν0) iff for some c ∈ K, (cf)∼ ∈ S̃m,n is preregular of the same degree.

If f is preregular in ξ (respectively, ρ) then after an automorphism of the form
ρ �→ ρ, ξm �→ ξm, ξi �→ ξi + ξcim (respectively, ξ �→ ξ, ρn �→ ρn, ρj �→ ρj + ρ

cj
n ) f

becomes regular in ξm (respectively, ρn) of some degree s. Such automorphisms are
called Weierstrass automorphisms.

Example 2.3.5. — The element ξ ·ρ ∈ S1,1 is not preregular. Indeed, there is no finite
monomorphism Sm,n → S1,1/(ξρ) for any m,n ∈ N. Since the map

S1,0 ⊕ S0,1 → S1,1/(ξρ) : (f, g) �→ f + g
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2. RINGS OF SEPARATED POWER SERIES 21

is surjective and dimS1,0 = dimS0,1 = 1 (see Corollary 4.2.2), we must have

dim(S1,1/(ξρ)) = 1.

Thus, if there were a finite monomorphism

ϕ : Sm,n → S1,1/(ξρ),

either m = 1 and n = 0, or m = 0 and n = 1. We treat the case m = 1 and n = 0.
Let

α : S1,1/(ξρ)→ S0,1 = S1,1/(ξρ, ξ)

be the canonical projection. Since α is surjective,

α ◦ ϕ : S1,0 → S0,1

is finite. Since dimS0,1 = 1, α ◦ ϕ must be injective. By [6, Proposition 3.8.1.7], we
can reduce modulo K◦◦ to obtain a finite K̃-algebra homomorphism

(α ◦ ϕ)∼ : K̃ [ξ]→ S̃0,1.

But such a map cannot exist, since the transcendence degree of S̃0,1 over K̃ is infinite.

Remark 2.3.6. — For every nonzero f ∈ S0,n, there is a Weierstrass automorphism of
S0,n under which f becomes regular in ρn of some degree. Therefore, arguing as in
[6, Theorem 6.1.2.1], one proves the following version of Noether Normalization: Let
d be the Krull dimension of S0,n/I; then there is a finite K-algebra monomorphism
ϕ : S0,d → S0,n/I.

In Definition 5.2.7, we will define the ring A〈ξ〉[[ρ]]s ⊂ A [[ξ, ρ]] of separated power
series with coefficients in a quasi-affinoid algebra A. Using the results of Subsec-
tion 5.2, we state and prove here relative Weierstrass Division Theorems for such
rings. These theorems will be used only in Section 6 and in [23].

Definition 2.3.7. — Let A be a quasi-affinoid algebra. By the Extension Lemma,
Theorem 5.2.6, for each x ∈ MaxA, there is a unique homomorphism

εx : A〈ξ1, . . . , ξm〉[[ρ1, . . . , ρn]]s → Sm,n(E,A/x)

extending the map A → A/x and preserving the variables ξ and ρ. An element
f ∈ A〈ξ〉[[ρ]]s is regular in ξm (respectively, ρm) of degree s iff for each x ∈ MaxA,
εx(f) ∈ Sm,n(E,A/x) is regular in ξm (respectively, ρn) of degree s. Preregular
elements are defined similarly.

Theorem 2.3.8 (Weierstrass Division Theorem). — Let A be a quasi-affinoid algebra,
and let f, g ∈ A〈ξ〉[[ρ]]s.
(i) If f is regular in ξm of degree s, then there exist unique q ∈ A〈ξ〉[[ρ]]s and

r ∈ A〈ξ′〉[[ρ]]s[ξm] of degree at most s − 1 such that g = qf + r (where ξ′ =
(ξ1, . . . , ξm−1).)
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(ii) If f is regular in ρn of degree s, then there exist unique q ∈ A〈ξ〉[[ρ]]s and
r ∈ A〈ξ〉[[ρ′]]s[ρn] of degree at most s − 1 such that g = qf + r (where ρ′ =
(ρ1, . . . , ρn−1).)

Proof
(i) Existence. Write

f =
∑
µ,ν

aµνξ
µρν =

∑
i≥0

fiξ
i
m.

Since f is regular in ξm of degree s, εx(fs) is a unit of Sm−1,n(E,A/x) for each
x ∈ MaxA. It follows by the Nullstellensatz, Theorem 4.1.1, that fs is a unit of
A〈ξ〉[[ρ]]s. Since εx(f−1s ) · εx(f) is regular in ξm of degree s for each x ∈ MaxA, we
may therefore take fs = 1. It follows that

εx(fi) ∈ S◦m−1,n(E,A/x), i < s,

and
εx(fi) ∈ (ρ)S◦m−1,n(E,A/x) + S◦◦m−1,n(E,A/x), i > s,

for every x ∈ MaxA. By Corollary 5.1.8, fi is power-bounded for i < s and fi is
quasi-nilpotent for i > s.

Write A = Sm′,n′/I and consider the canonical projection

ϕ : Sm+m′,n+n′ → A〈ξ〉[[ρ]]s
modulo I · Sm+m′,n+n′ . Let

F =
∑

Fiξ
i
m

be a preimage of f , where each Fi ∈ Sm−1+m′,n+n′ . By Lemma 3.1.6, there is an r

so that for i > s,

Fi =
r∑
j=1

HijFs+j ,

where ‖Hi1‖, . . . , ‖Hir‖ ≤ 1.
By the Extension Lemma, Theorem 5.2.6, there is a K-algebra homomorphism ψ

such that
Sm+m′,n+n′

⊂✲ Sm+m′+s,n+n′+r

✠�
�

�
�

�

ψ

A〈ξ〉[[ρ]]s

ϕ

❄

commutes, and

ψ(ξi) = ξi, 1 ≤ i ≤ m; ψ(ξm+i) = ϕ(ξm+i), 1 ≤ i ≤ m′;

ψ(ξm+m′+i) = fi−1, 1 ≤ i ≤ s,
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and

ψ(ρi) = ρi, 1 ≤ i ≤ n; ψ(ρn+i) = ϕ(ρn+i), 1 ≤ i ≤ n′;

ψ(ρn+n′+i) = fs+i, 1 ≤ i ≤ r.

Note that f is the image under ψ of

f∗ :=
s−1∑
i=0

ξm+m′+i+1ξ
i
m + ξsm +

∑
i>s

ξim

 r∑
j=1

Hijρn+n′+j


and f∗ ∈ Sm+m′+s,n+n′+r is regular in ξm of degree s.

Let G ∈ Sm+m′+s,n+n′+r be a preimage of g under ψ. By Theorem 2.3.2, there are
unique Q ∈ Sm+m′+s,n+n′+r and R ∈ Sm−1+m′+s,n+n′+r[ξm] of degree at most s− 1
with

G = Qf∗ +R.

Putting q = ψ(Q) and r = ψ(R) satisfies the existence assertion of part (i).

Uniqueness. Let q ∈ A〈ξ〉[[ρ]]s and let r ∈ A〈ξ′〉[[ρ]]s[ξm] be of degree at most s− 1.
Suppose

0 = qf + r;

we must show that q = r = 0. Let

Q ∈ Sm+m′+s,n+n′+r and R ∈ Sm−1+m′+s,n+n′+r[ξm]

with degR ≤ s− 1 be preimages under ψ of q and r, respectively. Then

G := Qf∗ +R ∈ Kerψ = I · Sm+m′+s,n+n′+r.

The ideal I is closed by Corollary 2.2.6; hence by Theorem 2.3.2 (i), Q,R ∈ Kerψ, as
desired.

(ii) The proof of this part is entirely analogous to the above.

The corresponding Weierstrass Preparation Theorem follows in the usual way.

Corollary 2.3.9 (Weierstrass Preparation Theorem). — Let A be a quasi-affinoid alge-
bra, and let f ∈ A〈ξ〉[[ρ]]s.
(i) If f is regular in ξm of degree s, then there exist unique unit u ∈ A〈ξ〉[[ρ]]s and

monic polynomial P ∈ A〈ξ′〉[[ρ]][ξm] of degree s such that f = uP . Furthermore
P is regular in ξm of degree s.

(ii) If f is regular in ρn of degree s, then there exist unique unit u ∈ A〈ξ〉[[ρ]]s and
monic polynomial P ∈ A〈ξ〉[[ρ′]]s[ρn] of degree s such that f ∈ uP . Furthermore
P is regular in ρn of degree s.
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3. Restrictions to Polydiscs

In this section, we study the restriction maps from ∆m,n (see Introduction) to
“closed” (and to “open”) sub-polydiscs, and show how to transfer information from
their (quasi-)affinoid function algebras back to Sm,n.

The closed subpolydiscs with which we are concerned in this section are Cartesian
products where the first m factors are closed unit discs and the next n factors are
closed discs of radius ε ∈

√
|K \ {0}|. Such products are K-affinoid varieties, and we

denote their corresponding rings of K-affinoid functions by Tm,n(ε,K).
To transfer algebraic information from the affinoid algebras Tm,n(ε) to Sm,n, we

analyze the metric behavior of the inclusions ιε : Sm,n ↪→ Tm,n(ε) as ε→ 1. We carry
out our computations by reducing to the case that ε ∈ |K \{0}|. In the case that K is
discretely valued, this entails working with certain algebraic extensions K ′ of K and
understanding the inclusion Sm,n(E,K) ↪→ Sm,n(E,K ′). The reader interested only
in the case that K is algebraically closed may omit the complications arising from
field extensions.

We are interested in studying properties of quotient rings Sm,n/I. We study such
quotient rings by studying metric properties (e.g., pseudo-Cartesian and strict) of gen-
erating systems of submodules of (Sm,n)	, and how they transform under restriction
maps to rational sub-polydiscs.

In Subsection 3.1, we introduce metric properties of generating systems of sub-
modules of (Sm,n)	 and of (S̃m,n)	. In particular we introduce a valuation, the total
value v, on Sm,n which lifts the (ρ)-adic valuation on S̃m,n and refines the Gauss
norm on Sm,n. This allows us to formulate the “slicing” arguments whereby (ρ)-adic
properties of S̃m,n are seen to lift to Sm,n. The valuations ‖ · ‖ and v induce norms
‖ · ‖M and vM on a quotient module (Sm,n)	/M . We prove a number of estimates.

In Subsection 3.2, we study restrictions to closed subpolydiscs. The main result is
Theorem 3.2.3, which says that if ε is suitably large, then a strict generating system
remains strict under restriction.

In Subsection 3.3, we transfer information from Tm,n(ε) back to Sm,n. The main
results are Theorem 3.3.1 and its corollaries, which show, roughly speaking, how to
replace powers of ε with powers of (ρ) for ε near 1. More precisely, they establish a
key relation between vM and ‖·‖ιε(M)·Tm,n(ε) uniformly in ε for ε suitably large, which
is used extensively in the rest of this paper. This is how we overcome the difficulties
stemming from the failure of Noether normalization for Sm,n.

In Subsection 3.4 we study restrictions from ∆m,n to certain disjoint unions of open
subpolydiscs. When the centers of the polydiscs are K-rational, these maps have the
form ϕ : Sm,n → ⊕rj=0S0,n+m. In the case of non-K-rational centers, the restriction
maps are only slightly more complicated. We show in Theorems 3.4.3 and 3.4.6 that
such restrictions are isometries in the residue norms derived from ‖·‖ and respectively
I and ϕ(I), provided the finite collection of open polydiscs is chosen appropriately.
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Theorems 3.4.3 and 3.4.6 will be used in Subsection 5.5 to derive the fact that on
certain reduced quotients Sm,n/I, the residue and supremum norms are equivalent
from the simpler case of reduced quotients S0,n+m/I.

3.1. Strict and Pseudo-Cartesian Modules. — We introduce metric properties
of generating systems of submodules of (Sm,n)	 and (S̃m,n)	 and their quotients. We
introduce a valuation, the total value v, on Sm,n which lifts the (ρ)-adic valuation on
S̃m,n and refines the Gauss norm on Sm,n. The lemmas of this subsection show how
certain metric properties of generating systems of modules lift from residue modules
and transform under maps and ground field extension.

Let (A, v) be a multiplicatively valued ring, and let (N,w) be a normed A-module;
i.e.,

w(an) ≤ v(a)w(n)

for all a ∈ A, n ∈ N . Let M be an A-submodule of N . A finite generating system
{g1, . . . , gr} of M is called w-strict iff for all f ∈ N there exist a1, . . . , ar ∈ A such
that

(3.1.1)

w(f) ≥ max
1≤i≤r

v(ai)w(gi), and

w

(
f −

r∑
i=1

aigi

)
≤ w(f − h) for all h ∈M.

The generating system {g1, . . . , gr} is called w-pseudo-Cartesian iff (3.1.1) is only
assumed to hold for all f ∈ M ; i.e., iff for all f ∈ M there exist a1, . . . , ar ∈ A such
that

w(f) ≥ max
1≤i≤r

v(ai)w(gi), and

f =
r∑
i=1

aigi.

An A-module M ⊂ N is called w-strict (w-pseudo-Cartesian) iff it has a w-strict
(w-pseudo-Cartesian) generating system. Usually, N will be a quotient of the 1-fold
norm-direct sum of Sm,n.

Along with the Gauss norm, we will be interested primarily in two other valuations.
One, the residue order, is a rank-one additive valuation on S̃m,n. The other, the total
value, is a rank-two multiplicative valuation on Sm,n. These valuations are defined
below.

Assume n ≥ 1, and define the map õ : S̃m,n → Z∪{∞} as follows. Put õ(0) :=∞,
and for f ∈ S̃m,n \ {0}, put õ(f) := 1, where f ∈ (ρ)	 \ (ρ)	+1. It will not lead
to confusion if we also define the map õ : Sm,n → Z ∪ {∞} by õ(0) := ∞, and for
f ∈ Sm,n \ {0}, õ(f) := õ((cf)∼), where c ∈ K satisfies ‖cf‖ = 1. The map õ is called
the residue order. The residue order is an additive valuation on S̃m,n.
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Consider (R+ \ {0})2 as an ordered group with coordinatewise multiplication and
lexicographic order. Define a map v : Sm,n → (R+ \ {0})2 ∪ {(0, 0)} as follows. Put
v(0) := (0, 0), and for f ∈ Sm,n \ {0}, put

v(f) :=
(
‖f‖ , 2−eo(f)

)
.

Then v is a multiplicative valuation on Sm,n, called the total value. Note that v

extends the absolute value on K in an obvious sense.
The total value yields information on elements f(ξ, ρ) ∈ Sm,n as |ρ| → 1, in a

sense to be made precise in Subsections 3.2 and 3.3. Our aim in this subsection is
to establish an analogue of Corollary 2.2.6 for the total value. This analogue will be
established by lifting a similar result for the residue order from the residue ring S̃m,n.

Let M ⊂ (Sm,n)	 be a submodule. Put M◦ := (S◦m,n)
	 ∩M and let M̃ be the

image of M◦ under the canonical residue epimorphism ∼: (S◦m,n)	 → (S̃m,n)	.
The next lemma establishes a basic lifting property of õ-strict generating systems.

The lemma ensures that the lifting behaves well with respect to restrictions. More
precisely,

‖ai(ξ, c · ρ)‖ = |c|eo(ai)‖ai‖

for any c ∈ K◦ \ {0} and any ai ∈ Sm,n that satisfies condition (i). Condition (ii)
stems from the definition of strictness. And condition (iii) says that we’ve done the
whole slice.

Lemma 3.1.1. — Let M be a submodule of (Sm,n)	. Let B ∈ B and let {g1, . . . , gr} ⊂
(B〈ξ〉[[ρ]])	 ∩M satisfy ‖gi‖ = 1 for i = 1, . . . , r. Suppose {g̃1, . . . , g̃r} is an õ-strict
generating system of M̃ . Let B = B0 ⊃ B1 ⊃ · · · be the natural filtration of B and
suppose f ∈ (Bp〈ξ〉[[ρ]])	 \ (Bp+1〈ξ〉[[ρ]])	. Then there are a1, . . . , ar ∈ Bp〈ξ〉[[ρ]] such
that

(i) for i = 1, . . . , r if ai �= 0 then ai ∈ (ρ)eo(ai)Bp〈ξ〉[[ρ]] \Bp+1〈ξ〉[[ρ]],
(ii) v(f) ≥ max1≤i≤r v(aigi), and
(iii) if v(f − h) < v(f −

∑r
i=1 aigi) for some h ∈M , then ‖f −

∑r
i=1 aigi‖ < ‖f‖.

(When condition (i) holds, to verify (ii), it suffices to verify

(ii)′ õ(f) ≤ min1≤i≤r õ(aigi),

since a1, . . . , ar ∈ Bp〈ξ〉[[ρ]].)

Proof. — Let πp : Bp → B̃p ⊂ K̃ be the B-module residue epimorphism a �→ (b−1p a)∼

and write K̃ = B̃p ⊕ V for some B̃-vector space V . Then

(3.1.2) K̃[ξ][[ρ]] = B̃p[ξ][[ρ]]⊕ V [ξ][[ρ]]

ASTÉRISQUE 264



3. RESTRICTIONS TO POLYDISCS 27

as B̃[ξ][[ρ]]-modules, and õ(a + b) = min{õ(a), õ(b)} when a ∈ B̃p[ξ][[ρ]] and b ∈
V [ξ][[ρ]]. Since {g̃1, . . . , g̃r} is õ-strict, there are c̃1, . . . , c̃r ∈ S̃m,n so that

(3.1.3) õ(πp(f)) ≤ min
1≤i≤r

õ(c̃ig̃i) and õ
(
πp(f)−

r∑
i=1

c̃ig̃i

)
≥ õ(f − h)

for all h ∈ M̃ .
By (3.1.2), we may write c̃i = ãi + b̃i where ãi ∈ B̃p[ξ][[ρ]] and b̃i ∈ V [ξ][[ρ]],

1 ≤ i ≤ r. Since g̃1, . . . , g̃r ∈ (B̃[ξ][[ρ]])	, by (3.1.2)

õ
(
πp(f)−

∑
ãig̃i

)
≥ õ
(
πp(f)−

∑
c̃ig̃i

)
and

min
1≤i≤r

õ(ãig̃i) ≥ min
1≤i≤r

õ(c̃ig̃i).

Thus, (3.1.3) holds with ãi in place of c̃i. Now for any ã ∈ B̃p[ξ][[ρ]], if ã �= 0 then
ã ∈ (ρ)eo(ea)B̃p[ξ][[ρ]]. Hence there are a1, . . . , ar ∈ Bp〈ξ〉[[ρ]] such that for 1 ≤ i ≤ r,
πp(ai) = ãi, ai = 0 if ãi = 0 and ai ∈ (ρ)eo(eai)Bp〈ξ〉[[ρ]] if ãi �= 0. It is clear that
a1, . . . , ar satisfy the lemma.

We show in Theorem 3.1.3 that every submodule of (Sm,n)	 is v-strict. In light
of Lemma 3.1.1, the next lemma reduces this to showing that every submodule of
(S̃m,n)	 is õ-strict.

Lemma 3.1.2. — Let M be a submodule of (Sm,n)	 and suppose {g1, . . . , gr} ⊂ M◦

satisfies g̃1, . . . , g̃r �= 0. Then {g1, . . . , gr} is a v-strict generating system of M if and
only if {g̃1, . . . , g̃r} is an õ-strict generating system of M̃ . Moreover

(i) if {g1, . . . , gr} is v-strict and f, g1, . . . , gr ∈ (B〈ξ〉[[ρ]])	 then there are
h1, . . . , hr ∈ B〈ξ〉[[ρ]] such that

v

(
f −

r∑
i=1

higi

)
≤ v(f − h)

for all h ∈M and
v(f) ≥ max

1≤i≤r
v(higi),

and
(ii) if {g̃1, . . . , g̃r} is õ-strict and f̃ , g̃1, . . . , g̃r ∈ (B̃[ξ][[ρ]])	 then there are

h̃1, . . . , h̃r ∈ B̃[ξ][[ρ]] such that

õ

(
f̃ −

r∑
i=1

h̃ig̃i

)
≥ õ(f̃ − h̃)

for all h̃ ∈ M̃ and
õ(f̃) ≤ min

1≤i≤r
õ(h̃ig̃i).
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Proof
(⇒) Let f̃ ∈ (S̃m,n)	 \ {0} and lift f̃ to an element f ∈ (S◦m,n)	. Find a1, . . . , ar ∈

S◦m,n such that v(f) ≥ max1≤i≤r v(aigi) and

(3.1.4) v

(
f −

r∑
i=1

aigi

)
≤ v(f − h)

for every h ∈M . Since ‖f‖ = 1, we must have that

õ(f) ≤ min {õ(aigi) : ‖aigi‖ = 1} .

Thus õ(f) ≤ min1≤i≤r õ(ãig̃i). If ‖f −
∑r
i=1 aigi‖ < 1 then f̃ =

∑r
i=1 ãig̃i ∈ M̃

and we are done. Otherwise, assume ‖f −
∑r
i=1 aigi‖ = 1. Let h̃ ∈ M̃ and lift h̃ to

h ∈M◦. Hence, by (3.1.4), ‖f − h‖ = 1 and

õ
(
f̃ −

r∑
i=1

ãig̃i

)
= õ
(
f −

r∑
i=1

aigi

)
≥ õ(f − h) = õ(f̃ − h̃),

and we have proved that {g̃1, . . . , g̃r} is õ-strict.
(⇐) Parts (i) and (ii), as well as (⇐) follow immediately from Lemma 3.1.1 using

the facts that ‖Sm,n‖ = |K|, |B \ {0}| ⊂ R+ \ {0} is discrete and B〈ξ〉[[ρ]] is complete
in ‖ · ‖ for every B ∈ B.

Now the proof of Theorem 3.1.3 reduces to a computation involving the Artin-Rees
Lemma for the (ρ)-adic topology on (S̃m,n)	.

Theorem 3.1.3. — Each submodule of (Sm,n)	 is v-strict. Each submodule of (S̃m,n)	

is õ-strict.

Proof. — By Lemma 3.1.2, we need only prove the last assertion. Let M ⊂ (S̃m,n)	

be a submodule.

Claim (A). — If {g1, . . . , gr} is an õ-pseudo-Cartesian generating system of M then
it is õ-strict.

The ideal (ρ) is contained in the Jacobson radical of S̃m,n = lim−→ B̃[ξ][[ρ]]. Hence
by the Krull Intersection Theorem ([25, Theorem 8.10]), the õ-topology on (S̃m,n)	

is separated and M is a closed set.
Let f ∈ (S̃m,n)	. Since M is closed and since õ((S̃m,n)	) = N ∪ {∞} there is some

f0 ∈M such that
õ(f − f0) ≥ õ(f − h)

for all h ∈ M . Putting h = 0 in the above we have õ(f0) ≥ õ(f) by the ultrametric
inequality. There are a1, . . . , ar ∈ S̃m,n such that

õ(f0) = min
1≤i≤r

õ(aigi) and f0 =
r∑
i=1

aigi.
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Thus, we have that õ(f) ≤ õ(f0) = min
1≤i≤r

õ(aigi) and

õ
(
f −

r∑
i=1

aigi

)
≥ õ(f − h)

for all h ∈M . This proves the claim.

For i ∈ N, put
Mi := {f ∈M : õ(f) ≥ i}.

We have M = M0 ⊃M1 ⊃ · · · . By the Artin-Rees Lemma ([25, Theorem 8.5]) there
is some c ∈ N such that for all i > c

(3.1.5) Mi = (ρ)i−cMc.

Each quotientMi/Mi+1 is a finite module over S̃m,n/(ρ) = T̃m. Find r ∈ N sufficiently
large so that each Mi/Mi+1 can be generated by r elements for 0 ≤ i ≤ c. By
πi : Mi → Mi/Mi+1, denote the canonical projection. For each 1 ≤ i ≤ c, choose
gij ∈ Mi \ Mi+1, 1 ≤ j ≤ r, so that πi(gi1), . . . , π(gir) generate the T̃m-module
Mi/Mi+1.

Claim (B). — {gij} is an õ-strict generating system of M .

By Claim A, it suffices to show that {gij} is an õ-pseudo-Cartesian generating
system.

Let f ∈M , and let B ∈ B be such that {f}∪{gij} ⊂ (B̃[ξ][[ρ]])	. Write K̃ = B̃⊕V
for some B̃-vector space V . Then

(3.1.6) K̃[ξ][[ρ]] = B̃[ξ][[ρ]]⊕ V [ξ][[ρ]]

as B̃[ξ][[ρ]]-modules, and õ(a+b) = min{õ(a), õ(b)} when a ∈ B̃[ξ][[ρ]] and b ∈ V [ξ][[ρ]].
Put N := (B̃[ξ][[ρ]])	 ∩M ; and for i ∈ N, put

Ni := {h ∈ N : õ(h) ≥ i} = (B̃[ξ][[ρ]])	 ∩Mi.

It follows from (3.1.6) that πi(gi1), . . . , πi(gir) generate the B̃[ξ]-module Ni/Ni+1 for
0 ≤ i ≤ c. Furthermore, by (3.1.5), {πi(ρνgcj)}1≤j≤r,|ν|=i−c generates the B̃[ξ]-
module Ni/Ni+1 for i > c. Since õ(gij) = i and since B̃[ξ][[ρ]] is complete in õ, the
claim follows.

Lemma 3.1.4. — Let M be a submodule of (Sm,n)	 and suppose that {g1, . . . , gr} ⊂
M◦ satisfy g̃1, . . . , g̃r �= 0. Then {g1, . . . , gr} is a ‖·‖-strict generating system of M
if, and only if, {g̃1, . . . , g̃r} generate M̃ . In particular, since S̃m,n is Noetherian, each
submodule of (Sm,n)	 is ‖·‖-strict.

Proof. — As in Lemmas 3.1.1 and 3.1.2.

It follows from Theorem 3.1.3 and Lemma 3.1.4 that we may make the following
definitions.
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Definition 3.1.5 (cf. Definition 2.2.7). — Let M be a submodule of (Sm,n)	. For f ∈
(Sm,n)	 we define the residue norms

vM (f) := inf{v(f − h) : h ∈M}, and
‖f‖M := inf{‖f − h‖ : h ∈M}.

There is some h ∈M such that vM (f) = v(f − h) and ‖f‖M = ‖f − h‖. Let M be a
submodule of (S̃m,n)	. For f ∈ (S̃m,n)	 we define

õM (f) := sup{õ(f − h) : h ∈M}.

There is some h ∈M such that õM (f) = õ(f − h).

It follows from Lemma 3.1.4 that ‖ · ‖M is a norm on (Sm,n)	/M . If E is such
that Sm,n = Sm,n(E,K) is complete in ‖ · ‖ (see Theorem 2.1.3) then (Sm,n)	/M is
complete in ‖ · ‖M .

The following lemma is an application of Theorem 3.1.3. It is used in Theo-
rem 2.3.8. In the statement of the lemma, the set A will usually consist of the
coefficients fi of a power series

F =
∑
i≥0

fi(ξ, ρ)λi ∈ B〈ξ, λ〉[[ρ]] (respectively, B〈ξ〉[[ρ, λ]]).

The lemma allows us to write all the coefficients of F as linear combinations of the
first few:

F =
∑
i≥0

r∑
j=1

hijfjλ
i

in such a way that each power series

Fj :=
∑
i≥0

hijλ
i ∈ B′〈ξ, λ〉[[ρ]] (respectively, B′〈ξ〉[[ρ, λ]]),

for some B ⊂ B′ ∈ B. Although B〈ξ〉[[ρ]] is not in general Noetherian, we are still
able to do this. The estimate in the lemma is sufficient to guarantee convergence of
Fj in the (B1 + (ρ))-adic (respectively, (B1 + (ρ, λ))-adic) topology.

Lemma 3.1.6. — Let B ∈ B and A ⊂ B〈ξ〉[[ρ]]. Then there are

f1, . . . , fr ∈ A, 10, c, e ∈ N, and B ⊂ B′ ∈ B

with the following property. Let B′ = B′0 ⊃ B′1 ⊃ · · · be the natural filtration of B′.
For each f ∈ A there are h1, . . . , hr ∈ B′〈ξ〉[[ρ]] such that

f =
r∑
i=1

hifi.

If, in addition,
f ∈ B′	〈ξ〉[[ρ]] + (ρ)2	e+cB′〈ξ〉[[ρ]]
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for some 1 > 10, then we may choose h1, . . . , hr such that

h1, . . . , hr ∈ B′	〈ξ〉[[ρ]] + (ρ)	eB′〈ξ〉[[ρ]].

Proof. — Put I := A ·Sm,n, and let {g1, . . . , gd} ⊂ Sm,n \{0} be a v-strict generating
system of I. Since Sm,n is Noetherian, there are f1, . . . , fs ∈ A and hij ∈ Sm,n such
that

gi =
s∑
j=1

hijfj, 1 ≤ i ≤ d.

Without loss of generality, we may assume that all gi, hij ∈ S◦m,n and

‖g1‖ = · · · = ‖gd‖ = |α|,

for some α ∈ K◦ \ {0}. Find B ⊂ B′ ∈ B such that
1
α
g1, . . . ,

1
α
gd ∈ B′〈ξ〉[[ρ]].

Let B′ = B′0 ⊃ B′1, . . . be the natural filtration of B′ and find 10 so that

α ∈ B′	0 \B
′
	0+1.

Put
e := max

1≤i≤d
õ(gi).

To find a suitable c ∈ N, consider the ideal

J := A · (B′/B′	0)[ξ][[ρ]].

The ring (B′/B′	0)[ξ][[ρ]] is Noetherian, so the Artin–Rees Lemma, [25, Theorem 8.5],
yields a c ∈ N such that for all q ≥ c,

J ∩ (ρ)q ⊂ (ρ)q−c · J.

Find fs+1, . . . , fr ∈ A so that the images of f1, . . . , fr in (B′/B′	0)[ξ][[ρ]] generate J .
Let f ∈ A with

f ∈ B′	〈ξ〉[[ρ]] + (ρ)2	e+cB′〈ξ〉[[ρ]].
There are H1, . . . , Hr ∈ B′〈ξ〉[[ρ]] such that

f −
r∑
i=1

Hifi =: f ′ ∈ B′	0〈ξ〉[[ρ]].

By choice of c, if 1 > 10, we may assume that

H1, . . . , Hr ∈ (ρ)2	e ·B′〈ξ〉[[ρ]].

We have
f ′ ∈ B′	0〈ξ〉[[ρ]]

and if 1 > 10, we have moreover that

f ′ ∈ B′	〈ξ〉[[ρ]] + (ρ)2	eB′	0〈ξ〉[[ρ]].
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Let

τ	0 : B
′
	0 → B̃′	0 ⊂ K̃

be any residue epimorphism. Note, by choice of B′, that{
(α−1g1)∼, . . . , (α−1gd)∼

}
⊂ B̃′[ξ][[ρ]]

is an õ–strict generating system of Ĩ. Thus by Lemma 3.1.2, there are

H̃ ′11, H̃
′
21, . . . , H̃

′
d1 ∈ B̃′	0 [ξ][[ρ]]

such that

π	0(f
′) =

d∑
i=1

H̃ ′i1(α
−1gi)∼.

If 1 > 10, we have, moreover, that

H̃ ′11, . . . , H̃
′
d1 ∈ (ρ)2	e−cB̃′	0 [ξ][[ρ]].

Lift H̃ ′11, . . . , H̃
′
d1 to elements H ′11, . . . , H

′
d1 ∈ B′	0〈ξ〉[[ρ]] such that for each i,

H ′i1 ∈ (ρ)eo( eH
′
i1)B′	0〈ξ〉[[ρ]].

Put

f ′′ := f ′ −
d∑
i=1

H ′i1gi ∈ B′	0+1〈ξ〉[[ρ]],

and observe that if 1 > 10

f ′′ ∈ B′	〈ξ〉[[ρ]] + (ρ)2	e−cB′	0+1〈ξ〉[[ρ]].

Iterating this procedure 1− 10 times, we obtain sequences

H ′ij ∈ (ρ)2	e−jcB′	0+j〈ξ〉[[ρ]]

such that

f ′′′ := f ′ −
d∑
i=1

	−	0∑
j=1

H ′ijgi ∈ B′	〈ξ〉[[ρ]].

Finally, since {g1, . . . , gd} is a ‖ · ‖-strict generating system for I, by Lemma 3.1.2,
there are H ′′1 , . . . , H

′′
d ∈ B′	〈ξ〉[[ρ]] such that

f ′′′ =
∑

H ′′i gi.

Put

hi := Hi +
∑
p,j

(H ′pj +H ′′p )hpi.
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The next five lemmas give criteria under which a generating system of a module
is strict and under which strictness is preserved by contractive homomorphisms and
field extensions. For technical reasons, we work over a quotient ring Sm,n/I. The
modules M we consider will carry the residue norm ‖ · ‖I . We will also consider
residue modules M̃ (see Definition 2.2.8).

Lemma 3.1.7. — Let M be a submodule of (Sm,n)	/N and suppose that g1, . . . , gr ∈
M◦ satisfy g̃1, . . . , g̃r �= 0. Then:

(i) {g1, . . . , gr} is a ‖ ·‖N-strict generating system of M if, and only if, {g̃1, . . . , g̃r}
generates M̃ .

(ii) {g1, . . . , gr} is a vN -strict generating system of M if, and only if, {g̃1, . . . , g̃r}
is an õN -strict generating system of M̃ .

Hence each submodule of (Sm,n)	/N is ‖ · ‖N-strict and vN -strict. Each submodule of
(S̃m,n)	/Ñ is õ

eN -strict.

Proof
(i) (⇒) Lift an element f̃ ∈ M̃ \ {0} to an element f ∈ M with ‖f‖N = 1. Since

{g1, . . . , gr} is ‖ · ‖N -strict, there are h1, . . . , hr ∈ Sm,n with

f =
∑r
i=1 gihi and

1 = ‖f‖N = max
1≤i≤r

‖gi‖N‖hi‖ = max
1≤i≤r

‖hi‖.

Hence f̃ =
∑r
i=1 g̃ih̃i; i.e., {g̃1, . . . , g̃r} generates M̃ .

(⇐) Put
M := {f ∈ (Sm,n)	 : f +N ∈M}.

Find A1, . . . , As ∈ N◦ and G1, . . . , Gr ∈ M such that {Ã1, . . . , Ãs} generates Ñ and
gi = Gi+N , 1 ≤ i ≤ r. By Lemma 3.1.4, we may assume that ‖Gi‖ = ‖gi‖N = 1, 1 ≤
i ≤ r. It follows that {Ã1, . . . , Ãs, G̃1, . . . , G̃r} generates M̃; hence by Lemma 3.1.4,
{A1, . . . , As, G1, . . . , Gr} is a ‖ · ‖-strict generating system ofM.

Let f ∈ M . By Lemma 3.1.4, there is a F ∈ M such that f = F + N and
‖F‖ = ‖f‖N . We may write

F =
r∑
i=1

Gihi +
s∑
i=1

Aihr+i

for some h1, . . . , hr+s ∈ Sm,n with

‖F‖ = ‖f‖N = max
1≤i≤r+s

‖hi‖.

Hence

f =
r∑
i=1

gihi and ‖f‖N = max
1≤i≤r

‖gi‖N‖hi‖,

as desired.
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(ii) (⇒) Lift an element f̃ ∈ M̃ \ {0} to an element f ∈ M with ‖f‖N = 1. Since
{g1, . . . , gr} is vN -strict, there are h1, . . . , hr ∈ S◦m,n such that

(3.1.7)

vN (f) ≥ max
1≤i≤r

vN (gi) · v(hi) and

vN

(
f −

r∑
i=1

gihi

)
≤ vN (f − h)

for every h ∈M . Since vN (f) = (‖f‖N , 2−eofN (f)) and ‖f‖N = 1, we have

õ
eN (f) ≤ min{õ

eN(gi) + õ(hi) : ‖hi‖ = 1}.

Thus, õ
eN(f̃) ≤ min1≤i≤r(õ eN (g̃i) + õ(h̃i)). If ‖f −

∑r
i=1 gihi‖N < 1 then f̃ =∑r

i=1 g̃ih̃i ∈ M̃ , and we are done. Otherwise, ‖f −
∑r
i=1 gihi‖ = 1. Let h̃ ∈ M̃

and lift h̃ to an element h ∈M◦ with ‖h‖N = 1. By (3.1.7), ‖f − h‖N = 1 and

õ
eN

(
f̃ −

r∑
i=1

g̃ih̃i

)
= õN

(
f −

r∑
i=1

gihi

)
≥ õ

eN (f − h) = õ
eN (f̃ − h̃),

and we are done.
(⇐) Put

M := {f ∈ (Sm,n)	 : f +N ∈M}.

Find A1, . . . , As ∈ N◦ and G1, . . . , Gr ∈ M such that {Ã1, . . . , Ãs} is an õ-strict
generating system of Ñ and gi = Gi + N , 1 ≤ i ≤ r. By Theorem 3.1.3, we may
assume that v(Gi) = vN (gi), 1 ≤ i ≤ r. As in part (i), it suffices to show that
{A1, . . . , As, G1, . . . , Gr} is a v-strict generating system ofM. By Lemma 3.1.2, this
reduces to showing that {Ã1, . . . , Ãs, G̃1, . . . , G̃r} is an õ-strict generating system of
M̃. Let F ∈ (S̃m,n)	 and put f := F+Ñ . Since {g̃1, . . . , g̃r} is an õ

eN -strict generating
system of M̃ , there are h1, . . . , hr ∈ S̃m,n such that

õ
eN (f) ≤ min

1≤i≤r
(õ
eN (gi) + õ(hi)) and

õ
eN

(
f −

r∑
i=1

gihi

)
≥ õ

eN (f − h)

for every h ∈ M̃ . Since {Ã1, . . . , Ãs} is an õ-strict generating system, there are
hr+1, . . . , hr+s ∈ S̃m,n such that

õ

(
F −

r∑
i=1

G̃ihi

)
≤ min

1≤i≤s
õ(Ãihr+i) and

õ
eN

(
f −

r∑
i=1

gihi

)
= õ

(
F −

r∑
i=1

G̃ihi −
s∑
i=1

Ãihr+i

)
.
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Let H ∈ M̃, and put h := H + Ñ . We have

õ

(
F −

r∑
i=1

G̃ihi −
s∑
i=1

Ãihr+i

)
= õ

eN

(
f −

r∑
i=1

gihi

)
≥ õ

eN(f − h)

≥ õ(F −H),

as desired.
To prove the last assertions of the Lemma, observe that by part (i), each submodule

of (Sm,n)	/N is ‖ · ‖N -strict because (S̃m,n)	/Ñ is Noetherian (Corollary 2.2.2). The
fact that each submodule M of (S̃m,n)	/Ñ is õ

eN -strict follows from the fact that we
may include in an õ-strict generating system of the inverse image submodule M of
(S̃m,n)	 an õ-strict generating system of Ñ (use Theorem 3.1.3). Finally, to see that
each submodule of (Sm,n)	/N is vN -strict, we apply part (ii).

Lemma 3.1.8. — Let M be a submodule of (Sm,n)	/N and let g1, . . . , gr be generators
with ‖g1‖N = · · · = ‖gr‖N = 1. Put

Φ := {(h1, . . . , hr) ∈ (Sm,n)r :
r∑
i=1

gihi = 0} and

Ψ := {(h1, . . . , hr) ∈ (S̃m,n)r :
r∑
i=1

g̃ihi = 0}.

Then {g1, . . . , gr} is a ‖ · ‖N -strict generating system of M if, and only if, Φ̃ = Ψ.

Proof
(⇒) Assume {g1, . . . , gr} is a ‖ · ‖N -strict generating system of M . Let h̃ =

(h̃1, . . . , h̃r) ∈ Ψ \ {0} and find h ∈ (Sm,n)r that lifts h̃. We have:∥∥∥∥∥
r∑
i=1

gihi

∥∥∥∥∥
N

< max
1≤i≤r

‖hi‖.

Since {g1, . . . , gr} is ‖ · ‖N -strict, there is an h′ = (h′1, . . . , h
′
r) ∈ (Sm,n)r such that

r∑
i=1

gihi =
r∑
i=1

gih
′
i and max

1≤i≤r
‖h′i‖ =

∥∥∥∥∥
r∑
i=1

gihi

∥∥∥∥∥
N

< max
1≤i≤r

‖hi‖ = 1.

Put H := h− h′ ∈ Φ, and note that H̃ = h̃. This proves Φ̃ = Ψ.
(⇐) By Lemma 3.1.4, there are G1, . . . , Gr ∈ (Sm,n)	 with ‖Gi‖ = 1 and gi =

Gi +N , 1 ≤ i ≤ r. Put

M := {f ∈ (Sm,n)	 : f +N ∈M}.

Let {A1, . . . , As} be a ‖ · ‖-strict generating system of N with ‖A1‖ = · · · =
‖As‖ = 1. Since M has a ‖ · ‖N -strict generating system by Lemma 3.1.7, it suffices
to show that {g1, . . . , gr} is ‖ · ‖N -pseudo-Cartesian. Indeed, since for any f ∈ M
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there is an F ∈ M with f = F + N and ‖F‖ = ‖f‖N , it suffices to show that
{G1, . . . , Gr, A1, . . . , As} is a ‖ · ‖-pseudo-Cartesian generating system ofM.

Let F ∈ M and write

(3.1.8) F =
r∑
i=1

Gihi +
s∑
i=1

Aihr+i

for some h1, . . . , hr+s ∈ Sm,n. Since {A1, . . . , As} is ‖·‖-strict, we may always assume
that

(3.1.9) max
r+1≤i≤r+s

‖hi‖ ≤ max{‖F‖, ‖h1‖, . . . , ‖hr‖}.

If ‖F‖ ≥ max1≤i≤r ‖hi‖, then by (3.1.9) we are done. Therefore, assume that

(3.1.10) 0 �= ‖F‖ < max
1≤i≤r

‖hi‖ ≤ 1.

Let {C1, . . . , Ct} be a ‖·‖-strict generating system of Φ with ‖C1‖ = · · · = ‖Ct‖ = 1.
Find B ∈ B such that

h1, . . . , hr+s ∈ B〈ξ〉[[ρ]],
G1, . . . , Gr, A1, . . . , As ∈ (B〈ξ〉[[ρ]])	,

C1, . . . , Ct ∈ (B〈ξ〉[[ρ]])r .

Using (3.1.9) and the fact that |B \ {0}| is discrete, it suffices to find h′i ∈ B〈ξ〉[[ρ]]
with

(3.1.11)
F =

r∑
i=1

Gih
′
i +

s∑
i=1

Aih
′
r+i and

max
1≤i≤r

‖h′i‖ < max
1≤i≤r

‖hi‖.

Let B = B0 ⊃ B1 ⊃ · · · be the natural filtration of B, and suppose

(h1, . . . , hr) ∈ (Bp〈ξ〉[[ρ]])r \ (Bp+1〈ξ〉[[ρ]])r .

By (3.1.9),

h1, . . . , hr+s ∈ Bp〈ξ〉[[ρ]].
Let

πp : Bp → B̃p = (b−1p Bp)∼ ⊂ K̃

be the projection.
Write K̃ = B̃p ⊕ V for some B̃-vector space V . Then

(3.1.12) K̃[ξ][[ρ]] = B̃p[ξ][[ρ]]⊕ V [ξ][[ρ]]

as B̃[ξ][[ρ]]-modules. By (3.1.8) and (3.1.10),

πp((h1, . . . , hr)) ∈ Ψ = Φ̃.
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Thus for some ẽ1, . . . , ẽt ∈ K̃[ξ][[ρ]],

πp((h1, . . . , hr)) =
t∑
i=1

C̃iẽi.

By (3.1.12), we may assume ẽ1, . . . , ẽt ∈ B̃p[ξ][[ρ]]. Find e1, . . . , et ∈ Bp〈ξ〉[[ρ]] with
πp(ei) = ẽi, 1 ≤ i ≤ t. Put

e :=
t∑
i=1

Ciei ∈ Φ,

and
(h′1, . . . , h

′
r) := (h1, . . . , hr)− e.

Note that (3.1.11) is satisfied because πp(e) = πp((h1, . . . , hr)).

Lemma 3.1.9. — Let M be a submodule of (S̃m,n)	/N and suppose g1, . . . , gr generate
M . Put

Ψ :=

{
(h1, . . . , hr) ∈ (S̃m,n)r :

r∑
i=1

gihi = 0

}
,

and for each i ∈ N, put

Mi := {f ∈M : õN (f) ≥ i} and

Ψi :=

{
(h1, . . . , hr) ∈ (S̃m,n)r : õN

(
r∑
i=1

gihi

)
≥ e+ i

}
where

e := max
1≤i≤r

õN(gi).

Then:

(i) If {g1, . . . , gr} is an õN -strict generating system of M , then

Ψi = Ψ+
r⊕
j=1

(ρ)i+e−eoN (gj)S̃m,n

for all i.

Conversely:

(ii) By the Artin-Rees Lemma ([25, Theorem 8.5]) there is some c ∈ N such that
for all i > c,

Mi = (ρ)i−cMc.

If

Ψi = Ψ+
r⊕
j=1

(ρ)i+e−eoN (gj)S̃m,n

for 1 ≤ i ≤ c− e, then {g1, . . . , gr} is an õN -strict generating system of M .
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Proof
(i) Assume {g1, . . . , gr} is an õN -strict generating system of M . Clearly, Ψ +

⊕rj=1(ρ)i+e−eoN (gj)S̃m,n ⊂ Ψi. Let h = (h1, . . . , hr) ∈ Ψi; we wish to find H ∈ Ψ and
h′ ∈ ⊕rj=1(ρ)i+e−eoN (gj)S̃m,n such that

(3.1.13) h = H + h′.

Since h ∈ Ψi, we have

õN

 r∑
j=1

gjhj

 ≥ e+ i.

Since {g1, . . . , gr} is õN -strict, there is an h′ = (h′1, . . . , h
′
r) ∈ (S̃m,n)r such that

r∑
j=1

gjh
′
j =

r∑
j=1

gjhj and

min
1≤j≤r

(õN (gj) + õ(h′j)) = õN

 r∑
j=1

gjhj

 ≥ e+ i.

Thus h′j ∈ (ρ)i+e−eoN (gj)S̃m,n. Put H := h− h′ ∈ Ψ. We have

h = H + h′ ∈ Ψ+
r⊕
j=1

(ρ)i+e−eoN (gj)S̃m,n,

satisfying (3.1.13).
(ii) Since M is õN -strict by Lemma 3.1.7, it suffices to show that {g1, . . . , gr} is

õN -pseudo-Cartesian. Let

f =
r∑
i=1

gihi ∈M.

Case (A). — õN (f) ≤ c.

By assumption,

(h1, . . . , hr) ∈ Ψ
eoN (f)−e = Ψ+

r⊕
j=1

(ρ)eoN (f)−eoN (gj)S̃m,n;

i.e.,
(h1, . . . , hr) = H + h′

for some H ∈ Ψ and h′ ∈ ⊕rj=1(ρ)eoN (f)−eoN (gj)S̃m,n. Write h′ = (h′1, . . . , h′r). Since
H ∈ Ψ,

f =
r∑
i=1

gih
′
i and min

1≤i≤r
(õN(gi) + õ(h′i)) ≥ õN (f),

as desired.

Case (B). — õN(f) > c.
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By choice of c,

f ∈M
eoN (f) = (ρ)eoN (f)−cMc ;

i.e.,

f =
∑

|ν|=eoN (f)−c
ρνfν , fν ∈Mc.

Now apply Case A to the fν .

Let K ′ be a complete, valued field extension of K, write Sm,n := Sm,n(E,K) and
S′m′,n′ := Sm′,n′(E′,K ′), and suppose I is an ideal of Sm,n and J is an ideal of S′m′,n′ .
Put

A := Sm,n/I and B := S′m′,n′/J,

and by ‖ · ‖I and ‖ · ‖J denote the respective residue norms on A and B, as in
Definition 3.1.5. Suppose

ϕ : A→ B

is a K-algebra homomorphism such that

‖ϕ(f)‖J ≤ ‖f‖I

for all f ∈ A. Then ϕ induces a K◦-algebra homomorphism

ϕ◦ : A◦ → B◦,

where

A◦ = S◦m,n/I
◦ and B◦ = (S′m′,n′)

◦/J◦.

In addition, ϕ induces a K̃-algebra homomorphism

ϕ̃ : Ã→ B̃,

where

Ã = S̃m,n/Ĩ and B̃ = S̃′m′,n′/J̃.

Lemma 3.1.10. — With notation as above, let M be a submodule of A	 and put N :=
ϕ(M) ·B ⊂ B	. Suppose ϕ̃ is flat. Then:

(i) If {g1, . . . , gr} is a ‖ · ‖I-strict generating system of M , then {ϕ(g1), . . . , ϕ(gr)}
is a ‖ · ‖J -strict generating system of N .

(ii) ϕ is flat.
(iii) ϕ◦ is flat.
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Proof
(i) We may assume that ‖g1‖I = · · · = ‖gr‖I = 1. Put

ΦA :=

{
(h1, . . . , hr) ∈ Ar :

r∑
i=1

gihi = 0

}
,

ΦB :=

{
(h1, . . . , hr) ∈ Br :

r∑
i=1

ϕ(gi)hi = 0

}
,

ΨA :=

{
(h1, . . . , hr) ∈ Ãr :

r∑
i=1

g̃ihi = 0

}
,

ΨB :=

{
(h1, . . . , hr) ∈ B̃r =

r∑
i=1

ϕ̃(g̃i)hi = 0

}
.

By Lemma 3.1.8, Φ̃A = ΨA. Since ϕ̃ is flat, by [25, Theorem 7.6], ΨB = B̃ · ϕ̃(ΨA).
We have:

ΨB = B̃ · ϕ̃(ΨA) = B̃ · ϕ̃(Φ̃A) ⊂ Φ̃B ⊂ ΨB;

i.e., Φ̃B = ΨB. Part (i) now follows from Lemma 3.1.8.
(ii) Let a be an ideal of A. By [25, Theorem 7.6], we must show that the canonical

map

(3.1.14) a⊗A B → A⊗A B

is injective.
Let {g1, . . . , gr} be a ‖·‖I-strict generating system of a with ‖g1‖ = · · · = ‖gr‖ = 1.

Define ΦA, ΦB, ΨA, ΨB as in part (i). To prove that (3.1.14) is injective, it suffices to
show that ΦB = B ·ϕ(ΦA). By Lemma 3.1.7, it is enough to show that Φ̃B is generated
by ϕ̃(Φ̃A). By part (i), and Lemma 3.1.8 Φ̃B = ΨB. Since ϕ̃ is flat, ΨB = B̃ · ϕ̃(ΨA).
Finally, by Lemma 3.1.8, ΨA = Φ̃A. This proves part (ii).

(iii) Let g1, . . . , gr ∈ A◦ and define ΦA and ΦB as in part (i). By [25, Theorem 7.6],
we must show that

Φ◦B = B◦ · ϕ◦(Φ◦A).
This follows immediately from parts (i) and (ii) since there is a ‖ ·‖I -strict generating
system of the A◦-module Φ◦A.

It is often convenient to work over an extension field of K. The next lemma shows
that Sm,n and the total value v behave well with respect to ground field extension.

Lemma 3.1.11. — Let K ′ be a complete, valued field extension of K, let E′ ⊂ (K ′)◦

be a complete, quasi-Noetherian ring, and put

Sm,n := Sm,n(E,K), S′m,n := Sm,n(E′,K ′).

Assume S′m,n ⊃ Sm,n; e.g., take E′ ⊃ E. Let M be a submodule of (Sm,n)	 and put
M ′ := M · S′m,n.

ASTÉRISQUE 264



3. RESTRICTIONS TO POLYDISCS 41

(i) S̃′m,n is a faithfully flat S̃m,n-algebra.
(ii) Suppose {g1, . . . , gr} ⊂M is a v-strict generating system of M , then {g1, . . . , gr}

is also a v-strict generating system of M ′, and for every f ∈ (Sm,n)	, vM (f) =
vM ′(f). In particular ‖f‖M = ‖f‖M ′ .

(iii) Sm,n(E′,K ′) is a faithfully flat Sm,n(E,K)-algebra.
(iv) Sm,n(E′,K ′)◦ is a faithfully flat Sm,n(E,K)◦-algebra.

Proof
(i) By Corollary 2.2.2, both S̃m,n and S̃′m,n are Noetherian. Since (ρ) ⊂ rad S̃′m,n,

S̃′m,n is (ρ)-adically ideal-separated. For each 1 ∈ N,

S̃m,n/(ρ)	 = K̃[ξ, ρ]/(ρ)	 → K̃ ′[ξ, ρ]/(ρ)	 = S̃′m,n/(ρ)
	

is flat. Hence by the Local Flatness Criterion [25, Theorem 22.3], S̃′m,n is a flat S̃m,n-
algebra. Let m be a maximal ideal of S̃m,n. By [25, Theorem 7.2], to prove that S̃′m,n
is faithfully flat over S̃m,n, we must show that m · S̃′m,n �= S̃′m,n. Since (ρ) ⊂ m, this
follows from the faithful flatness of K̃ ′[ξ] over K̃[ξ].

(ii) We may assume that ‖gi‖ = 1, 1 ≤ i ≤ r. Put

N :=

{
(h1, . . . , hr) ∈ (S̃m,n)r :

r∑
i=1

g̃ihi = 0

}
,

N ′ :=

{
(h1, . . . , hr) ∈ (S̃′m,n)

r :
r∑
i=1

g̃ihi = 0

}
,

and for each i ∈ N, put

Ni :=

{
(h1, . . . , hr) ∈ (S̃m,n)r : õ

(
r∑
i=1

g̃ihi

)
≥ e+ i

}
,

N ′i :=

{
(h1, . . . , hr) ∈ (S̃′m,n)

r : õ

(
r∑
i=1

g̃ihi

)
≥ e+ i

}
,

where e := max1≤i≤r õ(gi). By Lemma 3.1.2, {g̃1, . . . , g̃r} is an õ-strict generating
system of M̃ . Hence by Lemma 3.1.9(i),

Ni = N +
r⊕
j=1

(ρ)i+e−eoN (gj)S̃m,n

for all i ∈ N. By part (i),

N ′i = S̃′m,n ⊗eSm,n
Ni and N ′ = S̃′m,n ⊗eSm,n

N.

Hence,

N ′i = N ′ +
r⊕
j=1

(ρ)i+e−eoN (gj)S̃′m,n
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for all i ∈ N. Finally, by applying Lemmas 3.1.9 and 3.1.2 again, we see that
{g1, . . . , gr} is a v-strict generating system of M ′. The last assertions of part (ii)
follow from Lemma 3.1.1 as in the proof of Lemma 3.1.2.

(iii) First we prove that S′m,n is a flat Sm,n-algebra. The faithful flatness will
follow from part (iv) by faithfully flat base change; i.e., S′m,n = (S′m,n)◦ ⊗S◦

m,n
Sm,n.

Of course, the proof of part (iv) makes use only of the assertion that S′m,n is flat over
Sm,n.

Let I be an ideal of Sm,n. By [25, Theorem 7.7], we must show that the canonical
map

(3.1.15) I ⊗Sm,n S′m,n → Sm,n ⊗Sm,n S′m,n

is injective.
Let g1, . . . , gr ∈ Sm,n be a v-strict generating system of I with ‖g1‖ = · · · = ‖gr‖ =

1. Put

N :=

{
(h1, . . . , hr) ∈ (Sm,n)r :

r∑
i=1

gihi = 0

}

N ′ :=

{
(h1, . . . , hr) ∈ (S′m,n)

r :
r∑
i=1

gihi = 0

}

P :=

{
(h1, . . . , hr) ∈ (S̃m,n)r :

r∑
i=1

g̃ihi = 0

}

P ′ :=

{
(h1, . . . , hr) ∈ (S̃′m,n)

r :
r∑
i=1

g̃ihi = 0

}
.

To prove that (3.1.15) is injective, it suffices to show that N ′ = S′m,n · N . By
Lemma 3.1.8, Ñ = P , by part (ii) and Lemma 3.1.8, (N ′)∼ = P ′, and by part
(i), P ′ = S̃′m,n · P . Hence

P ′ = S̃′m,n · P = S̃′m,n · Ñ = (N ′)∼.

After an application of Lemma 3.1.4, one sees that N ′ = S′m,n ·N , as desired.
(iv) Let g1, . . . , gr ∈ S◦m,n and define N , N ′ as in the proof of part (iii), above. We

must show that

(N ′)◦ = (S′m,n)
◦ ·N◦.

This follows immediately from the existence of a v-strict generating system forN , from
part (ii) and from the fact that S′m,n is flat over Sm,n. Since K◦◦, (ρ) ⊂ radS◦m,n,
the faithfulness follows from that of

K̃[ξ]→ ((K ′)◦/K◦◦ · (K ′)◦)[ξ].
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3.2. Restrictions to Rational Polydiscs. — Let ε ∈
√
|K \ {0}| with 1 > ε > 0.

Put

Tm,n(ε) = Tm,n(ε,K) :=
{∑

aµνξ
µρν ∈ K[[ξ, ρ]] : lim

|µ|+|ν|→∞
ε|ν||aµν | = 0

}
.

By [6, Theorem 6.1.5.4], Tm,n(ε) is K-affinoid. Define a modified Gauss norm ‖·‖ε
on Tm,n(ε) by ∥∥∥∑ aµνξ

µρν
∥∥∥
ε
:= max

µ,ν
ε|ν| |aµν |

(see [6, Proposition 6.1.5.2]). By [6, Proposition 6.1.5.5], ‖·‖ε = ‖·‖sup on Tm,n(ε). In
this subsection we make extensive use of ‖ · ‖sup on affinoid algebras. Quasi-affinoid
algebras also possess supremum seminorms, but we will not make use of them until
after we prove the quasi-affinoid Nullstellensatz, Theorem 4.1.1.

By ιε denote the natural inclusion

ιε : Sm,n ↪→ Tm,n(ε),

which corresponds to the restriction to the rational polydisc MaxTm,n(ε). In the case
that ε ∈ |K| with 1 > ε > 0, fix c ∈ K with |c| = ε. Then the K-affinoid map

ϕε : Tm,n(ε)→ Tm+n

given by ξ �→ ξ and ρ �→ c · ρ identifies Tm,n(ε) with Tm+n, and for f ∈ Tm,n(ε), we
have ‖f‖sup = ‖ϕε(f)‖. By ι′ε we denote the inclusion

ι′ε := ϕε ◦ ιε : Sm,n ↪→ Tm+n;

thus ι′ε(f) = f(ξ, c · ρ) for f ∈ Sm,n. Note that the morphisms ϕε and ι′ε depend on
the choice of c.

We are interested in the uniform behavior of the inclusions ιε as ε→ 1. In partic-
ular, we show in Theorem 3.2.3 that the image under ιε of a strict generating system
remains strict for ε sufficiently large.

For this purpose we define a map σ : Sm,n → R+ as follows (assuming that n ≥ 1).
Let f =

∑
fν(ξ)ρν ∈ Sm,n and put i := õ(f). If i = 0,∞ put σ(f) := 0. Otherwise,

put

σ(f) := max
|ν|<i

(
‖fν‖
‖f‖

)1/(i−|ν|)
.

Note that 0 ≤ σ(f) < 1. The number σ(f) is called the spectral radius of f .
The following observations are useful in computations involving the spectral radius:

‖ιε(f)‖sup ≥ εeo(f) ‖f‖ ,

with equality when 1 > ε ≥ σ(f), and

σ(f) = inf{|c| : c ∈ (K ′)◦ and õ(f(ξ, c · ρ)) = õ(f)},
where K ′ ⊃ K is algebraically closed. Hence if f · g �= 0,

σ(f · g) = max{σ(f), σ(g)}.
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It is suggestive to compare the spectral radius with the spectral value of a monic
polynomial defined in [6, Section 1.5.4].

We define the spectral radius of a submodule M of (Sm,n)	, n ≥ 1 by

σ(M) := inf
{g1,...,gr}∈M

max{σ(g1), . . . , σ(gr)},

whereM is the collection of all v-strict generating systems {g1, . . . , gr} of M .

Remark 3.2.1
(i) Let ε ∈ |K| with 1 > ε > 0. We have the following commutative diagram

Tm,n(ε)

�
�

�
�

ιε
✒ ❅

❅
❅

❅

ϕε

❘
Sm,n

ι′ε
✲ Tm+n

and ϕε is an isometric isomorphism. Since ϕε is an isometry, this yields an identifi-
cation of T̃m,n(ε) with K̃[ξ, ρ] = T̃m+n, where T̃m,n(ε) is the quotient of the subring
of power-bounded elements of Tm,n(ε) modulo its ideal of topologically nilpotent ele-
ments (see [6, Section 6.3]).

(ii) Let ε ∈
√
|K \ {0}| with 1 > ε > 0. Let K ′ be a finite algebraic extension of

K and suppose {c1, . . . , cs} is a K-Cartesian basis of K ′ (see [6, Definition 2.4.1.1]).
Then {c1, . . . , cs} is also a ‖·‖sup-Cartesian basis for the Tm,n(ε)-module T ′m,n(ε) :=
Tm,n(ε,K ′). This is easily seen using the modified Gauss norm ‖·‖ε, as follows. Let

f ∈ T ′m,n(ε); then f =
s∑
i=1

cifi with each fi ∈ Tm,n(ε) and ‖f‖ε = max
1≤i≤s

|ci| ‖fi‖ε.

(iii) Using the notation of part (ii), observe that {c1/c1, . . . , cs/c1} is aK-Cartesian
basis of K ′; hence we may assume that c1 = 1. Let M be a submodule of (Tm,n(ε))	

and put M ′ := T ′m,n(ε) ·M . Let f ∈ (Tm,n(ε))	; then ‖f‖M = ‖f‖M ′ (see Defini-
tion 3.1.5). This is proved as follows. By Lemma 3.1.4, there is a g ∈ M ′ such that

‖f − g‖ = ‖f‖M ′ . We may write g =
s∑
i=1

cigi with each gi ∈M . By part (ii),

‖f − g‖ε = max {‖f − g1‖ε , |c2| ‖g2‖ε , . . . , |cs| ‖gs‖ε}
≥ ‖f − g1‖ε
≥ ‖f‖M .

Since ‖f‖M ′ ≤ ‖f‖M , we have ‖f‖M = ‖f‖M ′ .

Our immediate goal, Theorem 3.2.3, is to show that a strict generating system
remains strict upon restriction to a suitably large rational polydisc. Lemma 3.2.2 is
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the inductive step of the slicing argument involved. It makes special use of condition
(i) of Lemma 3.1.1.

Lemma 3.2.2. — Let M be a submodule of (Sm,n)	, let g1, . . . , gr ∈ M with ‖g1‖ =
· · · = ‖gr‖ = 1, and suppose that {g̃1, . . . , g̃r} is an õ-strict generating system of
M̃ . Suppose B ∈ B satisfies {g1, . . . , gr} ⊂ (B〈ξ〉[[ρ]])	 ∩ M , and let B = B0 ⊃
B1 ⊃ · · · be the natural filtration of B. Let ε ∈

√
|K \ {0}| be such that 1 > ε ≥

max{σ(g1), . . . , σ(gr)}. Suppose

f ∈M ∩
(
(Bp〈ξ〉[[ρ]])	 \ (Bp+1〈ξ〉[[ρ]])	

)
.

Then there are a1, . . . , ar ∈ {0} ∪ (Bp〈ξ〉[[ρ]] \Bp+1〈ξ〉[[ρ]]) such that

(i) ‖ιε(f)‖sup ≥ max
1≤i≤r

‖ιε(aigi)‖sup (recall ‖ · ‖sup = ‖ · ‖ε on Tm,n(ε)) and

(ii) ‖f −
∑r
i=1 aigi‖ < ‖f‖.

Proof. — Choose a1, . . . , ar ∈ {0}∪ (Bp〈ξ〉[[ρ]] \Bp+1〈ξ〉[[ρ]]) as in Lemma 3.1.1. By
Lemma 3.1.1 (i), σ(aigi) ≤ ε, so

‖ιε(aigi)‖sup = εeo(aigi)‖aigi‖ ≤ εeo(aigi)‖f‖.

By Lemma 3.1.1 (ii)′, we get

‖ιε(aigi)‖sup ≤ εeo(aigi)‖f‖ ≤ εeo(f)‖f‖ ≤ ‖ιε(f)‖sup ,

which yields (i). Since f ∈M , (ii) follows from Lemma 3.1.1 (iii).

Theorem 3.2.3. — Let M be a submodule of (Sm,n)	, n ≥ 1, with v-strict generating
system {g1, . . . , gr} ⊂ M◦. Let ε ∈

√
|K \ {0}| with 1 > ε ≥ max1≤i≤r σ(gi), and

assume either that K is a stable field (see [6, Definition 3.6.1.1]) or that ε ∈ |K|.
Then {ιε(g1), . . . , ιε(gr)} is a ‖·‖sup-strict generating system of the Tm,n(ε)-module
ιε(M) · Tm,n(ε) ⊂ (Tm,n(ε))	.

Proof. — Suppose first that ε ∈ |K|. Then by Remark 3.2.1 (i), we have the following
commutative diagram,

Tm,n(ε)

�
�

�
�

ιε
✒ ❅

❅
❅

❅

ϕε

❘
Sm,n

ι′ε
✲ Tm+n

where ϕε is an isometric isomorphism. We will therefore show that {ι′ε(g1), . . . , ι′ε(gr)}
is a ‖·‖-strict generating system of the Tm+n-module ι′ε(M) · Tm+n ⊂ (Tm+n)	.
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By Lemma 3.1.4 (applied to Tm+n = Sm+n,0), it suffices to show for each f ∈
ι′ε(M) · Tm+n \ {0} that there are a1, . . . , ar ∈ Tm+n such that

(3.2.1) ‖f‖ = max
1≤i≤r

‖aiι′ε(gi)‖ and

∥∥∥∥∥f −
r∑
i=1

aiι
′
ε(gi)

∥∥∥∥∥ < ‖f‖ .
Write f =

r∑
i=1

fiι
′
ε(gi) for some f1, . . . , fr ∈ Tm+n. Find polynomials f ′1, . . . , f ′r ∈

K[ξ, ρ] such that each ‖f ′i − fi‖ < ‖f‖. Then∥∥∥∥∥
r∑
i=1

fiι
′
ε(gi)−

r∑
i=1

f ′iι
′
ε(gi)

∥∥∥∥∥ < ‖f‖ ,
since ‖ι′ε(gi)‖ ≤ 1 for all i. Put f ′ :=

∑r
i=1 f

′
iι
′
ε(gi). It suffices to prove (3.2.1) for f ′.

Since the f ′i are polynomials, f ′ = ι′ε(F ) for some F ∈ M . We wish to apply
Lemma 3.2.2. Since ‖Sm,n‖ = |K|, we may assume ‖F‖, ‖g1‖, . . . , ‖gr‖ = 1. Hence
by Lemma 3.1.2, {g̃1, . . . , g̃r} is an õ-strict generating system of M̃ . Choose B ∈ B

such that F, g1, . . . , gr ∈ (B〈ξ〉[[ρ]])	 ∩M . By iterated application of Lemma 3.2.2
(recall that ε ∈ |K|, hence Tm,n(ε) and Tm+n are isometrically isomorphic) we obtain
a sequence {aij} ⊂ B〈ξ〉[[ρ]] such that a10, . . . , ar0 = 0 and for every s ∈ N,

(i)
∥∥∥∥ι′ε(F − ∑

1≤i≤r
0≤j≤s

aijgi)
∥∥∥∥ ≥ ‖ι′ε(ais+1gi)‖, and

(ii)
∥∥∥∥F − ∑

1≤i≤r
0≤j≤s

aijgi

∥∥∥∥ > ∥∥∥∥F − ∑
1≤i≤r

0≤j≤s+1

aijgi

∥∥∥∥.
Since B〈ξ〉[[ρ]] is complete in ‖·‖ and |B \ {0}| ⊂ R+ \ {0} is discrete, by (ii),

F −
r∑
i=1

aigi = 0, where ai :=
∑
j≥0

aij .

Hence ‖f ′ −
∑r
i=1 ι

′
ε(ai)ι′ε(gi)‖ = 0 < ‖f ′‖. It follows from (i) that ‖f ′‖ = ‖ι′ε(F )‖ ≥

maxi,j ‖ι′ε(aijgi)‖ and hence that

‖f ′‖ = max
1≤i≤r

‖ι′ε(aigi)‖ .

This concludes the proof in case ε ∈ |K \ {0}|.
It remains to treat the case that K is a stable field. Let K ′ be a finite algebraic

extension of K with ε ∈ |K ′|. Let S′m,n := Sm,n(E,K ′) and let M ′ := M · S′m,n. By
Lemma 3.1.11, {g1, . . . , gr} is a v-strict generating system of M ′. Therefore, by the
preceding case, {ιε(g1), . . . , ιε(gr)} is a ‖·‖sup-strict generating system of the T ′m,n(ε)-
module ιε(M) · T ′m,n(ε).
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Let {1 = c1, . . . , cs} be a K-Cartesian basis of K ′, and let f ∈ (Tm,n(ε))	 ⊂
(T ′m,n(ε))	. By the previous case there are a1, . . . , ar ∈ T ′m,n(ε) such that∥∥∥∥∥f −

r∑
i=1

aiιε(gi)

∥∥∥∥∥
sup

= ‖f‖ιε(M)·T ′
m,n(ε)

, and

‖f‖sup ≥ max
1≤i≤r

‖aiιε(gi)‖sup .

For i = 1, . . . , r, write

ai =
s∑
j=1

cjaij with aij ∈ Tm,n(ε).

Then as in Remark 3.2.1 (iii),∥∥∥∥∥f −
r∑
i=1

ai1ιε(gi)

∥∥∥∥∥
sup

= ‖f‖ιε(M)·Tm,n(ε)
, and

‖f‖sup ≥ max
1≤i≤r

‖ai1ιε(gi)‖sup .

Thus {ιε(g1), . . . , ιε(gr)} is a ‖·‖sup-strict generating system of the Tm,n(ε)-module
ιε(M) · Tm,n(ε).

Let M be a submodule of (Sm,n)	. Lemma 3.2.5 uses Theorem 3.2.3 to relate the
structure of M̃ to that of (ιε(M) · Tm,n(ε))∼ for ε large enough. Lemma 3.2.6 will be
used in Section 4 to prove that Sm,n is a UFD.

Definition 3.2.4. — Let M be a submodule of (Sm,n)	, n ≥ 1, and consider M̃ ⊂
(S̃m,n)	. Note that each f ∈ (S̃m,n)	 can be written uniquely as f =

∑
|ν|≥eo(f) fν(ξ)ρ

ν ,

where each fν ∈ (K̃[ξ])	. Define Λ(M), the uniform residue module of M , to be
the K̃ [ξ, ρ]-submodule of (K̃ [ξ, ρ])	 generated by the elements

∑
|ν|=eo(f) fν(ξ)ρ

ν for

f ∈ M̃ .

The name uniform residue module is justified by the following lemma.

Lemma 3.2.5. — Let M be a submodule of (Sm,n)	, n ≥ 1, and let K ′ be a com-
plete extension field of K. Suppose ε ∈ |K ′| with 1 > ε > σ(M). Put N :=
ιε(M) · Tm,n(ε,K ′) ⊂ (Tm,n(ε,K ′))	. Then Ñ = K̃ ′ · Λ(M), where we have iden-
tified T̃m,n(ε,K ′) with K̃ ′[ξ, ρ].

Proof. — Let S′m,n := Sm,n(E,K ′) and let M ′ := S′m,n ·M . Choose a v-strict gen-
erating system {g1, . . . , gr} of M with ε > max1≤i≤r σ(gi). By Lemma 3.1.11 (ii),
{g1, . . . , gr} is a v-strict generating system of M ′. Hence by Theorem 3.2.3,

{ιε(g1), . . . , ιε(gr)}
is a ‖·‖sup-strict generating system of ιε(M)·Tm,n(ε,K ′) = N . Put Gi := c−eo(gi)ιε(gi)
where c ∈ K ′ is chosen with |c| = ε. By Lemma 3.1.4, {G̃1, . . . , G̃r} generates Ñ .
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Lemma 3.2.6. — Let I ⊂ Sm,n be an ideal. Suppose Λ(I) is principal; then I is
principal.

Proof. — For h ∈ S̃m,n, let h◦ denote the leading form in ρ of the power series
h. Note that (hg)◦ = h◦g◦. Choose h1, . . . , hs ∈ Ĩ such that {h◦1, . . . , h◦s} gen-
erates Λ(I). Suppose g ∈ K̃[ξ, ρ] generates Λ(I). Since each h◦i is a multiple of
g, degρ g ≤ min1≤i≤s(degρ h◦i ) =: d. Since g is a linear combination of the h◦i ,
õ(g) ≥ min1≤i≤s õ(h◦i ) = d. Hence g is homogeneous in ρ of degree d, and g = G◦ for
some G ∈ Ĩ. By Corollary 2.2.4, it suffices to show that G generates Ĩ.

Let J̃ be the ideal of S̃m,n generated by G. Clearly Ĩ ⊃ J̃ ; we will show that Ĩ = J̃ .
Suppose there is some f ∈ Ĩ \ J̃ . By Theorem 3.1.3, we may assume that

(3.2.2) õ(f − h) ≤ õ(f)

for all h ∈ J̃ . Since f◦ ∈ Λ(I), there is some a ∈ K̃[ξ, ρ] such that f◦ = ag = (ag)◦ =
a◦G◦ = (aG)◦, contradicting (3.2.2).

3.3. Contractions from Rational Polydiscs. — In this subsection, we transfer
information from Tm,n(ε) back to Sm,n. The main results are Theorem 3.3.1 and its
Corollaries, which show, roughly speaking, how to replace powers of ε with powers of
(ρ) for ε near 1. Of course, when K is discretely valued, ε cannot, in general, belong
to |K|. It is therefore sometimes necessary to extend the ground field as we did in
Subsection 3.2.

For f ∈ K〈ξ, ρ〉 = Tm+n, n ≥ 1, let d̃(f) := ∞ if f = 0. Otherwise, write
f(ξ) = Σfν(ξ)ρν and let d̃(f) be the largest 1 ∈ N such that for some ν with |ν| = 1

we have ‖f‖ = ‖fν‖. We call d̃(f) the residue degree of f . Note that if ‖f‖ = 1, d̃(f)
is the total degree of f̃ as a polynomial in ρ.

Let (A, v) be a normed ring and let f = Σfνρν , g = Σgνρν ∈ A[[ρ]]. We say g is a
majorant of f iff v(fν) ≤ v(gν) for all ν.

Let c ∈ A with v(c) ≤ 1, and suppose∑
|ν|≤a

ρν +
∑
|ν|>a

c|ν|−aρν

is a majorant of f and ∑
|ν|≤b

ρν +
∑
|ν|>b

c|ν|−bρν

is a majorant of g. Put e := max{a, b}. Then
(i)

∑
|ν|≤e

ρν +
∑
|ν|>e

c|ν|−eρν is a majorant of f + g, and

(ii)
∑
|ν|≤a+b

ρν +
∑
|ν|>a+b

c|ν|−(a+b)ρν is a majorant of fg.

Note, for any f ∈ Sm,n with ‖f‖ = 1 and any c ∈ K◦, that f(ξ, c · ρ) is majorized
by
∑

c|ν|ρν . This fact will be used in the proof of the next theorem, which, for
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f ∈ (Sm,n)	 and M a submodule of (Sm,n)	, relates vM (f) and ‖ιε(f)‖ιε(M)·Tm,n(ε),
when ε is sufficiently large. The proof shows, via the concept of majorization, that if
the “slicing” in (Tm,n(ε))	 is done carefully, then it pulls back to (Sm,n)	.

Theorem 3.3.1. — Let M be a submodule of (Sm,n)	, n ≥ 1, let ε ∈
√
|K \ {0}| with

1 > ε > σ(M). Then for every f ∈ (Sm,n)	,

vM (f) ≤ (‖f‖, 2−α),

where α ∈ N ∪ {∞} is the least element such that εα‖f‖ ≤ ‖ιε(f)‖ιε(M)·Tm,n(ε). If
α =∞, then vM (f) = (0, 0).

Proof. — Let K ′ be the completion of the algebraic closure of K, and put S′m,n :=
Sm,n(E,K ′), T ′m,n(ε) := Tm,n(ε,K ′) andM ′ := S′m,n ·M . By Lemma 3.1.11, σ(M ′) ≤
σ(M) and vM ′(f) = vM (f). Certainly,

‖ιε(f)‖ιε(M ′)·T ′
m,n(ε)

≤ ‖ιε(f)‖ιε(M)·Tm,n(ε)
.

Therefore, we may assume K = K ′, so that, in particular, ε ∈ |K| and Tm,n(ε) is
isometrically isomorphic to Tm+n. Choose c ∈ K with |c| = ε. We may replace ιε by
ι′ε as in Remark 3.2.1 (i).

Since εeo(f)‖f‖ ≤ ‖ι′ε(f)‖, if ‖ι′ε(f)‖ = ‖ι′ε(f)‖ι′ε(M)·Tm+n
there is nothing to show.

Therefore, we may assume that

(3.3.1) ‖ι′ε(f)‖ι′ε(M)·Tm+n
< ‖ι′ε(f)‖.

We may further assume that ‖f‖ = 1.
Let α ∈ N∪{∞} be the least element such that εα ≤ ‖ι′ε(f)‖ι′ε(M)·Tm+n

. By (3.3.1),
α > 0. Fix β ∈ N, β < α. We must show that

vM (f) < (‖f‖, 2−β).

Let {g1, . . . , gr} be a v-strict generating system of M with ‖g1‖ = · · · = ‖gr‖ = 1
and ε > max1≤i≤r σ(gi). For 1 ≤ i ≤ r, put Gi := c−eo(gi)ι′ε(gi), where c ∈ K with
|c| = ε, and find B ∈ B such that ι′ε(f), G1, . . . , Gr ∈ (B〈ξ, ρ〉)	. Let B = B0 ⊃ B1 ⊃
· · · be the natural filtration of B.

Claim (A). — Let F ∈ (Bp〈ξ, ρ〉)	 \ (Bp+1〈ξ, ρ〉)	 and suppose for some h ∈ ι′ε(M) ·
Tm+n that ‖F − h‖ < ‖F‖. Then there are polynomials hi ∈ Bp[ξ, ρ] such that

(i)
∥∥∥∥F − r∑

i=1

hiGi

∥∥∥∥ < ‖F‖, and
(ii) max{õ(Gi) + degρ(hi) : hi �= 0} = d̃(F ).

Let πp : Bp → B̃p ⊂ K̃ ′ denote a residue epimorphism (of B-modules), and write
K̃ = B̃p ⊕ V for some B̃-vector space V . Then

(3.3.2) T̃m+n = K̃[ξ, ρ] = B̃p[ξ, ρ]⊕ V [ξ, ρ]
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as B̃[ξ, ρ] modules. Since ‖F − h‖ < ‖F‖,

πp(F ) ∈ (ι′ε(M) · Tm+n)∼.

Since Tm,n(ε) is isometrically isomorphic to Tm+n, by Theorem 3.2.3 and Lemma 3.1.4,
{G̃1, . . . , G̃r} generates (ι′ε(M) · Tm+n)∼. Thus there are h̃i ∈ K̃[ξ, ρ] such that

(3.3.3) πp(F ) =
r∑
i=1

h̃iG̃i.

By (3.3.2) we may assume that h̃1, . . . , h̃r ∈ B̃p[ξ, ρ]. Furthermore, since each com-
ponent of each G̃i is either 0 or a sum of monomials of total ρ-degree equal to õ(G̃i)
we may assume that

max{õ(Gi) + d̃(h̃i) : h̃i �= 0} = d̃(F ).

Find h1, . . . , hr ∈ Bp[ξ, ρ] with

max{õ(Gi) + degρ(hi) : hi �= 0} = d̃(F )

and πp(hi) = h̃i, 1 ≤ i ≤ r. Now by (3.3.3),

πp

(
F −

r∑
i=1

hiGi

)
= 0.

This proves the claim.
By (3.3.1) and Claim A, there are polynomials hi0 ∈ B[ξ, ρ] such that

max
1≤i≤r

‖hi0‖ = ‖ι′ε(f)‖,∥∥∥∥ι′ε(f)− r∑
i=1

hi0Gi

∥∥∥∥ < ‖ι′ε(f)‖ and

max{õ(Gi) + degρ(hi0) : hi0 �= 0} = d̃(ι′ε(f)).

Moreover, since
∑
ν c
|ν|ρν majorizes each component of ι′ε(f),

‖hi0‖ ≤ ε
ed(ι′ε(f)) ≤ εeo(Gi) · εdegρ(hi0).

In the next claim, we iterate this procedure.

Claim (B). — There is a finite sequence {hij} ⊂ B[ξ, ρ] such that

(i) for each s,
∥∥∥∥ι′ε(f)− s∑

j=0

r∑
i=1

hijGi

∥∥∥∥ < ∥∥∥∥ι′ε(f)− s−1∑
j=0

r∑
i=1

hijGi

∥∥∥∥,
(ii) for each s, max

1≤i≤r
‖his‖ =

∥∥∥∥ι′ε(f)− s−1∑
j=0

r∑
i=1

hijGi

∥∥∥∥,
(iii) for each i, s,

s∑
j=0

hij is majorized by ceo(Gi)
∑
ν

c|ν|ρν , and
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(iv)
∥∥∥∥ι′ε(f)−∑

j≥0

r∑
i=1

hijGi

∥∥∥∥ < εβ.

Note that the sum in (iv) is a finite sum.

Assume hij , 1 ≤ i ≤ r, 0 ≤ j ≤ s, have been chosen so that conditions (i), (ii) and
(iii) are satisfied, as they are by h10, . . . , hr0. Assume condition (iv) is not satisfied,
and find p ∈ N so that

(3.3.4) ι′ε(f)−
s∑
j=0

r∑
i=1

hijGi ∈ (Bp〈ξ, ρ〉)	 \ (Bp+1〈ξ, ρ〉)	.

Since condition (iv) is not satisfied and since εβ > ‖ι′ε(f)‖ι′ε(M)·Tm+n
, we may apply

Claim A to F := ι′ε(f)−
∑s
j=0

∑r
i=1 hijGi. This yields polynomials his+1 ∈ Bp [ξ, ρ]

such that

(3.3.5)
∥∥∥∥ι′ε(f)− s+1∑

j=0

r∑
i=0

hijGi

∥∥∥∥ < ∥∥∥∥ι′ε(f)− s∑
j=0

r∑
i=1

hijGi

∥∥∥∥
and

(3.3.6) max
1≤i≤r

{õ(Gi) + degρ his+1 : his+1 �= 0} = d,

where d := d̃

(
ι′ε(f)−

∑s
j=0

∑r
i=1 hijGi

)
.

By (3.3.5), condition (i) is satisfied for s + 1. Since his+1 ∈ Bp [ξ, ρ], by (3.3.4),
condition (ii) is also satisfied for s + 1. To prove (iii) for s + 1, it suffices to show,
for each 1 ≤ i ≤ r, that ‖his+1‖ ≤ εeo(Gi)+degρ(his+1). If his+1 = 0 we are done.
Otherwise, by (3.3.6),

degρ(his+1) ≤ d− õ(Gi).

By (iii), each component of ι′ε(f)−
∑s
j=0

∑r
i=1 hijGi is majorized by

∑
ν c
|ν|ρν . There-

fore,
∥∥∥∥ι′ε(f)−∑sj=1∑ri=1 hijGi∥∥∥∥ ≤ εd.

Since (ii) is satisfied for s+ 1, the above yields

‖his+1‖ ≤
∥∥∥∥ι′ε(f)− s∑

j=0

r∑
j=1

hijGi

∥∥∥∥
≤ εd

= εeo(Gi)+(d−eo(Gi))

≤ εeo(Gi)+degρ(his+1),

proving that (iii) is satisfied for s + 1. The claim now follows from the fact that
|B \ {0}| ⊂ R+ \ {0} is discrete.

For 1 ≤ i ≤ r, put
hi := c−eo(Gi)

∑
j≥0

hij .
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Since hi is a polynomial (recall that the above sum is finite), there is some h∗i ∈ Sm,n
so that hi = ι′ε(h∗i ). By Claim B (iii), max1≤i≤r ‖h∗i ‖ ≤ 1. Write

ι′ε(f)−
∑
j≥0

r∑
i=1

hijGi =
∑
ν

Cν(ξ)ρν .

Then

f −
r∑
i=1

h∗i gi =
∑
ν

c−|ν|Cν(ξ)ρν .

Note that ∥∥∥∥f − r∑
i=1

h∗i gi

∥∥∥∥ ≤ 1 = ‖f‖.

If
∥∥∥∥f −∑ri=1 h∗i gi∥∥∥∥ < 1 we are done. Otherwise,

∥∥∥∥f −∑ri=1 h∗i gi∥∥∥∥ = 1, and we want

õ
(
f −

∑r
i=1 h

∗
i gi

)
> β. Put γ := õ

(
f −

∑r
i=1 h

∗
i gi

)
. Then

max
|ν|=γ

‖c−γCν‖ = 1;

i.e., εγ = max|ν|=γ ‖Cν‖ ≤
∥∥∥∥ι′ε(f)−∑j≥0∑ri=1 hijGi∥∥∥∥ < εβ. Therefore, γ > β.

Finally, in the case that α = ∞, we must show that vM (f) = (0, 0). By Theo-
rem 3.1.3, we may assume that v(f) = vM (f) and hence ‖f‖ = ‖f‖M . By the above,
we have

v(f) < (‖f‖ , 2−β)
for all β ∈ N. Hence f = 0; i.e., vM (f) = (0, 0).

Corollary 3.3.2. — Let M be a submodule of (Sm,n)	, n ≥ 1, and let ε ∈
√
|K \ {0}|

with 1 > ε > σ(M). Then M = ι−1ε (ιε(M) · Tm,n(ε)).

Proof. — Let f ∈ ι−1ε (ιε(M) ·Tm,n(ε)). Since ιε(f) ∈ ιε(M) ·Tm,n(ε), Theorem 3.3.1
with α =∞ yields vM (f) = (0, 0). Hence by Theorem 3.1.3, f ∈M .

Corollary 3.3.3. — Let M be a submodule of (Sm,n)	, n ≥ 1 and let f ∈ (Sm,n)	.
Then

‖f‖M = lim
ε→1−

ε∈
√
|K|

‖ιε(f)‖ιε(M)·Tm,n(ε).

Indeed, find h ∈ M so that vM (f) = v(f − h), and let F := f − h. Then for every
ε ∈
√
|K|, if 1 > ε > σ(M), we have

(3.3.7) ‖f‖M = ‖F‖ ≥ ‖ιε(f)‖ιε(M)·Tm,n(ε) ≥ εeo(F )‖F‖.

Moreover, when in addition ε > σ(F ), equality holds in the rightmost part of (3.3.7).
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Proof. — The only assertion that needs proof is

(3.3.8) ‖ιε(f)‖ιε(M)·Tm,n(ε) ≥ εeo(F )‖F‖.

Let α ∈ N ∪ {∞} be the least element such that

εα‖F‖ < ‖ιε(F )‖ιε(M)·Tm,n(ε) = ‖ιε(f)‖ιε(M)·Tm,n(ε).

If (3.3.8) does not hold, α ≥ õ(F ) + 1. So by Theorem 3.3.1,

vM (f) = v(F ) = (‖F‖, 2−eo(F )) ≤ (‖F‖, 2−eo(F )−1).

If F �= 0, this is a contradiction. The additional assertion in the case that ε > σ(F )
follows from ‖ιε(f)‖ιε(M)·Tm,n(ε) ≤ ‖ιε(F )‖sup = εeo(F ) · ‖F‖.

Corollary 3.3.4. — Let I be an ideal of Sm,n and M a submodule of (Sm,n/I)	. Let
ϕ : (Sm,n)	 → (Sm,n/I)	 denote the canonical projection and put N := ϕ−1(M).
Let ε ∈

√
|K \ {0}| with 1 > ε > σ(N), and let f ∈ (Sm,n/I)	. Then vM (f) ≤

(‖f‖I·(Sm,n)� , 2
−α) where α ∈ N ∪ {∞} is the least element such that

εα‖f‖I·(Sm,n)� ≤ ‖ιε(f)‖ιε(M)·(Tm,n(ε)/ιε(I)·Tm,n(ε)).

In particular, if α =∞ then vM (f) = 0.

Proof. — By Lemma 3.1.4, there is some F ∈ (Sm,n)	 such that ϕ(F ) = f and
‖F‖ = ‖f‖I·(Sm,n)� . Since

‖ιε(f)‖ιε(M)·(Tm,n(ε)/ιε(I)·Tm,n(ε)) = ‖ιε(F )‖ιε(N)·Tm,n(ε)

and
vM (f) = vN (F ),

the conclusion follows from Theorem 3.3.1.

3.4. Restrictions to Open Polydiscs. — In previous subsections, we studied
properties of the restriction maps

ιε : Sm,n −→ Tm,n(ε)

to the closed polydiscs MaxTm,n(ε). As in [6, Section 9.3], the collection

{MaxTm,n(ε) : ε ∈
√
|K \ {0}|}

is an admissible open cover of ∪εMaxTm,n(ε). In fact, as we will see in Subsection 4.1,
∪εMaxTm,n(ε) = MaxSm,n. Properties of the restriction maps ιε gave us information
about residue norms vM .

In this subsection, we study properties of restrictions from MaxSm,n to finite
unions of disjoint open polydiscs. When the polydiscs have K-rational centers, these
restriction maps take the form ϕ : Sm,n → ⊕rj=1S0,m+n. Such restrictions are not
related in any natural way to admissible covers of MaxSm,n. Nonetheless, as we show
in Theorems 3.4.3 and 3.4.6, such restrictions are isometries in the residue norms
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derived from ‖ · ‖ and, respectively, I and ϕ(I), provided that the finite collection of
open polydiscs is chosen appropriately.

In Subsection 5.5, we prove that for certain reduced quotients Sm,n/I, the norms
‖ · ‖I and ‖ · ‖sup are equivalent. In that subsection we use Theorems 3.4.3 and 3.4.6
to reduce this to the much simpler case of reduced quotients S0,m+n/I.

We first treat the case of a restriction to a finite union of disjoint open polydiscs
with K-rational centers. The extension to the case of non-K-rational centers is ex-
plained in Definition 3.4.4, Lemma 3.4.5 and Theorem 3.4.6.

Definition 3.4.1. — Let c1, . . . , cr ∈ (K◦)m with |ci − cj | = 1, 1 ≤ i < j ≤ r. For
j = 1, . . . , r, consider the ideal Ij of Sm,n+m given by

Ij := (ξ1 − cj1 − ρn+1, . . . , ξm − cjm − ρn+m) · Sm,n+m.

Put I := ∩rj=1Ij and define

Dm,n(c) := Sm,n+m/I.

Let
ωc : Sm,n −→ Dm,n(c)

be the K-algebra homomorphism induced by the natural inclusion Sm,n ↪→ Sm,n+m.

For c1, . . . , cr as above, consider the open polydiscs

∆m,n(cj) := {(a, b) ∈ (K ′)m+n : |a− cj | < 1 and |b| < 1},

where K ′ ⊃ K is complete and algebraically closed. Put

∆m,n(c) :=
r⋃
j=1

∆m,n(cj).

It is a consequence of the results in Subsection 5.3 that Dm,n(c) is the ring of K-quasi-
affinoid functions corresponding to the quasi-rational domain ∆m,n(c), and that ωc
is an inclusion. This justifies regarding ωc as a restriction to ∆m,n(c). However, we
make no use of the results of Subsection 5.3 here.

It is also a consequence of the results of Subsection 5.3 that Dm,n(c) is isomorphic
to ⊕rj=1S0,n+m. The next lemma gives a proof of a sharper result.

It is easily checked that the assignments

ρi �−→ (ρi, . . . , ρi), 1 ≤ i ≤ n+m,

ξi �−→ (ρn+i + c1i, . . . , ρn+i + cri), 1 ≤ i ≤ m,

induce a K-algebra homomorphism

χc : Dm,n(c) −→
r⊕
j=1

S0,n+m.
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Lemma 3.4.2. — χc is an isometric isomorphism; in particular,

‖χc(f)‖ = ‖f‖I
for every f ∈ Dm,n(c).

Proof. — Note, by the Weierstrass Division Theorem, Theorem 2.3.2, that

Sm,n+m/Ij = S0,n+m, 1 ≤ j ≤ r.

The fact that χc is an isomorphism is now a consequence of [25, Theorem 1.4], and
the fact that the ideals I1, . . . , Ir are coprime in pairs.

Since the map Dm,n(c) → Dm,n(c)/Ij · Dm,n(c) is a contraction, 1 ≤ j ≤ r, it
follows that χc is a contraction. Thus we may define a K̃-algebra homomorphism

χ̃c : D̃m,n(c) −→
r⊕
j=1

S̃0,n+m,

as in the paragraph preceding Lemma 3.1.10. To show that χc is an isometry, it
suffices to show that χ̃c is injective.

By Lemma 3.1.4,
D̃m,n(c) = S̃m,n+m/Ĩ.

It is not hard to see that

Ĩj = (ξ1 − c̃j1 − ρn+1, . . . , ξm − c̃jm − ρn+m) · S̃m,n+m,

1 ≤ j ≤ r. (Indeed, there is a linear isometric change of variables under which the
image of each ideal Ij is generated by ξ1, . . . , ξm.) Because |ci−cj| = 1, 1 ≤ i < j ≤ r,
the ideals Ĩ1, . . . , Ĩr are coprime in pairs. Hence by [25, Theorem 1.3],

r⋂
j=1

Ĩj =
r∏
j=1

Ĩj .

We have:

Ĩ =

 r⋂
j=1

Ij

∼ ⊂ r⋂
j=1

Ĩj =
r∏
j=1

Ĩj ⊂

 r∏
j=1

Ij

∼ ⊂
 r⋂
j=1

Ij

∼ .
Thus Ĩ = ∩rj=1Ĩj . By [25, Theorem 1.4], χ̃c is an isomorphism.

From now on, we will also denote by ωc the map

ωc : Sm,n → Dm,n(c)
χc−→

r⊕
j=1

S0,n+m.

Observe that

ωc(f(ξ, ρ)) =
r⊕
j=1

f(ρn+1 + cj1, . . . , ρn+m + cjm, ρ1, . . . , ρn).

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2000



56 RINGS OF SEPARATED POWER SERIES

Theorem 3.4.3. — Let M be a submodule of (Sm,n)	. Suppose there are c1, . . . , cr ∈
(K◦)m with |ci − cj | = 1, 1 ≤ i < j ≤ r, such that for every p ∈ Ass((S̃m,n)	/M̃),
there is an i, 1 ≤ i ≤ r, with

mi := (ξ − c̃i, ρ) ⊃ p,

(e.g., suppose K is algebraically closed). Consider the Sm,n-module homomorphism

ϕ : (Sm,n)	 →

 r⊕
j=1

S0,n+m

	

induced by ωc. Put N := ϕ(M) · (⊕rj=1S0,n+m). Then:

(i) If {g1, . . . , gs} is a ‖ · ‖-strict generating system of M , then {ϕ(g1), . . . , ϕ(gs)}
is a ‖ · ‖-strict generating system of N .

(ii) ‖f‖M = ‖ϕ(f)‖N for every f ∈ (Sm,n)	.
(iii) ϕ−1(N) = M .

In particular, under the above assumptions on K, given an ideal I of Sm,n, there is
an isometric embedding ϕ : Sm,n/I → A, where A is a finite extension of S0,d and
d = dimSm,n/I.

Proof
(i) This follows from Lemma 3.1.10 (i) once we show that ω̃c is flat. Applying

[25, Theorem 7.1], to each of the r maximal ideals of ⊕rj=1S̃0,n+m, we are reduced to
proving that each map

(S̃m,n)mj → S̃0,n+m : f(ξ, ρ) �→ f(ρn+1 + c̃j1, . . . , ρn+m + c̃jm, ρ1, . . . , ρn)

is flat, 1 ≤ j ≤ r. The flatness of these maps is a consequence of the Local Flatness
Criterion ([25, Theorem 22.3]), because

S̃m,n/m
	
j
∼= S̃0,n+m/(ρ1, . . . , ρn+m)	 = K̃[ρ]/(ρ)	

and mj is mapped into rad(S̃0,n+m).
(ii) Let f ∈ (Sm,n)	. By Lemma 3.1.4, we may assume that

‖f‖ = ‖f‖M = 1,

and we must prove that

‖ϕ(f)‖N = 1.

In other words, we may assume that f̃ �∈ M̃ and we must prove that ϕ̃(f̃) �∈ Ñ . By
part (i) and Lemma 3.1.4, it suffices to show that

ϕ̃(f̃) �∈ ϕ̃(M̃) ·

 r⊕
j=1

S̃0,n+m

 .
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Put

P := (S̃m,n)	/M̃,

A := S̃m,n, B :=
r⊕
j=1

(S̃m,n)mj , C :=
r⊕
j=1

S̃0,n+m.

Consider the sequence

P −→ P ⊗A B −→ (P ⊗A B)⊗B C.

We wish to show that the composition is injective. The injectivity of P ⊗A B →
(P ⊗A B) ⊗B C is a consequence of [25, Theorem 7.5], because C is a faithfully flat
B-algebra (see proof of part (i)). It remains to show that the map

P −→
r⊕
j=1

Pmj = P ⊗A B

is injective.
Let x ∈ P \ {0}. We must show for some j, 1 ≤ j ≤ r, that

Ann(x) := {a ∈ S̃m,n : ax = 0} ⊂ mj .

By [25, Theorem 6.1], there is some associated prime ideal q ∈ Ass(P ) such that
Ann(x) ⊂ q. But we have assumed that q ⊂ mj for some j, 1 ≤ j ≤ r. This completes
the proof of part (ii).

(iii) This is an immediate consequence of part (ii), above.
The last assertion is now a consequence of Remark 2.3.6 and the observation that

⊕rj=1S0,n+m is a finite S0,n+m-algebra.

In what follows, we treat the case that the centers c may be non-K-rational. Notice
that even in the rational case, because K is non-Archimedean, discs do not have
uniquely determined centers (indeed, every point of the disc is a center). Hence
the rational “centers” actually correspond to points of K̃m × {0}n. In the non-
K-rational case, they correspond to maximal ideals of S̃m,n. In other words, for
c, c′ ∈ (K◦alg)

m, the rings of K-quasi-affinoid functions on the open unit polydiscs
∆m,n(c) and ∆m,n(c′) coincide precisely when there is an element γ of the Galois
group of Kalg over K such that |c− γ(c′)| < 1. This occurs if, and only if, m

ec = m
ec′ ,

where m
ec is the maximal ideal of elements of S̃m,n vanishing at (c̃, 0). (The reader

may wish to refer to Subsections 4.1 and 5.3.) This motivates the following definition.

Definition 3.4.4. — Let c1, . . . , cr ∈ (K◦alg)
m satisfy

m
eci �= m

ecj , 1 ≤ i < j ≤ r, and [K(c) : K] = [K̃(c̃) : K̃].

For j = 1, . . . , r, write cj = (cj1, . . . , cjm) and let fj	(ξ1, . . . , ξ	) be the polynomial
monic and of least degree in ξ	 such that fj	(cj1, . . . , cj	) = 0. We may choose
fj	 ∈ K◦[ξ1, . . . , ξ	].
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Consider the ideal Ij of Sm,n+m given by

Ij := (fj1(ξ1)− ρn+1, . . . , fjm(ξ1, . . . , ξm)− ρn+m) · Sm,n+m.

Put I := ∩rj=1Ij and define

Dm,n(c) := Sm,n+m/I.

Let
ωc : Sm,n −→ Dm,n(c)

be the K-algebra homomorphism induced by the natural inclusion Sm,n ↪→ Sm,n+m.

As we remarked above, Dm,n(c) is again the ring of K-quasi-affinoid functions on
∆m,n(c). When c is non-K-rational, the structure of Dm,n(c) is only slightly more
complicated.

For i �= j, m
eci �= m

ecj . It follows from the Nullstellensatz for K̃[T ] that m
eci +m

ecj =
(1). Since Ĩi + Ĩj + (ρ) ⊃ m

eci + m
ecj , Ĩi + Ĩj contains a unit of the form

1 + f, f ∈ (ρ)S̃m,n+m.

This implies that the ideals Ij are coprime in pairs. By [25, Theorem 1.4], the induced
map

χc : Dm,n(c) −→
r⊕
j=1

Sm,n+m/Ij

is a K-algebra isomorphism.
Since Sm,n+m/Ij = Dm,n(c)/Ij , the map χc is a contraction. To see that it is an

isometry, we show that the induced map

χ̃c : D̃m,n(c) −→
r⊕
j=1

S̃m,n+m/Ĩj

is an isomorphism. This is a consequence of the above-noted fact that the ideals Ĩj
are coprime in pairs.

Each element fj	(ξ1, . . . , ξ	)− ρn+	 is regular in ξ	 in the sense of Definition 2.3.1.
Therefore, by the Weierstrass Division Theorem 2.3.2, each Sm,n+m/Ij is a finite, free
S0,n+m-module.

We have established the following generalization of Lemma 3.4.2.

Lemma 3.4.5. — With the above notation, χc is an isometric isomorphism; in partic-
ular,

‖χc(f)‖ := max
1≤j≤r

‖f‖Ij = ‖f‖I

for every f ∈ Dm,n(c). Furthermore, there is a finite, torsion-free monomorphism
S0,n+m → Dm,n(c).

The generalization of Theorem 3.4.3 is
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Theorem 3.4.6. — Let M be a submodule of (Sm,n)	. Choose c1, . . . , cr ∈ (K◦alg)
m

with m
eci �= m

ecj , 1 ≤ i < j ≤ r, such that for every p ∈ Ass((S̃m,n)	/M̃) there is an i,
1 ≤ i ≤ r, with

m
eci ⊃ p,

where m
eci is the maximal ideal of elements of S̃m,n that vanish at (c̃i, 0).

Consider the Sm,n-module homomorphism

ϕ : (Sm,n)	 −→

 r⊕
j=1

Sm,n+m/Ij

	

induced by χc ◦ ωc. Put N := ϕ(M) · (⊕rj=1Sm,n+m/Ij). Then:

(i) If {g1, . . . , gs} is a ‖ · ‖-strict generating system of M , then {ϕ(g1), . . . , ϕ(gs)}
is a ‖ · ‖I-strict generating system of N .

(ii) ‖f‖M = ‖ϕ(f)‖N for every f ∈ (Sm,n)	.
(iii) ϕ−1(N) = M .

In particular, for any quasi-affinoid algebra B = Sm,n/I, there is an isometric em-
bedding ϕ : B → A, where A is a finite extension of S0,d and d = dimB.

Proof. — The proof is nearly identical to that of Theorem 3.4.3. Note that each

S̃m,n+m/Ĩj ∼= S0,n+m(E,K(cj))∼

by the Cohen Structure Theorem [25, Theorem 28.3].

Remark 3.4.7. — By Corollary 5.1.10, the K-algebra homomorphisms ϕ of Theo-
rems 3.4.3 and 3.4.6 are isometries in ‖ · ‖sup.

4. The Commutative Algebra of Sm,n

In this Section, we establish several key algebraic properties of the rings of sepa-
rated power series. The rings Sm,n satisfy a Nullstellensatz (Theorem 4.1.1), they are
regular rings of dimensionm+n (Corollary 4.2.2), they are excellent when the charac-
teristic ofK is zero (Proposition 4.2.3), and sometimes when the characteristic ofK is
not zero (Example 4.2.4 and Proposition 4.2.5), and they are UFDs (Theorem 4.2.7).

4.1. The Nullstellensatz. — Let A be a K-algebra. We make the following def-
initions (see [6, Definition 3.8.1.2]). Let MaxA denote the collection of all maximal
ideals of A, and put

MaxKA :=
{
m ∈ MaxA : A

/
m is algebraic over K

}
.

For m ∈ MaxKA and f ∈ A, denote by f(m) the image of f under the canonical
residue epimorphism πm : A→ A

/
m. Since A

/
m is an algebraic field extension of K

and since K is complete in |·|, there is a unique extension of |·| to an absolute value
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on A
/
m, which we also denote by |·|. Now define the function ‖·‖sup : A→ R+∪{∞}

by

‖f‖sup :=


0 if MaxKA = ∅,

sup
m∈MaxKA

|f(m)| if MaxKA �= ∅, f(MaxKA) bounded,

∞ otherwise.

If f(MaxKA) is bounded for all f ∈ A, then ‖·‖sup is a K-algebra seminorm on A,
called the supremum seminorm ([6, Lemma 3.8.1.3]). We denote the nilradical of an
ideal I by N(I) := {f : fn ∈ I for some n ∈ N}.

Theorem 4.1.1 (Nullstellensatz)

(i) Let I be any proper ideal of Sm,n, then N(I) =
⋂
{m ∈ MaxKSm,n : m ⊃ I}.

(ii) MaxSm,n = MaxKSm,n.
(iii) Put

U := {m ∈MaxK [ξ, ρ] : max
1≤i≤m

|ξi(m)| ≤ 1, max
1≤j≤n

|ρj(m)| < 1}.

Then the map m �→ m · Sm,n is a bijective correspondence between U and
MaxSm,n.

Proof. — Since Sm,0 = Tm, if n = 0 we are done by [6, Theorem 7.1.2.3, Proposi-
tion 7.1.1.1 and Lemma 7.1.1.2]. Assume n ≥ 1.

(i) Let I ⊂ Sm,n be a proper ideal and let ε ∈
√
|K \ {0}| with ε > σ(I). By

Corollary 3.3.2, f 	 ∈ I if, and only if, ιε(f)	 ∈ ιε(I) · Tm,n(ε). Hence N(I) =
Sm,n ∩N(ιε(I) · Tm,n(ε)). Therefore (i) follows from the Nullstellensatz for Tm,n(ε)
([6, Theorem 7.1.2.3]).

(ii) This is an immediate consequence of (i).
(iii) In case K is algebraically closed this follows immediately from (ii). Otherwise,

it follows from (ii) by Faithfully Flat Base Change (Lemma 3.1.11(iii)). Alternatively,
(iii) follows immediately from (ii) and the Weierstrass Preparation and Division The-
orems as follows.

Let m ∈ U . Since K[ξ, ρ]/m is algebraic over K, there are polynomials fi(ξi) and
gj(ρj) ∈ m, 1 ≤ i ≤ m, 1 ≤ j ≤ n. By [6, Proposition 3.8.1.7], we may assume that
each fi is regular in ξi and each gj is regular in ρj in the senses of Definition 2.3.1.
Applying the Weierstrass Division Theorems (Theorem 2.3.2) yields

K[ξ, ρ]/m = Sm,n/m · Sm,n;

hence m · Sm,n ∈MaxSm,n.
Conversely, let m ∈ MaxSm,n. By (ii), m ∈MaxK Sm,n. Since Sm,n/m is algebraic

over K, we obtain polynomials fi(ξi), gj(ρj) ∈ m, 1 ≤ i ≤ m, 1 ≤ j ≤ n. By the
Weierstrass Preparation Theorem (Corollary 2.3.3) we may assume that all fi(ξi) and
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gj(ρj) are monic polynomials, regular in the senses of Definition 2.3.1. Euclidean
Division in K[ξ, ρ] and Weierstrass Division in Sm,n yield

K[ξ, ρ]/(m ∩K[ξ, ρ]) = Sm,n/m.

The fact that m ∩K[ξ, ρ] ∈ U follows from the facts that no fi nor gj is a unit.

Since ‖·‖sup coincides with ‖ · ‖ε on Tm,n(ε) ([6, Corollary 5.1.4.6]), it follows
immediately from Theorem 4.1.1 that ‖·‖sup coincides with ‖·‖ on Sm,n. A K-algebra
A is called a Banach function algebra iff ‖·‖sup is a complete norm on A. Hence
when Sm,n is complete in ‖·‖ (cf. Theorem 2.1.3), it is a Banach function algebra. In
Subsection 5.5, we show that in many cases, reduced quotients of the Sm,n are also
Banach function algebras.

Proposition 4.1.2. — Let A = Sm,n/I and m ∈ MaxA. Consider the field K ′ := A/m,
which is complete since it is a finite K-algebra. Then for each representative f =∑

aµνξ
µρν ∈ Sm,n of an element of A:

(i) f(m) := f + m =
∑

aµνξ
µ
ρν ∈ K ′, where ξ := ξ + m, ρ := ρ+ m.

(ii) |f(m)| ≤ ‖f‖I. Indeed

|f(m)| ≤ ‖f 	‖1/	I for 1 = 1, 2, . . . .

(iii) If f = (f1 + I) + (f2 + I) where f1, f2 ∈ Sm,n, ‖f1‖ < 1, ‖f2‖ ≤ 1 and
f2 ∈ (ρ)S◦m,n, then |f(m)| < 1.

Proof. — (ii) and (iii) follow immediately from (i) and Theorem 4.1.1(iii). (i) is
immediate if K ′ = K, since f(ξ, ρ)− f(ξ, ρ) belongs to the maximal ideal

{g ∈ Sm,n : g(ξ, ρ) = 0},

which must contain the polynomial generators of m. Now note that there is a natural
inclusion Sm,n(E,K) ↪→ Sm,n(E,K ′).

In the affinoid case, the supremum seminorm behaves well with respect to extension
of the ground field. This follows from the Noether Normalization Theorem for affinoid
algebras [6, Corollary 6.1.2.2], from [6, Proposition 6.2.2.4], from [6, Lemma 6.2.2.3],
and from the fact that ‖f‖sup cannot decrease after extension of the ground field
(ground field extensions of affinoid algebras are faithfully flat: see Lemma 3.1.11 (iii)).
The supremum seminorms on quotient rings of the Sm,n also behave well with respect
to ground field extensions, even though, unlike in the affinoid case, the supremum
need not be attained.

Proposition 4.1.3. — Let K ′ be a complete, valued field extension of K, let E′ ⊂ (K ′)◦

be a complete, quasi-Noetherian ring (in characteristic p, let E′ be a complete DVR)
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and put Sm,n := Sm,n(E,K), S′m,n := Sm,n(E′,K ′). Assume S′m,n ⊃ Sm,n. Let I be
an ideal of Sm,n and put I ′ := I · S′m,n. Then for any f ∈ Sm,n/I,

sup{|f(x)| : x ∈ MaxSm,n/I} = sup{|f(x)| : x ∈ MaxS′m,n/I
′}.

Indeed, for any f ∈ Sm,n/I and for any c ∈ R, if |f(x)| < c for all x ∈ MaxSm,n/I
then also |f(x)| < c for all x ∈ MaxS′m,n/I

′.

Proof. — Assume |f(x)| < c for all x ∈ MaxSm,n/I and let x0 ∈ MaxS′m,n/I ′. Let
ε ∈

√
|K \ {0}| be such that 1 > ε > max{σ(I), σ(I ′), σ(x0)}. By the Maximum

Modulus Principle [6, Proposition 6.2.1.4], we have: ‖ιε(f)‖sup < c, where the supre-
mum is taken over the affinoid variety Max(Tm,n(ε)/ιε(I) · Tm,n(ε)). By the above
observation, it follows that ‖ιε(f)‖sup < c, where this time, the supremum is taken
over MaxT ′m,n(ε)/I ′ · T ′m,n(ε). Thus |f(x0)| < c.

Remark 4.1.4. — The Maximum Modulus Principle holds for quotients of Tm = Sm,0
(see [6, Proposition 6.2.1.4]), but not, in general, for quotients of Sm,n, n > 0. Nev-
ertheless, for f ∈ Sm,n/I,

‖f‖sup ∈
√
|K|.

This is a consequence of the quantifier elimination (cf. [17, Corollary 7.3.3]), and
Proposition 4.1.3. It also follows from the results of this paper (see Corollary 5.1.11).

The following weak form of the Minimum Modulus Principle is an immediate con-
sequence of the Nullstellensatz (Theorem 4.1.1). Let A = Sm,n/I and let f ∈ A. If
inf{|f(x)| : x ∈MaxA} = 0 then there is an x ∈MaxA such that f(x) = 0.

Remark 4.1.5. — Here we give a second proof that MaxSm,n = MaxK Sm,n.
We begin by defining an additive valuation w on Sm,n. Consider R × Nn as an

ordered group with coordinatewise addition and lexicographic order. We define a
map w : Sm,n → R × Nn ∪ {∞} by putting w(0) := ∞ and, for f ∈ Sm,n \ {0},
w(f) := (α, ν0), where α ∈ R and ν0 ∈ Nn are determined as follows. Write f =∑
µ,ν aµ,νξ

µρν =
∑
ν fν(ξ)ρ

ν . Then put α := minµ,ν ordaµν (where ord : K → R

is the additive valuation corresponding to the absolute value |·| : K → R+) and let
ν0 ∈ Nn be the element uniquely determined by the conditions

‖fν0‖ = ‖f‖, and
‖fν‖ < ‖f‖ for all ν < ν0 lexicographically.

We call the multi-index ν0 the total residue order of f , and we call the coefficient
fν0(ξ) the leading coefficient of f . It is not difficult to show that w is an additive
valuation on Sm,n.

Proposition. — Each ideal of Sm,n is strictly closed in w.

Proof. — This is proved analogously to Theorem 3.1.3 using the facts that

‖B〈ξ〉[[ρ]] \ {0}‖
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is discrete and that Nn with the lexicographic order is well-ordered. We leave the
details to the reader. (See also [17, Section 2.6].)

Note that if I is an ideal of Sm,n and if ∞ �= w(f) ≥ w(f − h) for each h ∈ I, then
there is no element h of I with the same total residue order ν0 as f and such that
‖hν0‖ = ‖fν0‖ > ‖fν0 − hν0‖.

Theorem. — MaxSm,n = MaxK Sm,n.

Proof. — If there is some f ∈ m which is preregular (in the sense of Definition 2.3.4)
in ξ (or ρ) then, after a change of variables among the ξ’s (or ρ’s), we may assume
that f is regular in ξm (or in ρn). If f is regular in ξm (the case that f is regular
in ρn is similar), then by Weierstrass Division, the map Sm−1,n → Sm,n/m is finite.
Thus m′ := m ∩ Sm−1,n is maximal, and we are done by induction on the number of
variables. We henceforth assume that m contains no element which is preregular in
any variables.

For each ν ∈ Nn, let mν be the set in Sm,0 of leading coefficients of those elements
of m with total residue order ν. If µ1 ≤ ν1, . . . , µn ≤ νn then mµ ⊂ mν . Let
m̃ν = (mν ∩ S◦m,0)/(mν ∩ S◦◦m,0), if mν �= ∅ and m̃ν = (0) otherwise. Then m̃ν is
an ideal of S̃m,0. Note that none of the ideals m̃ν can be the unit ideal since then
there would be an element of m which is preregular in ρ. Since m �= (0), at least one
m̃ν �= (0). Moreover, if A is any Noetherian ring and {Iν}ν∈Nn is a family of ideals
of A such that Iµ ⊂ Iν whenever µ1 ≤ ν1, . . . , µn ≤ νn, then the family {Iν}ν∈Nn is
finite (induct on n).

We can therefore find some a(ξ) ∈ Sm,0 with ‖a‖ = 1 such that ã ∈ m̃ν for each
m̃ν �= (0). Put

(4.1.1) c := a+ 1.

Since ‖a‖ = 1 and a is not a unit of Sm,0, it follows that ‖c‖ = 1 and that c is not
a unit. Furthermore, c /∈ m since clearly c is preregular in ξ. Thus there is some
f ∈ Sm,n such that cf − 1 ∈ m. By the above Proposition, we may assume that for
each h ∈ m

(4.1.2) w(f) ≥ w(f − h).

Write f =
∑

fν(ξ)ρν , and let fν0 be the leading coefficient of f . By (4.1.2), there is
no h ∈ mν0 of total residue order ν0 with ‖h‖ = ‖f‖ and ‖fν0 − hν0‖ < ‖fν0‖.

Claim. — ‖fν0‖ > 1 and ν0 �= 0.

If ‖f‖ < 1 then cf − 1 is a unit, contradicting the fact that m is a proper ideal.
Hence ‖f‖ ≥ 1. If ν0 = 0, then since c is not a unit, cf − 1 is preregular in ξ, which is
a contradiction. Hence ‖f‖ ≥ 1 and ν0 �= 0. If ‖f‖ = 1 and ‖f0‖ = 1, then the total
residue order of f is 0, a contradiction. If ‖f‖ = 1 and ‖f0‖ < 1 then cf − 1 ∈ m is a
unit, also a contradiction. This proves the claim.
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Let ‖fν0‖ = |b|. By the claim, 1
b (cf − 1) has total residue order ν0 and leading

coefficient cbfν0 ∈ mν0 . But by (4.1.1), cfν0 ∈ mν0 implies (1bfν0)
∼ ∈ m̃ν0 , contradict-

ing (4.1.2).

4.2. Completions. — One of the main applications of the Nullstellensatz is to give
us information about maximal-adic completions of the Sm,n. In this subsection, we
prove the following facts: Sm,n is a regular ring of dimension m+n, restriction maps
to closed subpolydiscs are flat, Sm,n is a UFD, Sm,n is excellent in characteristic 0
and sometimes in characteristic p > 0, and, when Sm,n is a G-ring, radical ideals of
Sm,n stay radical when they are expanded under restriction maps to closed polydiscs.

Proposition 4.2.1. — Let ε ∈
√
|K \ {0}|, 1 > ε > 0, let M ∈ MaxTm,n(ε), put m :=

K [ξ, ρ]∩M, and N := ι−1ε (M) ∈MaxSm,n. Then ιε induces K-algebra isomorphisms

(i) Sm,n
/
N
	 ∼= Tm,n(ε)

/
M
	 ∼= K [ξ, ρ]

/
m
	

for every 1 ∈ N.
Let I be an ideal of Sm,n. Suppose M ∈ MaxTm,n(ε) with M ⊃ ιε(I), and put

N := ι−1ε (M). Then ιε induces K-algebra isomorphisms

(ii)
(
Sm,n

/
I
)
N̂
∼=
(
Tm,n(ε)

/
ιε(I) · Tm,n(ε)

)
M̂
,

where ̂denotes the maximal-adic completion of a local ring.

Proof
(i) is immediate from the Weierstrass Preparation and Division Theorems, and

Theorem 4.1.1(ii).
(ii) By part (i), ιε induces a K-algebra isomorphism

ι̂ε : (Sm,n)N̂ −→ (Tm,n(ε))M̂.

Part (ii) now follows immediately from [25, Theorem 8.11].

Corollary 4.2.2. — For each m ∈ MaxSm,n, (Sm,n)m is a regular local ring of Krull
dimension m+ n; moreover, Sm,n is a regular ring.

Proof. — By Hilbert’s Nullstellensatz, each N ∈ MaxK [ξ, ρ] can be generated by
m+ n elements and dimK [ξ, ρ]

N̂
= m+ n; in particular, K [ξ, ρ]

N̂
is a regular local

ring. By Theorem 4.1.1, there is some ε ∈
√
|K \ {0}|, 1 > ε > 0, such that

M := ιε(m) · Tm,n(ε) ∈ MaxTm,n(ε).

Now by Proposition 4.2.1,

(Sm,n)m̂ ∼= (Tm,n(ε))M̂ = (K [ξ, ρ])K[ξ,ρ]∩m̂,

so dim(Sm,n)m̂ = m + n. It follows that (Sm,n)m is a regular local ring of Krull
dimension m+ n. Moreover, by [25, Theorem 19.3], Sm,n is a regular ring.
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Proposition 4.2.3. — Assume CharK = 0. Then Sm,n is an excellent ring; in partic-
ular, it is a G-ring.

Proof. — In light of Theorem 4.1.1 and Corollary 4.2.2, this follows directly from [26,
Theorem 2.7].

The next example and proposition show that the situation in characteristic p is
more complicated.

Example 4.2.4. — If CharK = p �= 0, then Sm,n = Sm,n(K,E) may fail to be a
G-ring. Assume, for the moment, that we have found an element g ∈ K[[ρ]] \ S0,1
such that gp ∈ S0,1 (cf. [28, Section A1, Example 6]). Put m := (ρ) · S0,1 and put
R := (S0,1)m[g]; if S0,1 is a G-ring, so is R (see [25, Section 32, p. 260]). Since
R ⊂ K[[ρ]], it is reduced. Put M := mR, and let R̂ denote the M-adic completion of
R. Since S0,1 is a UFD, Xp − gp is irreducible in (S0,1)m[X ]; hence

R = (S0,1)m[X ]/(Xp − gp) and R̂ = K[X ][[ρ]]/(Xp − gp) ·K[X ][[ρ]].

So X − g is a non-zero nilpotent element of R̂, which is the direct sum of finitely
many maximal-adic completions of R ([25, Theorem 8.15]). Thus, some maximal-
adic completion of R is not reduced. It follows from [25, Theorem 32.2 (i)], that R,
and hence S0,1, cannot be a G-ring. An example of K, E and g can be constructed
as follows: let K := Fp(t1, t2, . . . )((Z)), E := Fp(t

p
1, t
p
2, . . . ) and g :=

∑
i≥0

tiρ
i. In fact,

a similar example can be constructed whenever [E1/p ∩K : E] =∞.

Proposition 4.2.5. — Assume CharK = p. Then:

(i) if Sm,n is a finite extension of (Sm,n)p, then Sm,n is excellent;
(ii) if [K : Kp] < ∞ and if E ⊂ K◦ is a complete DVR which is a finite extension

of Ep (e.g., take E = Fp ⊂ K◦), then Sm,n is excellent;
(iii) if E ⊂ K◦ is a DVR and if K ′ is a complete, perfect, valued field extension

of K, then there is a field E′ with E′ ⊂ (K ′)◦ such that Sm,n(E′,K ′) is an
excellent and faithfully flat Sm,n(E,K)-algebra.

Proof
(i) By [38, Théorème 2.1], it suffices to show that Sm,n is universally catenary.

But this is an immediate consequence of [25, Theorem 31.6 and Corollary 4.2.2].
(ii) Put Sm,n := Sm,n(E,K) = Sm,n(Ep,K). Then, Sm,n = K ⊗Kp Sm,n(Ep,Kp)

is finite over Sm,n(Ep,Kp) and by the Weierstrass Division Theorem 2.3.2, Sm,n is
finite over (Sm,n)p. Now apply part (i).

(iii) Lift K̃ ′ to (K ′)◦ by extending the lifting of Ẽ given by E (see Re-
mark 2.1.4 (iv)). By part (ii), Sm,n(E′,K ′) is excellent, and by Lemma 3.1.11 (i), it
is faithfully flat over Sm,n(E,K).
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A useful property of reduced G-rings is that they are analytically unramified in
the sense of [28]. The next proposition shows that reduced quotients of Sm,n are
analytically unramified in a different sense, when Sm,n is a G-ring. Example 4.2.4
shows what goes wrong if Sm,n is a not a G-ring.

Proposition 4.2.6. — Let I be an ideal of Sm,n, n ≥ 1, and let ε ∈
√
|K \ {0}|, 1 >

ε > 0. If ε > σ(I) and Tm,n(ε)
/
ιε(I) · Tm,n(ε) is reduced then Sm,n

/
I is reduced.

Suppose Sm,n is a G-ring (e.g., use Proposition 4.2.3 or Proposition 4.2.5 (ii)). If
Sm,n

/
I is reduced then Tm,n(ε)/ιε(I) · Tm,n(ε) is reduced.

Proof. — Suppose Tm,n(ε)
/
ιε(I) · Tm,n(ε) is reduced and suppose f r ∈ I for some

f ∈ Sm,n; then ιε(f) ∈ ιε(I) · Tm,n(ε). Hence by Corollary 3.3.2, f ∈ I. Therefore,
Sm,n

/
I is reduced.

Suppose Sm,n
/
I is reduced and that Sm,n is a G-ring; we must prove that

Tm,n(ε)
/
ιε(I) · Tm,n(ε)

is reduced. For this, it suffices to prove that
(
Tm,n(ε)

/
ιε(I) · Tm,n(ε)

)
m

is reduced
for every m ∈ Max(Tm,n(ε)

/
ιε(I) · Tm,n(ε)). Indeed, let A be a ring such that Am

is reduced for every m ∈ MaxA, and suppose f r = 0. Then f ∈ Ker(A → Am) for
every m ∈ MaxA. Consider the ideal a := {a ∈ A : af = 0}. If a = (1), then f = 0,
and we are done; otherwise, a ⊂ m for some m ∈MaxA. Hence f /∈ Ker(A→ Am), a
contradiction. Furthermore, by the Krull Intersection Theorem ([25, Theorem 8.10]),
Ker(A → Â) = (0) for any Noetherian local ring A. Hence it suffices to prove that(
Tm,n(ε)

/
ιε(I) · Tm,n(ε)

)
m̂

is reduced for every m ∈Max(Tm,n(ε)
/
ιε(I) · Tm,n(ε)).

Let m ∈ Max(Tm,n(ε)
/
ιε(I) · Tm,n(ε)), and put N := Sm,n ∩ m ∈ MaxSm,n

/
I.

Since Sm,n
/
I is reduced, so is (Sm,n

/
I)N. Indeed, let A be a reduced ring and let

m ∈ MaxA. If f r ∈ Ker(A → Am) then for some a ∈ A \ m, af r = 0; whence
(af)r = 0. But A is reduced, so af = 0; i.e., f ∈ Ker(A → Am). Now any quotient
or localization of a G-ring is again a G-ring, so (Sm,n

/
I)N is a reduced G-ring. Thus

(Sm,n
/
I)N −→ (Sm,n

/
I)N̂

is regular; in particular, it is faithfully flat. By [25, Theorem 32.2], (Sm,n
/
I)N̂ is

reduced. Then (Tm,n(ε)
/
ιε(I) · Tm,n(ε))m̂ is reduced by Proposition 4.2.1. Since this

holds for every m ∈Max(Tm,n(ε)
/
ιε(I) ·Tm,n(ε)), we have proved that Tm,n(ε)

/
ιε(I) ·

Tm,n(ε) is reduced.

Theorem 4.2.7. — Sm,n is a UFD.

Proof. — A Noetherian integral domain is a UFD if, and only if, every height 1 prime
is principal ([25, Theorem 20.1]). Let P be a height 1 prime ideal of Sm,n; we must
prove that P is principal. By Lemma 3.2.6, it suffices to prove that the uniform
residue ideal Λ(P ) is principal. Let K ′ be a finite algebraic extension of K such
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that K̃ ′ = K̃, let S′m,n := Sm,n(E,K ′) and let P ′ := P · S′m,n. By Lemma 3.1.11,
P̃ ′ = P̃ · S̃′m,n = P̃ ; hence Λ(P ′) = Λ(P ). It suffices to prove that Λ(P ′) is principal.

Fix a finite algebraic extension K ′ of K such that for some ε ∈ |K ′|, 1 > ε > σ(P ),
and K̃ ′ = K̃.

Claim. — For every n′ ∈ MaxS′m,n, P
′ · (S′m,n)n′̂ is a principal ideal.

Let n′ ∈ MaxS′m,n and put n := n′ ∩ Sm,n. Since S′m,n is finite over Sm,n, n ∈
MaxSm,n. By Corollary 4.2.2, Sm,n is a regular ring. Hence by [25, Theorem 20.3],
(Sm,n)n is a UFD. If n ⊃ P then htP ·(Sm,n)n = 1, and if n �⊃ P then P ·(Sm,n)n = (1).
Thus, the ideals P · (Sm,n)n, P ′ · (S′m,n)n′ and P ′ · (S′m,n)n′̂ are all principal. This
proves the claim.

Let T ′m,n(ε) := Tm,n(ε,K ′). By the Claim and by Proposition 4.2.1, ιε(P ′) ·
(T ′m,n(ε))m̂ is a principal ideal of (T ′m,n(ε))m̂ for every m ∈ MaxT ′m,n(ε). By [25,
Exercise 8.3], ιε(P ′) · (T ′m,n(ε))m is a principal ideal, hence a free (T ′m,n(ε))m-module
for every m ∈ MaxT ′m,n(ε). By [25, Theorem 7.12], ιε(P ) · T ′m,n(ε) is a projective
ideal. But T ′m,n(ε) is isomorphic to Tm+n(K ′), which by [6, Theorem 5.2.6.1], is a
UFD. Hence by [25, Theorem 20.7], ιε(P ) · T ′m,n(ε) is principal. By Lemma 3.2.5,
this implies that Λ(P ′) is principal, as desired.

In the next lemma we collect together some facts on flatness.

Lemma 4.2.8. — Let ε ∈
√
|K \ {0}| with 1 > ε > 0. Let K ′ be a complete, valued

field extension of K, let E′ ⊂ (K ′)◦ be a complete, quasi-Noetherian ring, and put
Sm,n := Sm,n(E,K), S′m,n := Sm,n(E′,K ′). Assume S′m,n ⊃ Sm,n; e.g., take E′ ⊃ E.

(i) The inclusion ιε : Sm,n → Tm,n(ε) is flat

The following inclusions are faithfully flat:

(ii) Sm,n(E,K)◦ → Sm,n(E′,K ′)◦

(iii) Sm,n(E,K)→ Sm,n(E′,K ′)
(iv) Sm,n(E,K)∼ → Sm,n(E′,K ′)∼

(v) Tm,n(ε)→ T ′m,n(ε)

Proof
(i) Consider the map ιε : Sm,n → Tm,n(ε). Let M be a maximal ideal of Tm,n(ε),

put m := ι−1ε (M), A := (Sm,n)m and B := (Tm,n(ε))M. By [25, Theorem 7.1], it
suffices to show that the induced map ιε : A→ B is flat. Let Â, B̂ be the maximal-
adic completions, respectively, of the local rings A, B. By Proposition 4.2.1 (ii),
Â ∼= B̂, and by [25, Theorem 8.14], A → Â ∼= B̂ and B → B̂ are faithfully flat.
Part (i) now follows by descent.

(ii), (iii) and (iv) are Lemma 3.1.11 (iv), (iii) and (i), respectively.
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(v) For some s ∈ N, εs ∈ |K|. Let c ∈ K with |c| = εs, and let I be the ideal of
Tm+2n generated by ρsi − ρi+nc, 1 ≤ i ≤ n. By [6, Theorem 6.1.5.4],

Tm,n(ε) = Tm+2n/I and T ′m,n(ε) = Tm+2n/I · T ′m+2n.

It therefore suffices to show that the inclusion Tm → T ′m is faithfully flat. But this is
Lemma 3.1.11 (iii) with n = 0.

Note that the inclusion S◦m,n ↪→ Tm,n(ε)◦ is not flat. Indeed, find c ∈ K and 1 ∈ N

such that |c| = ε	. Let

M := {(f, g) ∈ (S◦m,n)
2 : cf + ρ	g = 0}, and

N := {(f, g) ∈ (Tm,n(ε)◦)2 : cf + ρ	g = 0}.

If S◦m,n ↪→ Tm,n(ε)◦ were flat, then N = ιε(M) · Tm,n(ε)◦. But (ρ
�

c ,−1) ∈ N \ ιε(M) ·
Tm,n(ε)◦.

5. The Supremum Semi-Norm and Open Domains

In this section, we investigate algebraic and topological relations between residue
norms and the supremum seminorm on a quasi-affinoid algebra (i.e., a quotient ring
Sm,n

/
I). The key topological concepts are power-boundedness and quasi-nilpotence

(see Definition 5.1.7). The first main result is Theorem 5.1.5, which asserts that
each h ∈ Sm,n/I with ‖h‖sup ≤ 1 is integral over the subring of all a ∈ Sm,n/I

with ‖a‖I ≤ 1. Moreover, if |h(x)| < 1 for all x ∈ MaxSm,n/I, then h is integral
over the set of all a ∈ Sm,n/I with vI(a) ≤ (1, 1). It then follows (Corollary 5.1.8)
for f ∈ Sm,n/I that f is power bounded if, and only if, ‖f‖sup ≤ 1, and that f

is quasi-nilpotent if, and only if, |f(x)| < 1 for all x ∈ MaxSm,n/I. These are
the quasi-affinoid analogues of well-known properties of affinoid algebras. In Subsec-
tion 5.2 we use the results of Subsection 5.1 to show that K-algebra homomorphisms
are continuous (Theorem 5.2.3). Hence all residue norms on a quasi-affinoid algebra
are equivalent (Corollary 5.2.4); i.e., the topology of a quasi-affinoid algebra is in-
dependent of presentation. We also prove an Extension Lemma (Theorem 5.2.6) for
quasi-affinoid maps. The results of Subsection 5.1 also lead, as in the affinoid case,
to a satisfactory theory of open quasi-affinoid subdomains. In particular, in Subsec-
tion 5.3 we define quasi-rational subdomains (Definition 5.3.3), and show, using the
Extension Lemma (Theorem 5.2.6), that they are quasi-affinoid subdomains. Sub-
section 5.4 contains the definition and elementary properties of the “tensor product”
in the quasi-affinoid category. In Subsection 5.5 we show when CharK = 0 and in
many cases when CharK = p, that if Sm,n/I is reduced then the residue norm ‖ · ‖I
and the supremum norm ‖ · ‖sup are equivalent. If in addition E is such that Sm,n is
complete then Sm,n/I is a Banach function algebra.
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5.1. Relations with the Supremum Seminorm. — The first step towards prov-
ing Theorem 5.1.5 is an analogue of that theorem for Tm,n(ε)/ιε(I)·Tm,n(ε) uniformly
in ε, where ε is a sufficiently large element of

√
|K \ {0}|.

Let A be a Noetherian ring and let I ⊂ A be an ideal. For r = 0, 1, . . . , let Ir
denote the intersection of all minimal prime divisors of I of height r (if there are none,
put Ir := (1).) Clearly, N(I) = ∩r≥0Ir , where N(I) denotes the nilradical of I, and
each Ir is a radical ideal. The ideals Ir are the equidimensional components of the
ideal I.

In Lemma 5.1.1 we show that the ideals ιε(Ir)·Tm,n(ε) generate the equidimensional
components of the ideal ιε(I) · Tm,n(ε), in the case that Sm,n is a G-ring. This is
important in applying [6, Proposition 6.2.2.2], in a uniform way.

Lemma 5.1.1. — Let I be an ideal of Sm,n, n ≥ 1, and let ε ∈
√
|K \ {0}|, 1 > ε > 0.

Put J := ιε(I) · Tm,n(ε). Then Jr = N(ιε(Ir) · Tm,n(ε)), r ≥ 0. Thus, if Sm,n is a
G-ring, then Jr = ιε(Ir) · Tm,n, r ≥ 0.

Proof. — Since Jr is a radical ideal, by the Nullstellensatz (Theorem 4.1.1), it suffices
to show, for each m ∈MaxTm,n(ε), that m ⊃ Jr if, and only if, ι−1ε (m) ⊃ Ir.

Let A be any Noetherian ring, let I ⊂ A be an ideal, and let m ∈ MaxA. By [25,
Theorem 6.2], m ⊃ P ⊃ I is a prime divisor of I if, and only if, P · Am is a prime
divisor of I · Am. Thus, m ⊃ Ir if, and only if, I · Am has a minimal prime divisor of
height r.

Claim. — Let I ⊂ A be an ideal, and let m ∈ MaxA. Then m ⊃ Ir if, and only if,
I · (Am)̂ has a minimal prime divisor of height r.

By the foregoing, we may assume that A is a local ring with maximal ideal m, and
we must show that I has a minimal prime divisor of height r if, and only if, I · Â has
one. (As usual, Â denotes the maximal-adic completion of A.)

Let p ∈ SpecA and let P ∈ Spec Â be a minimal prime divisor of p · Â; we will
show that htP = htp. Since Â is flat over A ([25, Theorem 8.8]), this follows from
[25, Theorem 15.1 (ii)], if we can show that p = P∩A. By the Going-Down Theorem
([25, Theorem 9.5]), there is some Q ∈ Spec Â such that Q ⊂ P and Q ∩ A = p;
hence P ⊃ Q ⊃ p · Â. Since P is a minimal prime divisor of p · Â, Q = P. Therefore,
p = P ∩A, as desired.

Suppose p ∈ SpecA is a minimal prime divisor of I of height r, and let P ∈ Spec Â
be a minimal prime divisor of p · Â. Then htP = htp = r. We will show that P is a
minimal prime divisor of I · Â. If P ⊃ Q ⊃ I · Â for some Q ∈ Spec Â, then

p = P ∩A ⊃ Q ∩A ⊃ I.

Since p is a minimal prime divisor of I, p = Q ∩ A; i.e., Q ⊃ p · Â. Since P is a
minimal prime divisor of p · Â, Q = P. Thus P is a minimal prime divisor of I · Â.
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Suppose P ∈ Spec Â is a minimal prime divisor of I · Â of height r, and put
p := P ∩ A. Then P is a minimal prime divisor of p · Â, so htp = r. We will show
that p is a minimal prime divisor of I. If p ⊃ q ⊃ I for some q ∈ SpecA, then by the
Going-Down Theorem ([25, Theorem 9.5]), there is some Q ∈ Spec Â with P ⊃ Q

and q = Q ∩ A. Since P is a minimal prime divisor of I · Â, Q = P, so q = p.
Therefore, p is a minimal prime divisor of I, proving the claim.

Let m ∈ MaxTm,n(ε) and put n := ι−1ε (m). By the Claim, and by Proposition 4.2.1,

m ⊃ Jr ⇐⇒ J · (Tm,n(ε))m̂ has a minimal prime divisor of height r

⇐⇒ I · (Sm,n)N̂ has a minimal prime divisor of height r

⇐⇒ n ⊃ Ir,

as desired. The last assertion of the lemma follows from Proposition 4.2.6.

Let Λ(Ir) be the uniform residue ideal of an equidimensional component Ir . The
next proposition allows us to lift a Noether normalization map T̃d → T̃m/Λ(Ir)
to affinoid algebras corresponding to the restriction of Sm,n/I to closed polydiscs
MaxTm,n(ε), uniformly in ε for ε large enough.

Proposition 5.1.2 (cf. [4, Satz 3.1]). — Let ϕ : Td → Tm be a K-algebra homomor-
phism, let I be an ideal of Tm, and let ψ : Td → Tm

/
I be the composition of ϕ

with the canonical projection Tm → Tm
/
I. Now by [6, Section 6.3], ϕ induces a K̃-

algebra homomorphism ϕ̃ : T̃d → T̃m. Let τ̃ : T̃d → T̃m
/
Ĩ be the composition of ϕ̃

with the canonical projection T̃m → T̃m
/
Ĩ. Suppose that τ̃ is a finite monomorphism

and that the T̃d-module T̃m
/
Ĩ can be generated by r elements. Then ψ is a finite

monomorphism and the Td-module Tm
/
I can be generated by r elements.

Proof. — Put J := Kerψ ⊂ Td; we will show that J = (0). Let f ∈ J , ‖f‖ ≤ 1.
Since f ∈ J , ϕ(f) ∈ I; hence ϕ̃(f̃) = ϕ(f)∼ ∈ Ĩ. This implies J̃ ⊂ Ker τ̃ = (0). Thus
by Lemma 3.1.4, J = (0); i.e., ψ is a monomorphism.

Find G1, . . . , Gr, g1, . . . , gs ∈ T ◦m, with g1, . . . , gs ∈ I, such that the images of
G̃1, . . . , G̃r in T̃m

/
Ĩ generate the T̃d-module T̃m

/
Ĩ, and {g̃1, . . . , g̃s} generates the

ideal Ĩ. We will show that the images of G1, . . . , Gr in Tm
/
I generate the Td-module

Tm
/
I. Indeed, let f ∈ Tm; we will find H1, . . . , Hr ∈ Td and h1, . . . , hs ∈ Tm such

that

f −
r∑
j=1

ϕ(Hj)Gj =
s∑
j=1

hjgj .

We may take ‖f‖ ≤ 1. Let B ∈ B with

f, ϕ(ξ1), . . . , ϕ(ξd), G1, . . . , Gr, g1, . . . , gs ∈ B〈ξ〉 ⊂ Tm.

Let B = B0 ⊃ B1 ⊃ · · · be the natural filtration of B.
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Claim. — Let F ∈ Bp〈ξ〉 \ Bp+1〈ξ〉 ⊂ Tm. There are H1, . . . , Hr ∈ Bp〈ξ〉 ⊂ Td and
h1, . . . , hs ∈ Bp〈ξ〉 ⊂ Tm such that

F −
r∑
j=1

ϕ(Hj)Gj −
s∑
j=1

hjgj ∈ Bp+1〈ξ〉 ⊂ Tm.

Let πp : Bp → B̃p ⊂ K̃ denote a residue epimorphism, and write K̃ = B̃p ⊕ V for
some B̃-vector space V . Then

(5.1.1)
T̃m = K̃ [ξ1, . . . , ξm] = B̃p [ξ]⊕ V [ξ] and

T̃d = K̃ [ξ1, . . . , ξd] = B̃p [ξ]⊕ V [ξ]

as B̃ [ξ]-modules. Furthermore, since ϕ̃(ξ1), . . . , ϕ̃(ξd) ∈ B̃ [ξ],

(5.1.2)
ϕ̃(B̃p [ξ]) ⊂ B̃p [ξ] and

ϕ̃(V [ξ]) ⊂ V [ξ] .

Since the images of G̃1, . . . , G̃r in T̃m
/
Ĩ generate the T̃d-module T̃m

/
Ĩ, and since

{g̃1, . . . , g̃s} generates the ideal Ĩ in T̃m, there are H̃1, . . . , H̃r ∈ T̃d and h̃1, . . . , h̃s ∈
T̃m such that

(5.1.3) πp(F )−
r∑
j=1

ϕ̃(H̃j)G̃j −
s∑
j=1

h̃j g̃j = 0.

By (5.1.1) and (5.1.2), we may assume

H̃1, . . . , H̃r ∈ B̃p [ξ] ⊂ T̃d and

h̃1, . . . , h̃s ∈ B̃p [ξ] ⊂ T̃m.

Find H1, . . . , Hr ∈ Bp〈ξ〉 ⊂ Td and h1, . . . , hs ∈ Bp〈ξ〉 ⊂ Tm so that

πp(H1) = H̃1, . . . , πp(Hr) = H̃r and

πp(h1) = h̃1, . . . , πp(hs) = h̃s.

By (5.1.3),

F −
r∑
j=1

ϕ(Hj)Gj −
s∑
j=1

hjgj ∈ Bp+1〈ξ〉 ⊂ Tm.

This proves the claim.
Now, |B \ {0}| ⊂ R+ \ {0} is discrete, and B〈ξ〉 is complete. Thus since ϕ is

continuous ([6, Theorem 6.1.3.1]), iterated application of the Claim yields the desired
result.

The following lemma is a key step towards proving Theorem 5.1.5.
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Lemma 5.1.3. — Assume Sm,n is a G-ring (e.g., use Proposition 4.2.3 or Proposi-
tion 4.2.5 (ii)), and let I be an ideal of Sm,n. Then there is an e ∈ N such that for
every ε ∈ |K| with 1 > |ε| > σ(I) and for every f ∈ Sm,n/I, ι′ε(f) ∈ Tm+n/ι

′
ε(I)·Tm+n

satisfies an equation of the form

te + a1t
e−1 + · · ·+ ae = 0

where the ai ∈ Tm+n/ι
′
ε(I) · Tm+n satisfy max1≤i≤e ‖ai‖1/iι′ε(I)·Tm+n

= ‖ι′ε(f)‖sup.

Proof. — Let Λ(I) be the uniform residue ideal of I as in Definition 3.2.4. By
Noether Normalization, there is a K̃-algebra homomorphism ϕ̃ : T̃d → T̃m+n such
that τ̃ : T̃d → T̃m+n/Λ(I) is a finite monomorphism where τ̃ is the composition of ϕ̃
with the canonical projection T̃m+n → T̃m+n/Λ(I). Let I0, I1, . . . , be defined as in
Lemma 5.1.1. Since I ⊂ Ir for r ≥ 0, Λ(I) ⊂ Λ(Ir) ⊂ T̃m+n, r ≥ 0. Thus by Noether
Normalization, for r ≥ 0, there is a K̃-algebra homomorphism ϕ̃r : T̃dr → T̃d such
that τ̃r : T̃dr → T̃m+n/Λ(Ir) is a finite monomorphism, where τ̃r is the composition of
ϕ̃ ◦ ϕ̃r with the canonical projection T̃m+n → T̃m+n/Λ(Ir). Suppose the T̃dr -module
T̃m+n/Λ(Ir) is generated by er elements, r ≥ 0, and find α ∈ N such that N(I)α ⊂ I

(where N denotes the nilradical). Put

e := α

m+n∑
r=0

er.

We will show that e is the exponent sought in the lemma. Fix ε ∈ |K|, 1 > ε > σ(I).
By [6, Proposition 6.1.1.4], there are K-algebra homomorphisms ϕ : Td → Tm+n
and ϕr : Tdr → Td, 0 ≤ r ≤ m + n, that correspond modulo K◦◦, respectively, to
ϕ̃ : T̃d → T̃m+n and ϕ̃r : T̃dr → T̃d. Put J := ι′ε(I) · Tm+n. Let ψ : Td → Tm+n/J

and ψr : Tdr → Tm+n/ι
′
ε(Ir) · Tm+n, 0 ≤ r ≤ m + n, be defined, respectively,

by composing ϕ with the canonical projection Tm+n → Tm+n/J and by composing
ϕ◦ϕr with the canonical projection Tm+n → Tm+n/ι

′
ε(Ir)·Tm+n. Since τ̃ , τ̃0, . . . , τ̃m+n

are finite monomorphisms, by Proposition 5.1.2, each of ψ, ψ0, . . . , ψm+n is a finite
monomorphism, moreover the Tdr-module Tm+n/ι

′
ε(Ir) · Tm+n is generated by er

elements, 0 ≤ r ≤ m + n. By Lemma 5.1.1, Jr = ι′ε(Ir) · Tm+n. Since each Jr is
a radical ideal and since ht p = r for every prime divisor p of Jr, each ψr is a finite
torsion-free monomorphism.

Fix f ∈ Sm,n/I with ‖f‖sup ≤ 1, and put F := ι′ε(f). For 0 ≤ r ≤ m + n, let
Qr ∈ Tdr [t] be the monic polynomial of least degree such that Qr(F ) vanishes in
Tm+n/Jr. Write

Qr = t	r + ar1t
	r−1 + · · ·+ ar	r .

Since ψr is a finite, torsion-free monomorphism, by [6, Proposition 6.2.2.2],

max
1≤i≤	r

‖ari‖1/i = ‖F‖sup.

Furthermore, by the Cayley-Hamilton Theorem [25, Theorem 2.1], 1r = degQr ≤ er.
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We may regard each Qr as an element of Td[t] via the K-algebra homomorphism
ϕr. Put

Q :=
(m+n∏
r=0

Qr

)α
= t	 + a1t

	−1 + · · ·+ a	.

By [6, Corollary 3.2.1.6], max1≤i≤	 ‖ai‖1/i = ‖F‖sup, 1 ≤ e, and by Proposition 4.2.6,
Q(F ) vanishes in Tm+n/J . It follows that ι′ε(f) satisfies the equation

te + a1t
e−1 + · · ·+ a	t

e−	 = 0,

as desired.

In Lemma 5.1.3, we assumed that ε ∈ |K| and that Sm,n is a G-ring in order to
make some computations. Under these assumptions we obtained monic polynomials
of degree e over Tm,n(ε) satisfied by h ∈ Sm,n/I. The coefficients of these polynomials,
in addition, satisfy certain estimates depending on ‖h‖sup. In Lemma 5.1.4 we show
that the computations of Lemma 5.1.3 are not affected by ground field extensions;
i.e., they remain valid for ε ∈

√
|K \ {0}| and whether or not Sm,n is a G-ring. This

allows us to transfer the data back to Sm,n by examining the module M of relations
among he, he−1, . . . , 1.

Lemma 5.1.4. — Let I be an ideal of Sm,n and let M be a submodule of (Sm,n/I)	.
Let K ′ be a complete, valued extension field of K, let E′ ⊂ (K ′)◦ be a complete,
quasi-Noetherian ring with E′ ⊃ E (recall, if CharK = p > 0, we assume E′ is also
a DVR), and put

S′m,n := Sm,n(E′,K ′) ⊃ Sm,n,

I ′ := I · S′m,n, and

M ′ := M · (S′m,n/I ′) ⊂ (S′m,n/I
′)	.

By ϕ denote the canonical projections

(S′m,n)
	 −→ (S′m,n/I

′)	, and

(Sm,n)	 −→ (Sm,n/I)	.

Put

N := ϕ−1(M), and

N ′ := ϕ−1(M ′) = N · S′m,n,

and let ε ∈ |K ′| with 1 > ε > σ(N ′). Put

T ′m+n := K ′〈ξ, ρ〉.

By π denote projection of an 1-tuple on the first coordinate. Suppose there is some

f ∈ ι′ε(M
′) · (T ′m+n/ι′ε(I ′) · T ′m+n)
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with ‖f‖ι′ε(I′)·T ′
m+n

≤ 1 and π(f) = 1. Then there is some F ∈M with ‖F‖I ≤ 1 and
π(F ) = 1.

Proof. — It suffices to show that π(Ñ) is the unit ideal; indeed, by Lemma 3.1.11,
it suffices to show that π(Ñ ′) is the unit ideal. Let Λ(N ′) be the uniform residue
module of N ′ as in Definition 3.2.4. It suffices to show that π(Λ(N ′)) is the unit
ideal. Denote also by ϕ the canonical projection

(T ′m+n)
	 → (T ′m+n/ι

′
ε(I
′) · T ′m+n)	.

By Lemma 3.1.4 with n = 0, there is some

F ∈ ϕ−1(ι′ε(M
′) · (T ′m+n/ι′ε(I ′) · T ′m+n))

with ‖F‖ = ‖f‖ι′ε(I′)·T ′
m+n

≤ 1 and π(F ) = 1 + h for some h ∈ ι′ε(I
′) · T ′m+n. Since

(h, 0, . . . , 0) ∈ Kerϕ, we may assume that π(F ) = 1. Since

ϕ−1(ι′ε(M
′) · (T ′m+n/ι′ε(I ′) · T ′m+n)) = ι′ε(N

′) · T ′m+n,

by Lemma 3.2.5, F̃ ∈ Λ(N ′).

Theorem 5.1.5. — Let I be an ideal of Sm,n. There is an e ∈ N such that each
h ∈ Sm,n/I with ‖h‖sup ≤ 1 satisfies a polynomial equation of the form

te + a1t
e−1 + · · ·+ ae = 0,

where a1, . . . , ae ∈ Sm,n/I and each ‖ai‖I ≤ 1. Moreover, if |h(x)| < 1 for all
x ∈ MaxSm,n/I then each vI(ai) < (1, 1).

Proof. — Write Sm,n := Sm,n(E,K). Let K ′ be the completion of the algebraic
closure of K. If CharK = 0, let E′ := E and if CharK = p > 0, we use Remark 2.1.4
to find E′ ⊃ E as in Proposition 4.2.5 (iii). Hence S′m,n := Sm,n(E′,K ′) is a G-ring
by Proposition 4.2.3 or Proposition 4.2.5 (iii). Let I ′ := I ·S′m,n. By Proposition 4.1.3,
‖h‖sup ≤ 1, where the supremum is computed in MaxS′m,n/I

′.
Applying Lemma 5.1.3 to S′m,n/I

′ yields an integer e. Put

M :=

{
(a0, . . . , ae) ∈ (Sm,n/I)e+1 :

e∑
i=0

aih
e−i = 0

}
,

M ′ :=

{
(a0, . . . , ae) ∈ (S′m,n/I

′)e+1 :
e∑
i=0

aih
e−i = 0

}
,

M0 := {(a0, . . . , ae) ∈M : a0 = 0}, and

M ′0 := {(a0, . . . , ae) ∈M ′ : a0 = 0}.
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Choose ε ∈ |K ′| with 1 > ε > 0 and ε suitably large, as in Lemma 5.1.3, and put

L′ :=

{
(b0, . . . , be) ∈ (T ′m+n/ι

′
ε(I
′) · T ′m+n)e+1 :

e∑
i=0

biι
′
ε(h
e−i) = 0

}
,

L′0 := {(b0, . . . , be) ∈ L′ : b0 = 0}.

Since T ′m+n is isometrically isomorphic to Tm,n(ε,K ′), by Lemma 4.2.8 (i) and (ii),
we have:

M ′ = M · (S′m,n/I ′),
M ′0 = M0 · (S′m,n/I ′),
L′ = ι′ε(M

′) · (T ′m+n/ι′ε(I ′) · T ′m+n), and

L′0 = ι′ε(M
′
0) · (T ′m+n/ι′ε(I ′) · T ′m+n).

Lemma 5.1.3 yields
b1, . . . , be ∈ T ′m+n/ι

′
ε(I
′) · T ′m+n

such that

max
1≤i≤e

(‖bi‖ι′ε(I′)·T ′
m+n

)1/i = ‖ι′ε(h)‖sup ≤ 1, and

(1, b1, . . . , be) ∈ L′.

Lemma 5.1.4 implies that there are a1, . . . , ae ∈ Sm,n/I such that

‖ai‖I ≤ 1, 1 ≤ i ≤ e, and

(1, a1, . . . , ae) ∈M.

This proves the first assertion.
Suppose now that |h(x)| < 1 for all x ∈ MaxSm,n/I; then the same inequality

holds for x ∈MaxS′m,n/I
′ by Proposition 4.1.3. Hence ‖ι′ε(h)‖sup < 1. Since

ι′ε((1, a1, . . . , ae))− (1, b1, . . . , be) ∈ L′0,

we get
‖ι′ε((0, a1, . . . , ae))‖L′

0
≤ ‖(0, b1, . . . , be)‖ι′ε(I′)·T ′

m+n
< 1.

By Corollary 3.3.4, this yields

vM ′
0
((0, a1, . . . , ae)) < (1, 1).

Hence by Lemma 3.1.11(ii),

vM0((0, a1, . . . , ae)) < (1, 1),

as desired.

Remark 5.1.6. — Let I be an ideal of Sm,n and define the seminorm vsup : Sm,n/I →
R+ × R+ by

vsup(h) := (‖h‖sup, 2−α),
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where

α := inf{β ∈ R+ : ∃ ε0 ∈
√
|K \ {0}| ∀ ε ∈

√
|K \ {0}| with 1 > ε > ε0,

εβ‖h‖sup ≤ ‖ιε(h)‖sup}.

In fact α ∈
√
|K \ {0}|. Indeed if ‖h‖sup �= 0, the function

ε �−→ ‖ιε(h)‖sup/‖h‖sup
is a definable function of ε, in the sense of [17] and [23]. By the analytic elimination
theorem of [23, Corollary 4.3] it follows immediately that α ∈

√
|K \ {0}| and that

εα‖h‖sup = ‖ιε(h)‖sup for ε < 1 but sufficiently large.
There is an e ∈ N such that each h ∈ Sm,n/I satisfies a polynomial equation of the

form
te + a1t

e−1 + · · ·+ ae = 0

where a1, . . . , ae ∈ Sm,n/I and max1≤i≤e vI(ai)1/i ≤ vsup(h).

Definition 5.1.7. — Let I be an ideal of Sm,n. An element f ∈ Sm,n/I is called power-
bounded iff the set {‖f 	‖I : 1 ∈ N} ⊂ R is bounded. By b(Sm,n/I) denote the set
of all power-bounded elements; it is a subring of Sm,n/I. An element f ∈ Sm,n/I

is called topologically nilpotent iff {‖f 	‖I : 1 ∈ N} is a zero sequence. By t(Sm,n/I)
denote the set of topologically nilpotent elements; it is an ideal of b(Sm,n/I). An
element f ∈ Sm,n/I is called quasi-nilpotent iff for some 1 ∈ N, f 	 ∈ t + (ρ)b. By
q(Sm,n/I) denote the set of quasi-nilpotent elements; it is an ideal of b(Sm,n/I).

Note that, even in the case n = 0, i.e., the affinoid case, the set {‖f 	‖I : 1 ∈ N}
appearing in Definition 5.1.7, while bounded, may not be bounded by 1. The element
ρ ∈ S0,1 is quasi-nilpotent, but not topologically nilpotent.

Corollary 5.1.8. — Let I be an ideal of Sm,n and let f ∈ Sm,n/I. Then f is power-
bounded if, and only if, ‖f‖sup ≤ 1, f is topologically nilpotent if, and only if, ‖f‖sup <
1, and f is quasi-nilpotent if, and only if, |f(x)| < 1 for all x ∈MaxSm,n/I. Hence,
in the notation of Theorem 5.1.5, each aif

e−i ∈ q(Sm,n/I).

Proof. — The ‘only if’ statements are immediate consequences of Proposition 4.1.2.
Suppose ‖f‖sup ≤ 1. By Theorem 5.1.5

(5.1.4) fe = a1f
e−1 + · · ·+ ae

for some a1, . . . , ae ∈ Sm,n/I with each ‖ai‖I ≤ 1. Then for every 1 ∈ N there are
b1, . . . , be ∈ Sm,n/I with each ‖bi‖I ≤ 1 such that

f 	 = b1f
e−1 + · · ·+ be.

Thus {‖f 	‖I : 1 ∈ N} is bounded by max{‖f i‖I : 0 ≤ i ≤ e − 1}, and f is power-
bounded.
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Suppose in addition that |f(x)| < 1 for all x ∈ MaxSm,n/I. Then by Theo-
rem 5.1.5, in (5.1.4) we may take each vI(ai) ≤ (1, 1). By Theorem 3.1.3 each
ai ∈ t(Sm,n/I)+(ρ)b(Sm,n/I). To conclude the proof note that since each ‖f i‖sup ≤ 1,
each f i ∈ b(Sm,n/I). Hence each aif

e−i ∈ q(Sm,n/I).

Remark 5.1.9. — The result of Corollary 5.1.8 is much easier to prove if one makes
the strong additional assumption that ‖f‖I ≤ 1. In particular:

Lemma. — Let I be an ideal of Sm,n. There is an 1 ∈ N such that for all f ∈ Sm,n
with ‖f‖ ≤ 1 and |f(x)| < 1 for all x ∈MaxSm,n

/
I, we have:

(i) for all ε ∈ |K| with 1 > ε > σ(I), ‖ι′ε(f 	)‖ι′ε(I)·Tm+n
< 1, and

(ii) vI(f 	) < (1, 1).

Proof
(i) Let Λ(I) ⊂ T̃m+n be the uniform residue ideal of I. Let N := N(Λ(I)) ⊂ T̃m+n

be the nilradical of Λ(I). Then there is some 1 ∈ N such that N	 ⊂ Λ(I). By
∼: T ◦m+n → T̃m+n denote the canonical residue epimorphism. It suffices to show that
ι′ε(f)∼ ∈ N. Fix ε ∈ |K| with 1 > ε > σ(I), and by F denote the image of ι′ε(f) in
Tm+n/ι

′
ε(I) · Tm+n; then ‖F‖sup < 1. By [6, Proposition 6.2.3.2], F is topologically

nilpotent; i.e., limr→∞ ‖ι′ε(f)r‖ι′ε(I)·Tm+n
= 0. Hence ι′ε(f)

∼ ∈ N.
(ii) By Proposition 4.1.3 and Lemma 3.1.11(ii) we may assume that |K| is not

discrete. Let 1 be as in part (i) and put F := f 	. If õ(F ) > 0 or ‖F‖ < 1, we are
done. Therefore, assume that ‖F‖ = 1 and õ(F ) = 0. Let {g1, . . . , gr} ⊂ I be a
v-strict generating system with ‖g1‖ = · · · = ‖gr‖ = 1, and let ε ∈ |K| satisfy 1 > ε >

max1≤i≤r σ(gi). Since õ(F ) = 0, it follows that ‖ι′ε(F )‖ = 1 and d̃(ι′ε(F )) = 0. By the
choice of 1, ‖ι′ε(F )‖ι′ε(I)·Tm+n

< 1. So by Claim A of the proof of Theorem 3.3.1, there
are polynomials h1, . . . , hr ∈ K◦ [ξ] such that ‖ι′ε(F )−

∑r
i=1 hiε

−eo(gi)ι′ε(gi)‖ < 1, and
such that hi = 0 for all i with õ(gi) > 0. This implies that v(F −

∑r
i=1 higi) < (1, 1);

i.e., vI(F ) < (1, 1).

Corollary 5.1.10. — Let I be an ideal of Sm,n and let f ∈ Sm,n/I. Then

‖f‖sup = inf
	∈N

‖f 	‖1/	I = lim
	→∞

‖f 	‖1/	I .

In particular if ϕ : Sm,n/I → Sm′,n′/I
′ is a K-algebra homomorphism which is an

isometry with respect to ‖ ·‖I and ‖ ·‖I′ , then ϕ is an isometry with respect to ‖ ·‖sup.

Proof. — The last equality is given in [6, Section 1.3.2]. We prove the first equality.
Let m ∈ MaxK Sm,n/I. By Proposition 4.1.2

|f(m)| ≤ ‖f 	‖1/	I ,
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for 1 ∈ N. Hence ‖f‖sup ≤ inf	∈N ‖f 	‖1/	I . Suppose that ‖f‖sup < inf	∈N ‖f 	‖1/	I .
Then for some N ∈ N, α ∈ K and all 1 ∈ N

‖fN‖sup < |α| < ‖fN	‖1/N	I ,

since
√
|K| is dense in R+. Put F := 1

αf
N . Then for all 1 ∈ N

‖F‖sup < 1 < ‖F 	‖1/	I .

This contradicts Corollary 5.1.8 since F is not topologically nilpotent though
‖F‖sup < 1.

Corollary 5.1.11. — Let f ∈ Sm,n/I. Then ‖f‖sup ∈
√
|K|.

Proof. — If m = 0, the result follows from Noether normalization for quotients of
S0,n (Remark 2.3.6) and [6, Proposition 3.8.1.7]. We reduce to this case.

By Theorem 3.4.6, there are m′, n′ ∈ N, an ideal J of Sm′,n′ and a K-algebra
homomorphism

ϕ : Sm,n/I −→ Sm′,n′/J

such that (i) ϕ is an isometry with respect to ‖ · ‖I and ‖ · ‖J , and (ii) Sm′,n′/J is a
finite S0,d-algebra for some d ∈ N. By (i) and Corollary 5.1.10, ϕ is an isometry in
‖ · ‖sup. Now (ii) permits us to reduce to the case above.

5.2. Continuity and Extension of Homomorphisms. — In this subsection we
prove that K-algebra homomorphisms between quasi-affinoid algebras are continuous,
i.e., bounded (Theorem 5.2.3). It follows that all residue norms on a quasi-affinoid
algebra are equivalent (Corollary 5.2.4). We also prove an Extension Lemma (Theo-
rem 5.2.6) for quasi-affinoid maps.

Depending on the choice ofE, Sm,n may not be complete in ‖·‖ (see Theorem 2.1.3).
Hence the results of this subsection do not follow from [6, Theorem 3.7.5.1]. Never-
theless S◦m,n is the direct limit of rings B〈ξ〉[[ρ]] that are complete both in ‖ · ‖ and
(ρ)-adically. Furthermore (Corollary 2.2.6 and Theorem 2.3.2) the operations of fac-
toring Sm,n by an ideal and Weierstrass Division respect the decomposition of Sm,n
as the direct limit of the B〈ξ〉[[ρ]].

We first establish the continuity of K-algebra homomorphisms from quasi-affinoid
algebras to affinoid algebras.

Lemma 5.2.1. — Let ϕ : Sm,n/I → Sm′,0/J =: A be a K-algebra homomorphism.
Then ϕ is continuous with respect to ‖ · ‖I and ‖ · ‖J , and is uniquely determined by
its values on ξi + I and ρj + I, i = 1, . . . ,m; j = 1, . . . , n.

Proof of Continuity. — It is sufficient to consider the case I = (0). Since ϕ is a
K-algebra homomorphism it follows from [6, Propositions 6.2.3.1 and 6.2.3.2] that
the ϕ(ξi) are power-bounded and the ϕ(ρj) are topologically nilpotent (i.e., the set
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‖ϕ(ξi)k‖J is bounded and for each j, ‖ϕ(ρj)k‖J → 0 as k → ∞). Therefore we may
put

M := max{‖ϕ(ξµρν)‖J : µ ∈ Nm, ν ∈ Nn}.

Claim (A). — Let M ′ ∈ R, B ∈ B. If

‖ϕ(f)‖J ≤M ′‖f‖

for all f ∈ B〈ξ〉[[ρ]], then in fact

‖ϕ(f)‖J ≤M‖f‖

for all f ∈ B〈ξ〉[[ρ]].

Choose α ∈ N so that for |ν| = α we have ‖ϕ(ρν)‖J < M/M ′. Let f ∈ B〈ξ〉[[ρ]]
and write

f = p(ξ, ρ) + f0(ξ, ρ) +
∑
|νi|=α

ρνifi(ξ, ρ)

where the p, f0, fi ∈ B〈ξ〉[[ρ]] satisfy

• p is a polynomial and ‖p‖ ≤ ‖f‖,
• ‖f0‖ ≤

(
M
M ′

)
‖f‖, and

• ‖fi‖ ≤ ‖f‖ for all i.

(In other words choose a polynomial p such that f − p ∈ (Bi+(ρ)α)B〈ξ〉[[ρ]] for some
i with |Bi| ⊂ [0,M/M ′].) Then

ϕ(f) = p(ϕ(ξ), ϕ(ρ)) + ϕ(f0) +
∑
|νi|=α

ϕ(ρ)νiϕ(fi)

and

‖ϕ(f)‖J ≤ max
{
M‖p‖,M ′‖f0‖,

M

M ′
M ′‖fi‖

}
≤ M‖f‖.

Claim A is proved.
By Proposition 2.1.5 there is a complete, discretely valued subfield F ⊂ K such

that
Sm,n = lim−→

F◦⊂B∈B

F ⊗̂F◦B〈ξ〉[[ρ]].

Once we prove that each map

ϕ|F b⊗F◦B〈ξ〉[[ρ]] : F ⊗̂F◦B〈ξ〉[[ρ]] → A

of F -Banach Algebras is bounded, it will follow from Claim A that ϕ : Sm,n → A is
also bounded. It remains to prove

Claim (B). — The restriction ϕ|F b⊗F◦B〈ξ〉[[ρ]] : F ⊗̂F◦B〈ξ〉[[ρ]]→ A is bounded.
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Since it is affinoid, A is certainly also an F -Banach Algebra. By the Closed Graph
Theorem ([6, Section 2.8.1] or [7]) it is thus sufficient to prove that if the vn ∈
F ⊗̂F◦B〈ξ〉[[ρ]] satisfy lim vn = 0 and limϕ(vn) = w ∈ A, then w = 0. We follow the
proof of [6, Proposition 3.7.5.1]. Let b = mN for some maximal ideal m ∈ MaxA and
N ∈ N. Let a = ϕ−1(b) ⊂ Sm,n. Consider the commutative diagram

Sm,n
ϕ ✲ A

❅
❅

❅
❅

❅

ψ

❘
Sm,n/a

π

❄ ϕ ✲ A/b

β

❄

where π and β are the canonical projections, ϕ is the induced map and ψ is ϕ◦π. Note
that π and β are contractions, and that ϕ is continuous since by Proposition 4.2.1,
Sm,n/a and A/b are finite dimensionalK-algebras. Hence ψ is continuous and β(w) =
0. Since this is true for all m ∈ MaxA and all N ∈ N, by the Krull Intersection
Theorem, w = 0. (Suppose w ∈ mN for all m ∈ MaxA, and let J be the ideal of all
x ∈ A such that xw = 0. Fix m ∈ MaxA. By the Krull Intersection Theorem [25,
Theorem 8.10(i)], the image of w in the localization Am is zero. Thus, J �⊂ m. Since
this holds for all m ∈ MaxA, J = (1); i.e., w = 0.) This proves Claim B and hence ϕ
is continuous.

Proof of Uniqueness. — This follows directly from Claim A: suppose ϕ and ψ agree
on the ξi+ I and ρj+ I. Put Φ := ϕ−ψ. Now apply Claim A, with M = 0, to Φ.

Next we show that there are continuous K-algebra homomorphisms

Sm,n −→ Sm′,n′/I
′

sending the ξi (respectively ρj) to any specified power-bounded (respectively quasi-
nilpotent) elements of Sm′,n′/I

′.

Lemma 5.2.2. — Let fi ∈ Sm′,n′/I
′, i = 1, . . . ,m, be power-bounded and let gj ∈

Sm′,n′/I
′, j = 1, . . . , n, be quasi-nilpotent. There is a K-algebra homomorphism,

ϕ : Sm,n −→ Sm′,n′/I
′,

continuous in ‖ · ‖ and ‖ · ‖I′ , such that ϕ(ξi) = fi and ϕ(ρj) = gj for i = 1, . . . ,m;
j = 1, . . . , n.

Proof. — Since the fi are power-bounded, by Theorem 5.1.5, there are aij ∈
Sm′,n′/I

′, 1 ≤ i ≤ m, 1 ≤ j ≤ e, with each ‖aij‖I′ ≤ 1 such that

fei + ai1f
e−1
i + · · ·+ aie = 0, 1 ≤ i ≤ m.
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Similarly, there are bij ∈ Sm′,n′/I
′, 1 ≤ i ≤ n, 1 ≤ j ≤ e, with each vI′(bij) < (1, 1)

such that
gei + bi1g

e−1
i + · · ·+ bie = 0, 1 ≤ i ≤ n.

By Theorem 3.1.3, there are Aij , Bij ∈ Sm′,n′ such that v(Aij) = vI′(aij), v(Bij) =
vI′(bij), aij = Aij + I, and bij = Bij + I. Put

Pi(ξm′+i) := ξem′+i +Ai1ξ
e−1
m′+i + · · ·+Aie, i = 1, . . . ,m,

Qi(ρn′+i) := ρen′+i +Bi1ρ
e−1
n′+i + · · ·+ Bie, i = 1, . . . , n.

Note that each Pi is regular in ξm′+i of degree e and each Qi is regular in ρn′+i
of degree e. Let ψ0 : Sm,n ↪→ Sm′+m,n′+n be the inclusion defined by ξi �→ ξm′+i,
ρj �→ ρn′+j , i = 1, . . . ,m; j = 1, . . . , n. By Weierstrass Division (Theorem 2.3.2) there
is a unique K-algebra homomorphism

ψ1 : Sm′+m,n′+n −→ Sm′,n′ [ξm′+1, . . . , ξm′+m, ρn′+1, . . . , ρn′+n]/(P,Q)

with Kerψ1 = (P,Q) · Sm′+n,n′+n. Furthermore, by Weierstrass Division, ψ is con-
tinuous and the range of ψ1 is a Cartesian Sm′,n′ -module (see [6, Definition 5.2.7.3]).
Let

ψ2 : Sm′,n′ [ξm′+1, . . . , ξm′+m, ρn′+1, . . . , ρn′+n]/(P,Q) −→ Sm′,n′/I
′

be the unique K-algebra homomorphism that sends Sm′,n′ $ f �→ f + I ′, ξm′+i �→ fi
and ρn′+j �→ gj, i = 1, . . . ,m, j = 1, . . . , n.

Since ψ0 is an isometry in ‖ · ‖, ψ1 is a contraction and

Sm′,n′ [ξm′+1, . . . , ξm′+m, ρn′+1, . . . , ρn′+n]/(P,Q)

is a Cartesian Sm′,n′–module, ψ2 is continuous. Take ϕ := ψ2 ◦ ψ1 ◦ ψ0.

Theorem 5.2.3. — Let ϕ : Sm,n/I → Sm′,n′/I
′ be a K-algebra homomorphism. Then

ϕ is continuous with respect to ‖ · ‖I and ‖ · ‖I′ , and is uniquely determined by the
values ϕ(ξi + I), ϕ(ρj + I), i = 1, . . . ,m; j = 1, . . . , n.

Proof. — It is sufficient to take I = (0). Let ϕ′ : Sm,n → Sm′,n′/I
′ be the continuous

K-algebra homomorphism provided by Lemma 5.2.2 with ϕ′(ξi) = ϕ(ξi) and ϕ′(ρj) =
ϕ(ρj), i = 1, . . . ,m; j = 1, . . . , n. By Corollary 3.3.2, there is an ε ∈

√
|K \ {0}| such

that
Sm′,n′/I

′ ιε−→ Tm′,n′(ε)/ιε(I ′) · Tm′,n′(ε)

is an inclusion. By Lemma 5.2.1, ιε ◦ ϕ = ιε ◦ ϕ′. Since ιε is an inclusion ϕ = ϕ′, and
thus ϕ is continuous.

In general a quasi-affinoid algebra has many representations as a quotient of an
Sm,n. The residue norms corresponding to different representations may be different.
However all these norms are equivalent, i.e., they induce the same topology.

Corollary 5.2.4. — If Sm,n/I % Sm′,n′/I
′ as K-algebras then the two norms ‖ ·‖I and

‖ · ‖I′ are equivalent; i.e., they induce the same topology.
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Remark 5.2.5. — Let c ∈ K◦◦. The (c)+(ρ)–adic topology on S◦m,n induces a topology
on Sm,n and on any quotient. A K–algebra homomorphism

ϕ : Sm,n → Sm′,n′/I
′

is also continuous with respect to such topologies. In other words, if f =
∑

aµνξ
µρν ∈

S◦m,n, then by the above arguments,
∑

aµνϕ(ξ)µϕ(ρ)ν converges to ϕ(f).

Theorem 5.2.6 (Extension Lemma,cf. Remark 5.2.8). — Let ϕ : Sm,n/I → Sm′,n′/I
′

be a K-algebra homomorphism, let f1, . . . , fM ∈ Sm′,n′/I
′ be power-bounded and let

g1, . . . , gN ∈ Sm′,n′/I
′ be quasi-nilpotent. Then there is a unique K-algebra homo-

morphism
ψ : Sm+M,n+N/I · Sm+M,n+N −→ Sm′,n′/I

′

such that ψ(ξm+i) = fi, 1 ≤ i ≤ M , ψ(ρj) = gj, 1 ≤ j ≤ N , and the following
diagram commutes:

Sm,n/I
ϕ✲ Sm′,n′/I

′

...
...
...
...
...
.

ψ

✒

Sm+M,n+N/I · Sm+M,n+N
❄

Proof. — By Lemma 5.2.2 there is a K–algebra homomorphism

ψ′ : Sm+M,n+N → Sm′,n′/I
′

such that
ψ′(ξi) = ϕ(ξi + I), i = 1, . . . ,m,

ψ′(ρj) = ϕ(ρj + I), j = 1, . . . , n,

ψ′(ξm+i) = fi, i = 1, . . . ,M,

ψ′(ρm+j) = gj , j = 1, . . . , N.

By Theorem 5.2.3,
ψ′|Sm,n = ϕ ◦ π,

where
π : Sm,n −→ Sm,n/I

is the canonical projection. Hence I ⊂ Kerψ′ and ψ′ gives rise to a K–algebra
homomorphism

ψ : Sm+M,n+N/I · Sm+M,n+N −→ Sm′,n′/I
′.

That ψ|Sm,n/I = ϕ and that ψ is unique follow immediately from Theorem 5.2.3.

For notational convenience we make the following definition:
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Definition 5.2.7. — Fix the pair (E,K) and let A be a quasi-affinoid algebra, say
A = Sm′,n′(E,K)/I. We define

A〈ξ1, . . . , ξm〉[[ρ1, . . . , ρn]]s := Sm′+m,n′+n/I · Sm′+m,n′+n

where we regard

Sm′,n′ = K〈η1, . . . , ηm′〉[[τ1, . . . , τn′ ]]s
and

Sm′+m,n′+n = K〈η1, . . . , ηm′ , ξ1, . . . , ξm〉[[τ1, . . . , τn′ , ρ1, . . . , ρn]]s.

By the Extension Lemma, Theorem 5.2.6, A〈ξ1, . . . , ξm〉[[ρ1, . . . , ρn]]s is independent
of the presentation of A.

We will show that that

A〈ξ〉[[ρ]]s ⊂ A[[ξ, ρ]]

via the K-algebra homomorphism

ϕ : Sm′+m,n′+n → A[[ξ, ρ]] :
∑

fµνξ
µρν �−→

∑
(fµν + I)ξµρν .

Indeed, it suffices to verify

Kerϕ ⊂ I · Sm′+m,n′+n.

Let f =
∑

fµνξ
µρν ∈ Kerϕ; without loss of generality ‖f‖ = 1. Hence f ∈

B〈η, ξ〉[[τ, ρ]] for some B ∈ B. By Lemma 3.1.6, there are s ∈ N, B ⊂ B′ ∈ B

and hµν ∈ B′〈η, ξ〉[[τ, ρ]] such that

f =
∑

|µ|+|ν|≤s
fµνhµν .

Since each fµν ∈ I, it follows that f ∈ I · Sm′+m,n′+n, as desired.
Let ψ : Sm′,n′ → A[[ξ, ρ]] be the composition of ϕ with the obvious inclusion

Sm′,n′ ↪→ Sm′+m,n′+n. Since Kerψ = I, it follows that

A→ A〈ξ〉[[ρ]]s

is injective.

Remark 5.2.8. — Here we rephrase the Extension Lemma (Theorem 5.2.6) in terms
of the notation introduced in Definition 5.2.7.

Let ϕ : A→ B be a K-algebra homomorphism of quasi-affinoid algebras A and B.
Suppose f1, . . . , fm ∈ B are power-bounded and g1, . . . , gn ∈ B are quasi-nilpotent.
Then there is a uniqueK-algebra homomorphism ψ : A〈ξ〉[[ρ]]s → B such that ψ(ξi) =
fi and ψ(ρj) = gj, 1 ≤ i ≤ m, 1 ≤ j ≤ n, and the following diagram commutes:
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A
ϕ ✲ B

...
...
...
...
.

ψ

✒

A〈ξ〉[[ρ]]s
❄

In particular, it follows that there are m,n ∈ N and a surjection of A-algebras

A〈ξ1, . . . , ξm〉[[ρ1, . . . , ρn]]s → B,

and hence for some ideal I,

B % A〈ξ1, . . . , ξm〉[[ρ1, . . . , ρn]]s/I.

5.3. Quasi-Rational Domains. — By analogy with [6, Section 6.1.4], we de-
fine generalized rings of fractions in the quasi-affinoid setting. This leads, in Defini-
tion 5.3.3, to the construction of quasi-rational domains and, by iterating, R-domains.
Example 5.3.7 shows that R-domains are more general than quasi-rational domains,
in contrast to the affinoid case. Nevertheless the Extension Lemma (Theorem 5.2.6)
shows that generalized rings of fractions are well-defined and that the association of a
generalized ring of fractions with a quasi-rational domain provides it with a canonical
ring of quasi-affinoid functions. Thus quasi-rational subdomains (and by iteration,
R-subdomains) are examples of quasi-affinoid subdomains (the formal generalization
to the quasi-affinoid category of the notion of affinoid subdomains). This provides a
foundation for a theory of quasi-affinoid varieties (see [22]). We end this subsection
proving in Proposition 5.3.8 that a quasi-affinoid algebra is affinoid if, and only if, it
satisfies the Maximum Modulus Principle.

Definition 5.3.1. — Let A be a quasi-affinoid algebra, say A = Sm,n/I, and let
f1, . . . , fM ; g1, . . . , gN ; h ∈ A. Define the generalized ring of fractions A〈f/h〉[[g/h]]s
to be the quotient ring

A

〈
f

h

〉[[ g
h

]]
s
:= Sm+M,n+N/J,

where J is the ideal of Sm+M,n+N generated by the elements of I and the elements

Hξm+i − Fi, Hρn+j −Gj , 1 ≤ i ≤M, 1 ≤ j ≤ N,

where the Fi, Gj , H ∈ Sm,n satisfy fi = Fi + I, gj = Gj + I, h = H + I, 1 ≤ i ≤M ,
1 ≤ j ≤ N . By Theorem 5.2.6 any isomorphism Sm,n/I → Sm′,n′/I

′ extends to an
isomorphism Sm+M,n+N/I ·Sm+M,n+N → Sm′+M,n′+N/I

′ ·Sm′+M,n′+N sending ξm+i
to ξm′+i and ρn+j to ρn′+j . It follows that A〈fh 〉[[

g
h ]]s is well-defined.
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Let f, g, h be as in Definition 5.3.1. In general, MaxA〈fh 〉[[
g
h ]]s is neither open in

MaxA nor does it satisfy the Universal Property of [6, Section 7.2.2] (see Defini-
tion 5.3.4 below). With the additional restriction that f, g, h generate the unit ideal
of A (see Definition 5.3.3, below) the following Universal Property is satisfied.

Proposition 5.3.2. — Let A be a quasi-affinoid algebra, let f1, . . . , fM ; g1, . . . , gN ; h ∈
A, and put

A′ := A

〈
f

h

〉[[g
h

]]
s
.

Suppose ψ : A→ B is a K-algebra homomorphism into a K-quasi-affinoid algebra B

such that

(i) ψ(h) is a unit,
(ii) ψ(fi)/ψ(h) is power-bounded, 1 ≤ i ≤M , and
(iii) ψ(gj)/ψ(h) is quasi-nilpotent, 1 ≤ j ≤ N .

Then there is a unique K-algebra homomorphism ψ′ : A′ → B such that

A′

�
�

�
�✒

.............

ψ′

❘
A

ψ
✲ B

commutes. In particular, if {f, g, h} generates the unit ideal of A and if MaxB ⊂
MaxA′ (as subsets of MaxA) then by Corollary 5.1.8 and the Nullstellensatz, Theo-
rem 4.1.1, conditions (i), (ii) and (iii) are all satisfied.

Proof. — Immediate from Theorem 5.2.6.

Definition 5.3.3. — Let A be a quasi-affinoid algebra and put X := MaxA. A quasi-
rational subdomain of X is a subset U ⊂ X of the form

U = Max
(
A

〈
f

h

〉[[ g
h

]]
s

)
where f1, . . . , fM ; g1, . . . , gN ; h ∈ A generate the unit ideal. The class of R-sub-
domains of X is defined inductively as follows. Any quasi-rational subdomain of X
is an R-subdomain of X . If U ⊂ X is an R-subdomain of X and if V ⊂ U is a
quasi-rational subdomain of U , then V ⊂ X is an R-subdomain of X .

Suppose U = Max(A〈fh 〉[[
g
h ]]s) is a quasi-rational subdomain of X = MaxA. Then

U = {x ∈ X : |fi(x)| ≤ |h(x)|, |gj(x)| < |h(x)|, 1 ≤ i ≤M, 1 ≤ j ≤ N} .

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2000



86 RINGS OF SEPARATED POWER SERIES

To see this, write A = Sm,n/I and A〈fh 〉[[
g
h ]]s = Sm+M,n+N/J , where J is generated

by the elements of I together with the elements of the form

Hξm+i − Fi, Hρn+j −Gj , 1 ≤ i ≤M, 1 ≤ j ≤ N,

where the Fi, Gj , H ∈ Sm,n satisfy fi = Fi + I, gj = Gj , h = H + I, 1 ≤ i ≤
M , 1 ≤ j ≤ N . The elements of U correspond naturally to the maximal ideals of
Sm+M,n+N that contain J . Let x be such a maximal ideal. By the Nullstellensatz
(Theorem 4.1.1),

|ξm+i(x)| ≤ 1 and |ρn+j(x)| < 1.

The description of U above then follows immediately from h(x)ξm+i(x) − fi(x) = 0
and h(x)ρn+j(x)− gj(x) = 0 and from the fact that h(x) �= 0. The fact that h(x) �= 0
for all x ∈ U also guarantees that U is an open and closed subset of X when X is
endowed with the canonical (metric) topology (see [6, Section 7.2.1]).

As in the affinoid case, one easily proves (cf. [6, Proposition 7.2.3.7]) that the
intersection of quasi-rational domains is a quasi-rational domain. In contrast to the
affinoid case, the complement of a quasi-rational domain is a finite union of quasi-
rational domains. To see this, consider the quasi-rational domain

U = Max
(
A

〈
f

h

〉[[ g
h

]]
s

)
,

where the f, g, h generate the unit ideal of A. Note that h is a unit of A〈fh 〉[[
g
h ]]s.

Choose 1/c ∈ K with ∣∣∣∣1c
∣∣∣∣ ≥ ∥∥∥∥ 1h

∥∥∥∥
sup

; i.e.,

|c| ≤ |h(x)|, for all x ∈ U.

Then

U = {x ∈ MaxA : |fi(x)| ≤ |h(x)|, |gj(x)| < |h(x)|,
|c| ≤ |h(x)|, 1 ≤ i ≤M, 1 ≤ j ≤ N}.

Hence

MaxA \ U = {x ∈MaxA : |h(x)| < |c|} ∪⋃
i

{x ∈ MaxA : |h(x)| < |fi(x)|, |c| < |fi(x)|} ∪⋃
j

{x ∈ MaxA : |h(x)| ≤ |gj(x)|, |c| ≤ |gj(x)|}.

By induction, a finite intersection of R-domains is an R-domain and the complement
of an R-domain is a finite union of R-domains.
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Definition 5.3.4. — Let A and B be K-quasi-affinoid algebras. A K-quasi-affinoid
map

(Φ, ϕ) : (MaxB,B)→ (MaxA,A)

is a map Φ : MaxB → MaxA induced by a K-algebra homomorphism ϕ : A → B

via the Nullstellensatz, Theorem 4.1.1. Let U be a subset of MaxA. Following
[6, Section 7.2.2], and suppressing mention of ϕ, we say that a quasi-affinoid map
Φ : MaxA′ → MaxA represents all quasi-affinoid maps into U if Φ(MaxA′) ⊂ U and
if, for any quasi-affinoid map Ψ : MaxB → MaxA with Ψ(MaxB) ⊂ U , there exists
a unique quasi-affinoid map Ψ′ : MaxB → MaxA′ such that Ψ = Φ ◦ Ψ′; i.e., such
that

MaxA′

...
...
...
...
.

Ψ′
✒ ❅

❅
❅

❅

Φ

❘
MaxB

Ψ
✲ MaxA

commutes. A subset U ⊂ MaxA is called a quasi-affinoid subdomain of MaxA if
there exists a quasi-affinoid map ϕ : MaxA′ → MaxA representing all quasi-affinoid
maps into U .

As in [6, Section 7.2.2], the above universal property has useful formal consequences
which are proved in Proposition 5.3.6. In addition it allows us to associate to every
quasi-affinoid subdomain U of MaxA a canonical A-algebra of quasi-affinoid functions
O(U). Indeed if Φ : MaxA′ → MaxA represents all quasi-affinoid maps into U , then
O(U) := A′. Reversing the arrows in Proposition 5.3.2 yields many examples of
quasi-affinoid subdomains.

Theorem 5.3.5. — Let A be a quasi-affinoid algebra and let U ⊂ MaxA be a quasi-
rational subdomain, U = MaxA〈fh〉[[

g
h ]]s, where the f, g, h generate the unit ideal of

A. The inclusion

Max
(
A

〈
f

h

〉[[ g
h

]]
s

)
→ MaxA

represents all quasi-affinoid maps into U . Thus every R-subdomain is a quasi-affinoid
subdomain.

To every R-subdomain U of MaxA, we have thus associated the canonical A-
algebra of quasi-affinoid functions O(U) such that MaxO(U) → MaxA represents
all quasi-affinoid maps into U . In particular, if U ⊂ MaxA is the quasi-rational
subdomain defined by

U = {x ∈MaxA : |fi(x)| ≤ |h(x)|, |gj(x)| < |h(x)|, 1 ≤ i ≤M, 1 ≤ j ≤ N},
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where {f, g, h} generates the unit ideal of A, then O(U) = A〈fh 〉[[
g
h ]]s is independent of

the above presentation. In other words, if U ⊂ MaxA is a quasi-rational subdomain,
f ′, g′, h′ ∈ O(U) have no common zero and

|f ′(x)| ≤ |h′(x)|, |g′(x)| < |h′(x)|

for all x ∈ U , then

O(U) = O(U)
〈
f ′

h′

〉[[
g′

h′

]]
s

.

By induction, the same holds for R-subdomains of MaxA. This fact is a key step
in developing a natural theory of quasi-affinoid varieties, as will be seen in [22]. A
special case of this result was proved in [18, Theorem 3.6]. The proof of the main
result of [18] can be simplified considerably using Theorem 5.3.5.

Proposition 5.3.6 (cf. [6, Proposition 7.2.2.1]). — Let A be a quasi-affinoid algebra, let
U ⊂ MaxA and suppose (Φ, ϕ) : (MaxA′, A′) → (MaxA,A) is a quasi-affinoid map
representing all quasi-affinoid maps into U . Then

(i) Φ is injective and satisfies Φ(MaxA′) = U ;
(ii) for x ∈ MaxA′ and n ∈ N, the map ϕ : A → A′ induces an isomorphism

A/Φ(x)n → A′/xn;
(iii) for x ∈MaxA′, x = ϕ(Φ(x)) ·A′.

Proof. — Let y ∈ U and consider the commutative diagram

A
ϕ ✲ A′

✰...
....

....
....

....
...

σ

A/yn

π

❄ ψ✲ A′/ϕ(yn) ·A′

π′

❄

where π and π′ denote the canonical projections and ψ is induced by ϕ. Since Φ
represents all affinoid maps into U , there exists a unique homomorphism σ : A′ →
A/yn making the upper triangle commute.

Thus both maps π′ and ψ ◦ σ make

A′/ϕ(yn) ·A′

�
�

�
�

ψ ◦ π
✒ 	

.............
A

ϕ
✲ A′
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commute. Due to the universal property of ϕ, they must be equal; i.e., the lower
triangle in the above diagram commutes.

Since π′ is surjective, so is ψ. Furthermore, σ is surjective because π is. Since the
upper triangle commutes, Kerπ′ = ϕ(yn · A′) ⊂ Kerσ. Hence ψ must be bijective.
Taking n = 1, we see that ϕ(y) · A′ must be a maximal ideal of A′. Thus Φ−1(y)
consists precisely of one element, ϕ(y) · A′. This proves (i) and (iii). Moreover (ii)
must hold because xn = yn ·A′ where y = Φ(x), and because ψ is bijective.

Example 5.3.7. — In the affinoid case, a rational subdomain V of a rational subdo-
main U of an affinoid variety X is itself a rational subdomain of X (see [6, Section
7.2.4]). This transitivity property is not in general true in the quasi-affinoid case.

First note that the quasi-rational subdomains U of the affinoid variety MaxSm,0
are all of the form

U = MaxSm,0

〈
f

h

〉[[g
h

]]
s

where f1, . . . , fM , g1, . . . , gN , h are polynomials. That is because h is a unit of
Sm,0〈fh 〉[[

g
h ]]s (recall that the ideal generated by f, g and h contains 1).

Let K = Cp, the completion of the algebraic closure of the p-adic field Qp. Note
that K̃ and K◦/aK◦ are countably infinite for every a ∈ K◦◦ \ {0}. Let E ⊂ K◦ be
a DV R such that Ẽ = K̃, and put Sm,n := Sm,n(E,K).

We will show that every quasi-rational subdomain of MaxS2,0 has a property (see
lemma below) that is not possessed by the set

U = {(ξ, ρ) ∈MaxS1,1 : |ξ − f(ρ)| < ε},
for a suitable choice of f ∈ S0,1 and ε ∈ |K| \ {0}. The failure of the transitivity
property for quasi-rational subdomains follows, since U is a quasi-rational subdomain
of MaxS1,1, which is a quasi-rational subdomain of MaxS2,0. By

π : MaxS2,0 → MaxS1,0

denote the map induced by the obvious inclusion S1,0 → S2,0.

Lemma. — Let U ⊂ MaxS2,0 be a quasi-rational subdomain such that π(U) contains
an annulus of the form

(5.3.1) {x ∈MaxS1,0 : δ < |x| < 1}, 0 < δ < 1.

Then there is a polynomial P ∈ K[ξ1, ξ2] \ {0} such that

π(U ∩ {x ∈MaxS2,0 : P (x) = 0})
contains a set of form (5.3.1).

Proof. — The set U is definable in the language of valued fields with constants in K.
The statement that π(U) contains a set of form (5.3.1) is true over any (algebraically
closed) valued field extending K because the theory of algebraically closed valued
fields is model complete [40].
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In particular, it is true over the algebraic closure F of the field K(ξ1), where the
valuation | · | on F extends that on K ⊂ F and

1− 1
n
< |ξ1| < 1

for all n ∈ N. Hence there is a b ∈ F such that (ξ1, b) ∈ U . Let P (ξ1, ξ2) ∈ K[ξ1, ξ2] ⊂
F [ξ2] be any nonzero polynomial that vanishes at b.

If
π(U ∩ {x ∈ MaxS2,0 : P (x) = 0})

does not contain a set of form (5.3.1), then by the Quantifier Elimination Theorem
for the theory of algebraically closed valued fields [40],

π(U ∩ {x ∈MaxS2,0 : P (x) = 0}) ⊂ {x ∈ MaxS1,0 : |x| < δ}

for some δ ∈ |K|, δ < 1. But this is not true over F , contradicting the fact that, by
model completeness, K is an elementary submodel of F .

The following construction completes the example. For every ε ∈ |K \ {0}|, ε < 1,
there is an f ∈ S0,1 such that for every P ∈ K[ξ1, ξ2] \ {0},

π ({(ξ, ρ) ∈MaxS1,1 : P (ξ, ρ) = 0 and |ξ − f(ρ)| < ε})

contains no set of form (5.3.1).
Let Pi be an enumeration of polynomials in K◦[ξ1, ξ2] such that for every P ∈

K◦[ξ1, ξ2] there are infinitely many i ∈ N with ‖P − Pi‖ < ε. We inductively define
sequences {ni} ⊂ N, {ρi} ⊂ K◦◦ and {ai} ⊂ E such that ni → ∞ and |ρi| → 1.
Suppose a0, . . . , a	−1; n0, . . . , n	−1; ρ0, . . . , ρ	−1 have been chosen and put

f	 :=
	−1∑
i=0

aiρ
ni .

Choose n	 > n	−1 such that |ρn�
i | < ε for all i < 1. Choose ρ	 ∈ K◦◦ such that

|ρn�

	 | > ε. Suppose b1, . . . , br are all the roots of P	(ξ2, ρ	) = 0. Choose a	 ∈ E such
that ∣∣∣∣∣

	∑
i=0

aiρ
ni

	 − bj

∣∣∣∣∣ > ε

for j = 1, . . . , r.
Put

f :=
∑
i≥0

aiρ
ni ,

and let P ∈ K◦[ξ1, ξ2] \ {0}. There are infinitely many i ∈ N such that ‖P −Pi‖ < ε,
and

ρi �∈ π ({(ξ, ρ) ∈ MaxS1,1 : P (ξ, ρ) = 0 and |ξ − f(ρ)| < ε})
for each such i.
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We include the next propositions for completeness. Proposition 5.3.8 gives con-
ditions under which a quasi-affinoid algebra is actually affinoid (i.e., is a quotient of
an Sm,0). Proposition 5.3.9 gives conditions under which a quasi-affinoid algebra is a
quotient of an S0,n.

Proposition 5.3.8. — Let A = Sm,n/I be a quasi-affinoid algebra. The following are
equivalent:

(i) A is an affinoid algebra,
(ii) A satisfies the Maximum Modulus Principle
(iii) ‖ρi‖sup is attained for all 1 ≤ i ≤ n,
(iv) ‖ρi‖sup < 1 for all 1 ≤ i ≤ n.

Proof
(i)⇒(ii), (ii)⇒(iii) and (iii)⇒(iv) are immediate from [6, Proposition 6.2.1.4], and

the Nullstellensatz, Theorem 4.1.1. To see that (iv)⇒(i) observe that if

‖ρi‖sup ≤ ε < 1 for all 1 ≤ i ≤ n

and ε ∈
√
|K \ {0}|, say εr = |c|, c ∈ K◦◦, then by Theorem 5.3.5

A

〈
ρr1
c
, . . . ,

ρrn
c

〉
= A

and

A

〈
ρr1
c
, . . . ,

ρrn
c

〉
= (Sm,n/I)

〈
ρr1
c
, . . . ,

ρrn
c

〉
= Sm,n

〈
ρr1
c
, . . . ,

ρnn
c

〉/
I · Sm,n

〈
ρr1
c
, . . . ,

ρrn
c

〉
.

By the Weierstrass Division Theorem, Theorem 2.3.2, Sm,n〈ρr1/c, . . . , ρrn/c〉 is affinoid.

Proposition 5.3.9. — Assume that K is algebraically closed and let A = Sm,n/I be a
quasi-affinoid algebra. The following are equivalent:

(i) A % S0,	/J for some 1, J .
(ii) For every f ∈ A, each set

{x ∈MaxA : |f(x)| = ‖f‖sup} ,
{x ∈MaxA : |f(x)| < ‖f‖sup} ,

is Zariski-closed; hence is a union of Zariski-connected components of MaxA.
(iii) Let π : Sm,n → Sm,n/I = A be the canonical projection and let N be the number

of Zariski-connected components of MaxA. Then there are cij ∈ K◦, 1 ≤ i ≤ m,
1 ≤ j ≤ N , such that each

N∏
j=1

(π(ξi)− cij)
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is quasi-nilpotent. (In other words, as a subset of MaxSm,n, MaxA is con-
tained in a finite union of open unit polydiscs, namely, those with centers
(cij , . . . , cmj)× 0.)

Proof
(i)⇒(ii). Let p be a minimal prime ideal of A. By Remark 2.3.6, there is a finite,

torsion-free monomorphism
ϕ : S0,d → A/p.

Let f ∈ A and let q(f) be the integral equation of minimal degree for f over S0,d,
where

q = Xs + b1X
s−1 + · · ·+ bs ∈ S0,d[X ],

as in [6, Proposition 3.8.1.7]. Following the argument of [6, Proposition 3.8.1.7], for
every y ∈MaxS0,d,

‖fy‖sup = max
ϕ(y)⊂x
x∈MaxA

|f(x)| = max
1≤i≤s

|bi(y)|1/i,

and
‖f‖sup = max

1≤i≤s
‖bi‖1/isup,

where fy is the residue class of f in the quotient of A/ϕ(y) ·A by its nilradical. Since
each bi ∈ S0,d, either

(5.3.2) |bi(y)| < ‖bi‖sup = ‖bi‖
for all y ∈MaxS0,d, or

(5.3.3) |bi(y)| = ‖bi‖sup = ‖bi‖
for all y ∈MaxS0,d. If (5.3.2) holds for every i such that

‖bi‖1/i = ‖f‖sup,
then |f(x)| < ‖f‖sup for all x ∈ MaxA/p. Otherwise, there is some i0 such that

‖bi0‖1/i0 = ‖f‖sup and |bi0(y)| = ‖bi0‖
for all y ∈ MaxS0,d. In this case, |f(x)| = ‖f‖sup for all x ∈ MaxA/p. This shows
that each set

{x ∈ MaxA/p : |f(x)| = ‖f‖sup} ,
{x ∈ MaxA/p : |f(x)| < ‖f‖sup} ,

is Zariski-closed. Taking the union over the finitely many minimal prime ideals of A,
(ii) follows.

(ii)⇒(iii). Let X1, . . . , XN be the Zariski-connected components of MaxA, choose
xj ∈ Xj , 1 ≤ j ≤ N , and put

cij := ξi(xj).

Part (iii) follows by applying part (ii) to each ξi − cij .
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(iii)⇒(i). Put

gi :=
N∏
j=1

(ξi − cij);

then by the Extension Lemma, Theorem 5.2.6, there is a K-algebra homomorphism
ψ : S0,m+n → A such that

ψ(ρi) = π(ρi), 1 ≤ i ≤ n, and

ψ(ρn+i) = π(gi), 1 ≤ i ≤ m.

It follows from the Weierstrass Division Theorem, Theorem 2.3.2, that ψ is finite.
Thus, after a homothety, part (i) follows.

5.4. Tensor Products. — In this subsection we prove that tensor products exist in
the category of quasi-affinoid algebras with K-algebra homomorphisms. These results
will be needed in [22] when we discuss fiber products of quasi-affinoid varieties.

Lemma 5.4.1

(i) If A is a quasi-affinoid algebra and ϕ : A→ B is a finite K-algebra homomor-
phism, then B is quasi-affinoid.

(ii) If A and B are quasi-affinoid algebras then so is the ring-theoretic direct sum
A⊕B.

Proof
(i) We may take A = Sm,n. Let b1, . . . , b	 ∈ B be such that B =

∑	
i=1 ϕ(Sm,n)bi.

For each i, let Aij ∈ Sm,n be such that bni

i + ϕ(Ai1)bni−1
i + · · · + ϕ(Aini) = 0.

Replacing bi by cbi for a suitable nonzero c ∈ K◦ we may assume that ‖Aij‖ ≤ 1. Let
Pi ∈ Sm+	,n be defined by

Pi(ηi) = ηni

i +Ai1η
ni−1
i + · · ·+Aini ,

where Sm+	,n = K〈ξ, η〉[[ρ]]s. Then Pi is regular in ηi. Let

π : Sm+	,n −→ Sm+	,n/(P1, . . . , P	)

be the canonical projection, and consider the K-algebra homomorphism

ψ : Sm,n[η1, . . . , η	] −→ B : Σfµηµ �→ Σϕ(fµ)bµ.

By the Weierstrass Division Theorem (Theorem 2.3.2),

Sm+	,n/(P1, . . . , P	) % Sm,n[η1, . . . , η	]/(P1, . . . , P	).

The K-algebra homomorphism

Sm+	,n → Sm+	,n/(P1, . . . , P	) −→ Sm,n[η1, . . . , η	]/(P1, . . . , P	)→ B

is surjective, as required.

(ii) It is sufficient to consider A = B = Sm,n. The diagonal map Sm,n → Sm,n ⊕
Sm,n is a finite K-algebra homomorphism, so the result follows from part (i).
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Definition 5.4.2. — Let A, B1, B2 be quasi-affinoid algebras and let B1, B2 be A-
algebras via homomorphisms ϕi : A→ Bi, i = 1, 2. By Remark 5.2.8, we can write

B1 = A〈ξ1, . . . , ξm1〉[[ρ1, . . . , ρn1 ]]s/I1 and

B2 = A〈ξm1+1, . . . , ξm1+m2〉[[ρn1+1, . . . , ρn1+n2 ]]s/I2.

We define the separated tensor product of B1 and B2 over A by

B1 ⊗sA B2 := A〈ξ1, . . . , ξm1+m2〉[[ρ1, . . . , ρn1+n2 ]]s/(I1 + I2).

By the Extension Lemma (Theorem 5.2.6), B1⊗sAB2 is independent of the presenta-
tions of B1 and B2. The inclusions

A〈ξ1, . . . , ξm1〉[[ρ1, . . . , ρn1 ]]s → A〈ξ1, . . . , ξm1+m2〉[[ρ1, . . . , ρn1+n2 ]]s,

ξi �−→ ξi, ρj �−→ ρj , i = 1, . . . ,m1, j = 1, . . . , n1;

A〈ξm1+1, . . . , ξm1+m2〉[[ρn1+1, . . . , ρn1+n2 ]]s −→
A〈ξ1, . . . , ξm1+m2〉[[ρ1, . . . , ρn1+n2 ]]s,

ξm1+i �−→ ξm1+i, ρn1+j �−→ ρn1+j i = 1, . . . ,m2, j = 1, . . . , n2,

define canonical homomorphisms

σi : Bi → B1 ⊗sA B2.

The next proposition shows that B1 ⊗sA B2 satisfies the universal property in the
category of quasi-affinoid algebras that justifies calling it a tensor product.

Proposition 5.4.3. — Let ϕi : A → Bi, i = 1, 2, be K-algebra homomorphisms of
quasi-affinoid algebras and let ψi : Bi → D be A-algebra homomorphisms of quasi-
affinoid algebras. Then there is a unique A-algebra homomorphism ψ : B1⊗sAB2 → D

such that

B1

✠�
�

�
�

σ1
❅

❅
❅

❅

ψ1

❘
B1 ⊗sA B2 .....................................

ψ
✲ D

	❅
❅

❅
❅

σ2
�

�
�

�

ψ2

✒

B2

commutes, where the σi : Bi → B1 ⊗sA B2 are the homomorphisms given in Defini-
tion 5.4.2.
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Proof. — By the Extension Lemma (Theorem 5.2.6 or Remark 5.2.8) there is a unique
ψ′ : A〈ξ1, . . . , ξm1+m2〉[[ρ1, . . . , ρn1+n2 ]]→ D that extends ψ1 ◦ϕ1 = ψ2 ◦ϕ2 such that

ψ′(ξi) = ψ1(ξi), i = 1, . . . ,m1,

ψ′(ρj) = ψ1(ρj), j = 1, . . . , n1,

ψ′(ξm1+i) = ψ2(ξm1+i), i = 1, . . . ,m2,

ψ′(ρn1+j) = ψ2(ρn1+j), j = 1, . . . , n2.

Since (I1 + I2) ⊂ Ker(ψ′), the result follows.

Remark 5.4.4
(i) If A, B1, B2 are affinoid then it follows from the above Proposition and the

universal property of the complete tensor product ([6, Proposition 3.1.1.2]) that

B1 ⊗sA B2 = B1⊗̂AB2.

(ii) In general, B1⊗sAB2 �= B1⊗̂AB2. In the case that the Sm,n(E,K) are complete,
we have B1 ⊗sA B2 ⊃ B1⊗̂AB2. This follows from the universal property of ⊗̂A. In
all cases we have S0,1 ⊗sK S0,1 �⊂ S0,1⊗̂KS0,1 since∑

i

(ρ1ρ2)i ∈ (S0,1 ⊗sK S0,1) \ (S0,1⊗̂KS0,1).

The following important examples of separated tensor products are computed di-
rectly from Definition 5.4.2.

Corollary 5.4.5. — We have

Sm1,n1 ⊗sK Sm2,n2 = Sm1+m2,n1+n2 ,

and if A is a quasi-affinoid algebra,

A⊗sK Sm,n = A〈ξ〉[[ρ]]s.

The following two propositions are easy consequences of the definition and the
universal property of the separated tensor product (cf. [6, Propositions 6.1.1.10 and
6.1.1.11]).

Proposition 5.4.6. — Let A′, A, B1, B2 be quasi-affinoid algebras and assume that the
Bi are both A and A′-algebras via homomorphisms A′ → A and A → B1, A → B2.
Then the canonical homomorphism

B1 ⊗sA′ B2 → B1 ⊗sA B2

is surjective.

Proposition 5.4.7. — Let A, B1, B2 be quasi-affinoid algebras and assume that B1, B2

are A-algebras via homomorphisms A → Bi, i = 1, 2. Let bi ⊂ Bi, i = 1, 2 be ideals
and denote by (b1, b2) the ideal in B1 ⊗sA B2 generated by the images of b1 and b2.
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Then the canonical map π : B1 ⊗sA B2 → B1/b1 ⊗sA B2/b2 is surjective and satisfies
Kerπ = (b1, b2). Hence (B1 ⊗sA B2)/(b1, b2) % B1/b1 ⊗sA B2/b2.

It follows from Lemma 5.4.1 and Proposition 5.4.7 that base change preserves finite
(respectively surjective) morphisms.

Proposition 5.4.8. — Let A and B be quasi-affinoid algebras. Let ϕ : A → B be
a K-algebra homomorphism and let C be a quasi-affinoid A-algebra. If ϕ is finite
(respectively surjective) then the induced map C → B ⊗sA C is finite (respectively
surjective).

Proof. — Suppose B is a finite A-module via ϕ. It follows from the right-exactness
of the ordinary tensor product that B ⊗A C is a finite C-module. By Lemma 5.4.1
B ⊗A C is a quasi-affinoid algebra. It therefore follows from the universal property
for tensor products that B ⊗sA C = B ⊗A C. In particular, C → B ⊗sA C is finite.

If ϕ is surjective, then we may write B = A/I, where I := Kerϕ. Then by
Proposition 5.4.7,

B ⊗sA C = A/I ⊗sA C/(0) ∼= (A⊗sA C)/(I, (0)),

which is a quotient of C. Therefore C → B ⊗sA C is surjective.

A small extension of Definition 5.4.2 yields a ground field extension functor for
quasi-affinoid algebras.

Definition 5.4.9. — Let (E,K), (E ′,K ′) be such that Sm,n(E,K) ⊂ Sm,n(E′,K ′) and
let A := Sm,n(E,K)/I. We say that the K ′-affinoid algebra

A′ = S0,0(E′,K ′)⊗sS0,0(E,K)
A := Sm,n(E′,K ′)/I · Sm,n(E′,K ′)

results from A by ground field extension from (E,K) to (E′,K ′).

Proposition 5.4.10. — The canonical homomorphism

A→ S0,0(E′,K ′)⊗sS0,0(E,K)
A

is a faithfully flat norm-preserving monomorphism both in ‖ · ‖I and ‖ · ‖I·Sm,n(E′,K′)

and in ‖ · ‖sup.

Proof. — Immediate from Lemma 3.1.11 and Proposition 4.1.3.

5.5. Banach Function Algebras. — Each representation of a quasi-affinoid alge-
bra A as a quotient Sm,n/I yields the K-algebra norm ‖ · ‖I , which by Lemma 3.1.4,
is complete if Sm,n is. We saw (Corollary 5.2.4) that even though A may not be
complete, all these norms are equivalent. By the Nullstellensatz, Theorem 4.1.1, if
A is reduced then ‖ · ‖sup is a norm on A. In this subsection we shall show when
CharK = 0 (Theorem 5.5.3) and often when CharK = p �= 0 (Theorem 5.5.4) that
if A is reduced, ‖ · ‖sup is equivalent to the residue norms ‖ · ‖I . It follows that if in
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addition E and K are such that A is complete in ‖ · ‖I then A is complete in ‖ · ‖sup,
i.e., it is a Banach function algebra.

The obstruction to following the argument of [6, Theorem 6.2.4.1], is, as usual, the
lack of a suitable Noether Normalization for quasi-affinoid algebras. Theorems 3.4.3
and 3.4.6 allow us to reduce the problem to considering quotient rings of S0,n+m, for
which a Noether Normalization is available. The fact that the quotients of S0,n+m so
obtained are reduced is guaranteed when the Sm,n are excellent.

Lemma 5.5.1. — Suppose K and E are such that the Sm,n are complete and the fields
of fractions of the S0,n(E,K) are weakly stable. Let A be a reduced quasi-affinoid
algebra. If there is a finite K-algebra homomorphism S0,n/I → A then A is a Banach
function algebra.

Proof. — As in the proof of [6, Theorem 6.2.4.1], we use Noether Normalization for
quotients of S0,n (Remark 2.3.6) to reduce to the case that I = (0) and S0,n → A is
a finite, torsion-free monomorphism.

Note that S0,n is integrally closed (for example, apply Theorem 4.2.7 or use Noether
Normalization as in [6, Theorem 5.2.6.1]). Since, in addition, we have assumed that
Q(S0,n) is a weakly stable field ([6, Definition 3.5.2.1]), we may apply [6, Theo-
rem 3.8.3.7].

Proposition 5.5.2. — Under any of the conditions

(i) CharK = 0,
(ii) CharK = p �= 0 and Sm,n(E,K) % ⊕Ni=1(Sm,n(E,K))p as normed Kp-algebras,
(iii) CharK = p �= 0, [K : Kp] <∞ and [Ẽ : Ẽp] <∞,

the fields of fractions of the rings Sm,n(E,K) are weakly stable.

Proof. — When CharK = 0, this is [6, Proposition 3.5.1.4]. Note that condition (iii)
implies condition (ii) because K is complete (use [6, Proposition 2.3.3.4]). Thus it
remains only to verify case (ii), which follows from [6, Lemma 3.5.3.2].

Note that under any of the conditions of Proposition 5.5.2, the rings Sm,n(E,K)
are excellent (see Propositions 4.2.3 and 4.2.5).

In characteristic zero, we show in Theorem 5.5.3 that the supremum norm of a
reduced quasi-affinoid algebra A is equivalent to the residue norm arising from any
presentation of A as a quotient of a ring of separated power series. In some cases this
is an extension of Corollary 5.2.4, which establishes the equivalence of all the residue
norms (whether or not A is reduced and of characteristic zero). In characteristic p,
our results are less complete (see Theorem 5.5.4). The proofs of Theorems 5.5.3 and
5.5.4 rely on restriction to finite disjoint unions of open polydiscs, for which one has
a Noether Normalization. In the proof of Theorem 5.5.3, we reduce to the case of
polydiscs with rational centers. The proof of Theorem 5.5.4 does not depend on the
characteristic.
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Theorem 5.5.3. — Suppose that CharK = 0 and that A = Sm,n(E,K)/I is a reduced
quasi-affinoid algebra. Then ‖ · ‖I and ‖ · ‖sup on A are equivalent. If in addition A

is complete in ‖ · ‖I, then A is a Banach function algebra.

Proof. — Let E′ ⊃ E be as in Theorem 2.1.3 (ii) so that the Sm,n(E′,K) are com-
plete. By Propositions 4.2.3 and 4.2.6, A′ = Sm,n(E′,K)/I · Sm,n(E′,K) is reduced,
since Tm,n(ε) = Tm,n(ε,K) does not depend on E or E′. By Proposition 4.1.3 and
Lemma 3.1.11 the map

Sm,n(E,K)/I −→ Sm,n(E′,K)/I · Sm,n(E′,K)

is an inclusion which is an isometry in both the supremum and residue norms. Hence
it is sufficient to prove the equivalence of ‖ · ‖I and ‖ · ‖sup when E is such that the
Sm,n(E,K) are complete.

Let K ′ be a finite extension of K such that there are c1, . . . , cr ∈ ((K ′)◦)m with
|ci − cj | = 1, 1 ≤ i < j ≤ r, such that for every

p ∈ Ass(Sm,n(E, K̂alg)∼/Ĩ · Sm,n(E, K̂alg)∼)

there is an i, 1 ≤ i ≤ r, with

m
eci = (ξ − c̃i, ρ) ⊃ p,

where K̂alg is the completion of the algebraic closure of K.
Let S′m,n := Sm,n(E,K ′) and I ′ := I · S′m,n. Observe that S′m,n/I ′ is reduced.

(Indeed, we may write K ′ = K(α), so every f ∈ S′m,n may be written in the form

f =
d−1∑
j=0

fjα
j ,

for fj ∈ Sm,n. Let σ0, . . . , σd−1 be the distinct embeddings of K ′ over K in an
algebraic closure of K and let αi := σi(α), 0 ≤ i ≤ d− 1. Then

det(αji ) = Πi�=j(αi − αj) �= 0.

It follows that the fj are linear combinations of the σi(f). Hence, if f ∈
√
I ′, so

is each fj . But the map Sm,n → S′m,n is faithfully flat (Lemma 4.2.8(iii)), so each
fj ∈

√
I = I. It follows that f ∈ I ′.) Now, by Proposition 4.1.3 and Lemma 3.1.11(ii),

the map Sm,n/I → S′m,n/I
′ is an inclusion and an isometry in both the supremum

norm and the residue norm. Since Sm,n/I is complete in ‖ · ‖I , it therefore suffices to
prove the theorem for S′m,n/I

′. Note that all the Sm′,n′(E,K ′) are complete
By Theorem 3.4.3(ii), the map

ψ : S′m,n/I
′ −→

(
⊕rj=1S′0,n+m

)
/ωc(I ′) ·

(
⊕rj=1S′0,n+m

)
is an isometry in the residue norms. By Proposition 4.2.3 and [25, Theorem 32.2],(

⊕rj=1S′0,n+m
)
/ωc(I ′) ·

(
⊕rj=1S′0,n+m

)
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is reduced. Since ψ is a contraction with respect to ‖ · ‖sup, it suffices to prove the
theorem for this ring. That is Lemma 5.5.1.

Theorem 5.5.4. — Suppose that the rings Sm,n(E,K) are excellent (see Proposi-
tion 4.2.3 or 4.2.5) and that at least one of the following two conditions is satisfied:

(i) K is perfect
(ii) There is an E′, E ⊂ E′, such that the fields of fractions of the S0,n(E′,K) are

weakly stable, and the S0,n(E′,K) are complete.

Let A = Sm,n(E,K)/I be reduced. Then on A the norms ‖ · ‖I and ‖ · ‖sup are
equivalent. If in addition A is complete in ‖ · ‖I then A is a Banach function algebra.

Proof. — We may assume (see Remark 2.1.4(i)) that E is a field. We now show that
(i) implies (ii). In the case that K is perfect there is an E′ ⊃ E such that Sm,n(E′,K)
is complete (see Theorem 2.1.3(ii)). Since K is perfect, we may extend further so that
E′ is perfect. Then, by Proposition 5.5.2 the fields of fractions of the S0,n(E′,K) are
also weakly stable.

Choose c1, . . . , cr ∈ (K◦alg)
m with m

eci �= m
ecj , 1 ≤ i < j ≤ r, such that for every

p ∈ Ass(S̃m,n/Ĩ) there is some i, 1 ≤ i ≤ r, with

m
eci ⊃ p.

(The m̃
eci are the maximal ideals of S̃m,n corresponding to c̃i as in Definition 3.4.4.)

By Theorem 3.4.6(ii), the map

ψ : Sm,n/I −→ Dm,n(c)/ωc(I)

is an isometry in the residue norms ‖·‖I and ‖·‖ωc(I). Since Sm,n(E,K) is excellent, by
[25, Theorem 32.2], Dm,n(c)/ωc(I) is reduced. Since ψ is a contraction with respect
to ‖ · ‖sup, it suffices to prove the theorem for that ring. Recall that Dm,n(c) =
Sm,n+m(E,K)/J for some ideal J . Let

D′m,n(c) := Sm,n+m(E′,K)/J · Sm,n+m(E′,K).

Then D′m,n(c)/ωc(I) · D′m,n(c) is reduced since the maximal-adic completions of all
its local rings coincide with those of the reduced, excellent ring Dm,n(c)/ωc(I). By
Proposition 4.1.3 and Lemma 3.1.11, the map

Dm,n(c)/ωc(I) −→ D′m,n(c)/ωc(I)·D
′
m,n(c)

is an inclusion which is an isometry in both the supremum and residue norms. Hence
it suffices to prove the equivalence of the residue norm and the supremum norm on
D′m,n(c)/ωc(I) ·D′m,n(c). By Lemma 3.4.5, this ring is a finite extension of a quotient
of a ring S0,d(E′,K). Now apply Lemma 5.5.1.
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6. A Finiteness Theorem

In Subsection 6.1 we prove a finiteness theorem, which is a weak analogue of
Zariski’s Main Theorem, for quasi-finite maps, and in Subsection 6.2 we apply this
finiteness theorem to show that every quasi-affinoid subdomain is a finite union of
R-subdomains.

6.1. A Finiteness Theorem. — In applications ([2], [16], [17], [18], [19], [20],
[21] and [23]), certain weaker forms of Noether Normalization have proved useful. We
collect two examples here. Recall that we showed in Subsection 5.3 that we associate
canonically with each R-domain U ⊂ MaxA, the A-algebra of quasi-affinoid functions
O(U).

We call a quasi-affinoid map π : MaxB → MaxA finite if, and only if, B is a finite
A-module via the induced map π∗ : A→ B.

Proposition 6.1.1. — Let π : MaxB → MaxA be a quasi-affinoid map. Suppose
U1, . . . , Un is a cover of MaxB by R-subdomains. If each π|Ui : Ui → MaxA is
finite then π is finite.

Proof. — By Proposition 5.3.6(ii) and the Krull Intersection Theorem ([25, Theo-
rem 8.10]), the natural map

B →
n∏
i=0

O(Ui)

is injective. Each O(Ui) is a finite A-module; hence B, being a submodule of the
finite A-module ΠO(Ui), is a finite A-module as well.

Let π : MaxB → MaxA be a quasi-affinoid map. If U ⊂ MaxA is an R-domain
defined by inequalities among f1, . . . , f	 then π−1(U) ⊂ MaxB is anR-domain defined
by the corresponding inequalities among f1 ◦ π, . . . , f	 ◦ π.

The affinoid analog of the following is false; see Example 6.1.3.

Theorem 6.1.2 (Finiteness Theorem). — Let π : MaxB → MaxA be a quasi-affinoid
map which is finite-to-one. There exists a finite cover of MaxA by R-domains Ui
such that each map

π|π−1(Ui) : π
−1(Ui) −→ Ui

is finite. (Note: We do not assume that π is surjective.)

Proof. — Let ϕ : A→ B be the K-algebra homomorphism corresponding to π. Since
B is quasi-affinoid, there is a K-algebra epimorphism

Sm,n −→ B.

The images of ξ1, . . . , ξm (respectively, ρ1, . . . , ρn) in B are power-bounded (respec-
tively, quasi-nilpotent). By Remark 5.2.8, this induces a unique K-algebra homomor-
phism ψ such that the following diagram commutes
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A〈ξ1, . . . , ξm〉[[ρ1, . . . , ρn]]s

✒
�

�
�

�✒ ❅
❅

❅
❅

Ψ

❘
A

ϕ
✲ B

Since Sm,n → B is surjective, so is ψ.
Let

I := Kerψ;

then
B ∼= A〈ξ1, . . . , ξm〉[[ρ1, . . . , ρn]]s/I,

and we may therefore assume that the original map ϕ is of the form

A
ϕ−→ A〈ξ〉[[ρ]]s/I.

The proof proceeds by induction on (m,n), ordered lexicographically. Assumem+n >

0. (If m+n = 0, then B = K and the K-algebra homomorphism ϕ, being surjective,
is finite.)

Let f1, . . . , f	 generate I, and write

fi =
∑

aiµνξ
µρν , 1 ≤ i ≤ 1,

where each aiµν ∈ A. Since π is finite-to-one, {aiµν} generates the unit ideal of A.
Writing A as a quotient of a ring of separated power series and applying

Lemma 3.1.6 to pre-images of the fi, we obtain a finite index set J ⊂ Nm × Nn such
that for each x ∈ MaxA there is an i0, 1 ≤ i0 ≤ 1, and an index (µ0, ν0) ∈ J such
that

(6.1.1)

|ai0µ0ν0(x)| ≥ |aiµν(x)| for all i, µ, ν

|ai0µ0ν0(x)| > |ai0µν(x)| for all ν < ν0 and all µ

|ai0µ0ν0(x)| > |ai0µν0(x)| for all µ > µ0.

(Note, in particular, that (6.1.1) guarantees that {aiµν : 1 ≤ i ≤ 1, (µ, ν) ∈ J}
generates the unit ideal of A.)

Fix i0, 1 ≤ i0 ≤ 1, and (µ0, ν0) ∈ J . Let Ui0µ0ν0 be the set of points x ∈ MaxA
such that

|ai0µ0ν0(x)| ≥ |aiµν(x)| for all 1 ≤ i ≤ 1 and (µ, ν) ∈ J

|ai0µ0ν0(x)| > |ai0µν(x)| for all (µ, ν) ∈ J with ν < ν0

|ai0µ0ν0(x)| > |ai0µν0(x)| for all (µ, ν) ∈ J with µ > µ0.

As in Subsection 5.3, Ui0µ0ν0 is a quasi-rational subdomain of MaxA, which is
in fact equal to the set of points x ∈ MaxA where (6.1.1) holds. Furthermore, the
Ui0µ0ν0 cover MaxA.
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We may now replace A by O(Ui0µ0ν0) and B by

O(Ui0µ0ν0)〈ξ〉[[ρ]]s/I · O(Ui0µ0ν0)〈ξ〉[[ρ]]s.

Replacing fi0 by a−1i0µ0ν0fi0 , we may assume that ai0µ0ν0 = 1. Put

fi0ν0 :=
∑
µ

ai0µν0ξ
µ;

then fi0ν0 is preregular in ξ (cf. Definition 2.3.7).
The two quasi-rational subdomains

V := {y ∈MaxB : |fi0ν0(y)| = 1} and W := {y ∈ MaxB : |fi0ν0(y)| < 1}

cover MaxB, and each restriction π|V and π|W is finite-to-one. By Proposition
5.3.6(ii) and the Krull Intersection Theorem ([25, Theorem 8.10]), the natural map

B −→ O(V )⊕O(W )

is injective. Hence it suffices to treat the maps A→ O(V ) and A→ O(W ).

Case (A). — A→ O(V ).

Observe that

O(V ) = A〈ξ1, . . . , ξm+1〉[[ρ1, . . . , ρn]]s/J,

where J is the ideal generated by I and the element

F := ξm+1fi0ν0 − 1.

Put

G := ρν0 +
∑
ν �=ν0
µ

ai0µνξm+1ξ
µρν ≡ ξm+1fi0 mod J ;

in particular, G ∈ J . By (6.1.1), after a change of variables among the ρ’s, we can
assume that G is regular in ρn (in the sense of Definition 2.3.7). Similarly, after a
change of variables among the ξ’s, we can assume that F is regular in ξm+1. Applying
Theorem 2.3.8, first to divide by G, then by F , shows that O(V ) is a finite extension
of an A-algebra of the form

B′ := A〈ξ1, . . . , ξm〉[[ρ1, . . . , ρn−1]]s/I ′.

Since O(V ) is a finite extension of the A-algebra B′, the map

MaxB′ −→ MaxA

is finite-to-one. Furthermore, (m,n− 1) < (m,n). We are done by induction.

Case (B). — A→ O(W ).
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Observe that

O(W ) = A〈ξ1, . . . , ξm〉[[ρ1, . . . , ρn+1]]s/J,
where J is generated by I and the element

F := fi0ν0 − ρn+1.

By (6.1.1), after a change of variables among the ξ’s, F is regular in ξm (in the sense
of Definition 2.3.7). By Theorem 2.3.8, O(W ) is a finite extension of an A-algebra of
the form

B′ := A〈ξ1, . . . , ξm−1〉[[ρ1, . . . , ρn+1]]s/I ′.
Since O(W ) is a finite extension of the A-algebra B′, the map

MaxB′ → MaxA

is finite-to-one. Furthermore, (m− 1, n+ 1) < (m,n), completing Case B.
To complete the proof, we pass to a common refinement of the covers by R-domains

obtained in the above two cases, observing that the intersection of R-domains is an
R-domain, and that if π : MaxB → MaxA is finite, so is π|π−1(U) : π−1(U)→ U for
any R-subdomain U of MaxA.

Example 6.1.3. — The affinoid map induced by

ϕ : K〈ξ〉 → K〈ξ, η〉/(ξη2 + η + 1)

is finite-to-one. But if Char K̃ �= 2, ϕ is not finite. Indeed, if it were, the polynomial
ξη2 + η + 1, being prime, would have to divide a monic polynomial in K〈ξ〉[η]. Since
ξ is not a unit, ϕ cannot be finite.

Now, suppose there is a finite cover of MaxK〈ξ〉 by affinoid rational subdomains
U such that each induced map

O(U) −→ O(U)⊗̂K〈ξ〉K〈ξ, η〉/(ξη2 + η + 1)

is finite. Then the affinoid map induced by ϕ is proper by [6, Proposition 9.6.2.5], and
[6, Proposition 9.6.2.3]. It then follows from [6, Corollary 9.6.3.6], that ϕ is finite, a
contradiction. This shows that the analogue of Theorem 6.1.2 does not hold in the
affinoid case. Indeed the covering obtained is not in general admissible in the sense
of [22].

6.2. An Application to Quasi-Affinoid Domains. — In this subsection we
apply Theorem 6.1.2 to prove that every quasi-affinoid subdomain is a finite union
of R-subdomains. As a corollary we deduce that every quasi-affinoid subdomain is
open.

Lemma 6.2.1. — Let A and B be commutative rings and let ϕ : A → B be a finite
homomorphism.
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(i) Suppose that for every maximal ideal M of B, the induced map

Am −→ B ⊗A Am

is surjective, where m := A ∩M. Then ϕ is surjective and SpecB is a closed
subset of SpecA.

(ii) Suppose that for every maximal ideal M of B, the induced map

Am −→ B ⊗A Am

is bijective, where m := A ∩M. Then SpecB is an open subset of SpecA.

Proof
(i) For every m ∈MaxA the map

Am −→ B ⊗A Am

is surjective. This is true by assumption when m = A ∩M for some M ∈ MaxB. It
only remains to treat the other elements of MaxA. Let m ∈MaxA be such an ideal.
By [25, Theorem 9.3], there is an a ∈ Kerϕ such that a /∈ m. Since a annihilates the
A-module B and the image of a in Am is nonzero, it follows that B ⊗A Am = (0).
Thus the map Am → B ⊗A Am is surjective.

Now let b ∈ B and consider the ideal

I := {a ∈ A : ab ∈ ϕ(A)}.

We will show that I is the unit ideal. Suppose not. Then there is an m ∈ MaxA such
that I ⊂ m. But Am → B⊗AAm is surjective so IAm is the unit ideal, a contradiction.
This proves that ϕ is surjective. By [25, Theorem 9.3], SpecB ∩ SpecA = V (Kerϕ).
Hence SpecB is a closed subset of SpecA.

(ii) Since we are only concerned with prime ideals, it is no loss of generality to
assume that A and B are both reduced, i.e. have no nonzero nilpotent elements. It
suffices to show that B is a direct summand of A.

By part (i), ϕ is surjective, so B = A/I where I := Kerϕ. Since B is reduced, I is
the intersection of some prime ideals of A. Let J be the intersection of the unit ideal
with all the minimal prime ideals of A that do not contain I. We will show that

A = A/I ⊕A/J.

This is obvious if J = (1). So assume J �= (1). By [25, Theorem 1.4], it suffices to
show that I + J is the unit ideal of A. Suppose not. Then there is an m ∈ MaxA
such that m ⊃ I+J ; in particular m ⊃ J . Since J is an intersection of minimal prime
ideals of A, at least one such prime must be contained in m. In other words, there is
a minimal prime ideal p of A contained in m that does not contain I. We show that
pAm �⊃ IAm. Let a ∈ I \ p; if pAm ⊃ IAm, then a =

∑r
i=1

gi
s for some s ∈ A \m and

gi ∈ p. Thus sa ∈ p and s, a, /∈ p, a contradiction. So, pAm is a minimal prime ideal
of Am that does not contain IAm. But by assumption Am = Am/IAm; i.e. IAm = (0).
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In particular, since Am is reduced, I ·Am is the intersection of all the minimal prime
ideals of Am, a contradiction. Thus I + J is the unit ideal of A.

Recall that in Subsection 5.3 we showed that every R-subdomain is a quasi-affinoid
subdomain.

Theorem 6.2.2. — Let A be a quasi-affinoid algebra and let U ⊂ MaxA be a quasi-
affinoid subdomain. Then U is a finite union of R-subdomains of MaxA.

Proof. — Let B := O(U), and let π : MaxB → MaxA be the canonical inclusion.
By Theorem 6.1.2 there is a finite cover of MaxA by R-subdomains Ui such that each
map

π|π−1(Ui) : π
−1(Ui) −→ Ui

is finite. Thus, without loss of generality, we assume that π : MaxB → MaxA is
finite.

We will apply Lemma 6.2.1 to show that U is a Zariski-open and -closed subset of
MaxA. Let M ∈ MaxB, and put m := A∩M. We wish to show that Am → B⊗AAm

is bijective. Since B ⊗A Am is a finite Am-module, this follows from Nakayama’s
Lemma [25, Theorem 2.3], once we know that B⊗A (Am/mAm) ∼= Am/mAm. Indeed,

B ⊗A (Am/mAm) = B ⊗A A/m = B/mB = B/M = A/m = Am/mAm,

by Proposition 5.3.6 (ii) and (iii).
By Lemma 6.2.1, U is a Zariski-open and -closed subset of MaxA, thus there is

some f ∈ A such that f |U ≡ 0 and f |MaxA\U ≡ 1. So

U = {x ∈MaxA : |f(x)| ≤ 1/2}

is an R-subdomain of MaxA.

Note that the covering of U given by Theorem 6.2.2 is not necessarily a quasi-
affinoid covering in the sense of [22]; nonetheless Theorem 6.2.2 does show that quasi-
affinoid subdomains are well-behaved. In particular the following openness theorem
(cf. [6, Theorem 7.2.5.3]) is an immediate consequence.

Corollary 6.2.3 (Openness Theorem). — Let A be a quasi-affinoid algebra. All quasi-
affinoid subdomains of A are open in the canonical topology on MaxA derived from
the absolute value | · | : K → R+.

Proof. — As we remarked in Subsection 5.3 all R-subdomains of MaxA are open.
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MODEL COMPLETENESS AND SUBANALYTIC SETS

1. Introduction

The class of real subanalytic sets was defined by Gabrielov [2], where he proved
that the class is closed under complementation. Real subanalytic sets have attracted
extensive study; in particular, Hironaka [7] proved uniformization and rectilineariza-
tion theorems for real subanalytic sets. In [1], Denef and van den Dries introduced
the class of p-adic subanalytic sets and showed how to develop both the real and
p-adic theories from a suitable analytic quantifier elimination theorem. In [9] an
analogous quantifier elimination theorem was proved for K an algebraically closed
field, complete with respect to a non-Archimedean absolute value, using the functions
of S = ∪m,nSm,n. (See below.) That paper developed a theory of subanalytic sets
(termed rigid subanalytic sets). This theory was developed further in [10], [11] and
[12]. In [17]–[21], Schoutens developed a theory of subanalytic sets (which he termed
strongly subanalytic), over such fields. This theory used a class of functions somewhat
smaller than T = ∪Tm. (The Tm are the Tate rings of strictly convergent power series
over K.)

In this paper we prove a quantifier elimination theorem (Theorem 4.2) for alge-
braically closed extension fields of K in language LE , the language of valued rings
augmented with function symbols for the members of E , where E = E(H) is a class of
analytic (partial) functions obtained from H ⊂ S by closing up with respect to “dif-
ferentiation” and existential definition (see below for precise definitions). For suitable
choice of E = E(T ) this gives a quantifier elimination theorem (Corollary 4.4) in LE(T )
(or a quantifier simplification theorem, Corollary 4.5, in LT , the language of valued
rings augmented with function symbols for the members of T ) suitable for developing
the theory of subanalytic sets based on T , which we term K-affinoid (Corollaries 5.4
and 5.5). These results have been used by Gardener and Schoutens in their proof,
[3], [4], and [22], of a quantifier elimination theorem in the language LDT (= LT
enriched by “restricted division” (see below)). Section 2 contains precise definitions
of what we mean by “closed under differentiation and existential definitions”, in all
characteristics. Section 3 gives the Weierstrass Preparation and Division Theorems
for these classes of functions that we need for all the Elimination Theorems in Sec-
tion 4. Section 5 contains the application of the Elimination Theorems to the theory
of Subanalytic Sets.
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We recall some of the basic definitions. K is a field complete with respect to
a non-Archimedean absolute value | · | : K → R+. We do not assume that K is
algebraically closed. K◦ = {x ∈ K : |x| ≤ 1} is the valuation ring of K, and
K◦◦ = {x ∈ K : |x| < 1} is the maximal ideal of K◦. Tm = Tm(K) is the (Tate)
ring of strictly convergent power series over K and Sm,n = Sm,n(E,K) is a ring of
separated power series over K (see [13, Definition 2.1.1]). Recall that Tm+n ⊂ Sm,n
and that elements of Sm,n represent analytic functions (K◦)m × (K◦◦)n → K.

The language of multiplicatively valued rings is

L = (0, 1,+, ·, | · |, 0, 1, ·, <).

The symbols 0, 1, +, · denote the obvious elements and operations on the field; 0, 1, ·
denote the obvious elements and multiplication on the value group ∪{0}; | · | denotes
the valuation and < the order relation on the value group ∪{0}. Section 0 of [1]
provides all the background about first order languages that we will need.

A structure F (for a language L′) has elimination of quantifiers if every subset of
Fm defined by an L′-formula is in fact defined by a quantifier free L′-formula. We
say that F has quantifier simplification (or is model complete) if every subset of Fm

defined by an L′ formula is in fact defined by an existential L′-formula.
In [13] we defined certain open domains in Km which we termed R-domains ([13,

Definition 5.3.3]) and showed that each R-domain U carries a canonical ring of func-
tions denotedO(U); R-domains generalize the Rational Domains of Affinoid geometry.

2. Existentially Defined Analytic Functions

As usual K is a complete non-Archimedean valued field. Let F be a complete
field extending K and let Falg be its algebraic closure. In general Falg will not be
complete. However if F ′ ⊂ Falg is a finitely generated extension of F , then F ′ is
complete and hence the power series f ∈ Sm,n actually define analytic functions
(F ◦alg)

m× (F ◦◦alg)
n → Falg. By the Nullstellensatz ([13, Theorem 4.1.1]) there is a map

τm : (F ◦alg)
m → MaxTm(F ).

Since Tm(K) ⊂ Tm(F ) we may therefore regard any R-domain U ⊂ MaxTm(K) as a
subset of (F ◦alg)

m. In this section we set up the formalism for the quantifier elimination
theorem.

The (not necessarily algebraically closed) field K will be the field over which the
functions in our language are defined in the sense that these functions will all be
elements of generalized rings of fractions (see below) defined over K. Formulas in
the language define subsets of (F ◦alg)

m. The Quantifier Elimination Theorem (Theo-
rem 4.2) is uniform in the sense that if ϕ is defined overK then there is a quantifier-free
formula ϕ∗, also defined over K, such that for each complete F with K ⊂ F , ϕ and
ϕ∗ define the same subset of (F ◦alg)

m.
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In [1] and [9] the quantifier elimination takes place in a language LDan which has
symbols for all functions built up from a suitable class of analytic functions and “re-
stricted division” D, where D(x, y) = x/y if |x| ≤ |y| �= 0 and D(x, y) = 0 otherwise.
In this paper the use of “restricted division” is replaced by that of generalized rings
of fractions (see definition below). This is necessary for us because Theorems 3.1
and 3.3 give definitions of the Weierstrass data in terms of functions, but do not in
general produce representations of the Weierstrass data by (definable) D-terms. (In
the special case that H = S, definability issues drop away and the treatment in this
paper is easily seen to be equivalent to the treatment of [9] using restricted division.
See Corollary 4.3).

Definition 2.1 (cf. [13, Definition 5.3.1]). — We define the generalized rings of fractions
over Tm inductively as follows: Tm is a generalized ring of fractions, and if A is gen-
eralized ring of fractions and f, g ∈ A then both A〈f/g〉 and A[[f/g]]s are generalized
rings of fractions.

Sm,n = Tm,n[[ξm+1, . . . , ξm+n]]s is a generalized ring of fractions over Tm+n.

Definition 2.2. — Let ϕ : Tm → A be a generalized ring of fractions and let Φ :
MaxA → MaxTm be the induced map. We define the domain of A, DomA ⊂
MaxTm, by saying that x ∈ DomA iff there is a quasi-rational subdomain U (see [13,
Definition 5.3.3]) of MaxTm with x ∈ U , such that

Φ−1(U)→ U

is bijective.

Remark 2.3
(i) The set DomA does not depend on the representation of the generalized ring of

fractions A as a quasi-affinoid Tm-algebra. Suppose that ϕ : Tm → A and ψ : Tm → B

are isomorphic quasi-affinoid Tm-algebras, i.e. there is a K-algebra isomorphism σ

such that

A
σ ✲ B

	❅
❅

❅
❅

ϕ
�

�
�

�

ψ

✒

Tm

commutes. By the Nullstellensatz [13, Theorem 4.1.1]

X := MaxTm ∩MaxA = MaxTm ∩MaxB.

Let x ∈ X and suppose there is a quasi-rational subdomain x ∈ U ⊂ X such that
Φ−1(U) → U is bijective, where Φ : MaxA → MaxTm corresponds to ϕ (as in
Definition 2.2). Let Ψ correspond to ψ. Since σ is an isomorphism, Ψ−1(U) → U

is bijective. Since the argument is symmetric in A and B, this shows that DomA is

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2000



112 MODEL COMPLETENESS AND SUBANALYTIC SETS

independent of the presentation of A as a Tm-algebra. (Note however that DomA is
not in general a quasi-affinoid subdomain in the sense of [13, Definition 5.3.4].)

(ii) Let ϕ : Tm → A be a generalized ring of fractions. It follows from the Nullstel-
lensatz, ([13, Theorem 4.1.1]), that

DomA〈f/g〉 = {x ∈ DomA : |f(x)| ≤ |g(x)| �= 0}, and
DomA[[f/g]]s = {x ∈ DomA : |f(x)| < |g(s)|}.

(iii) Let ϕ : Tm → A be a generalized ring of fractions. By ground field extension
([13, Definition 5.4.9 and Proposition 5.4.10]) A ⊂ A′ = S0,0(E,F )⊗sS0,0(E,K)

A and
we may regard DomA as a subset of (F ◦alg)

m and each f ∈ A as determining an
analytic function DomA → Falg. In fact, given x ∈ DomA, there is a unique power
series f ∈ K[[ξ]] and a rational polydisc x ∈ U ⊂ DomA such that f(y− x) converges
on U and f(y) = f(y − x) for all y ∈ U .

(iv) As we noted in the discussion before Definition 2.1, in this paper we work
with generalized rings of fractions instead of with D-functions. Any element f of a
generalized ring of fractions A over Tm defines a partial function on DomA ⊂ MaxTm.
We may regard f as a total function by assigning f(x) = 0 for x ∈ MaxTm \DomA.
It is a consequence of (ii) above that such functions are represented by D-terms in
the sense of [9, Section 3.2], and conversely.

We will see below that the Weierstrass data of a power series are existentially de-
finable from f and its partial derivatives. In characteristic p �= 0, “partial derivatives”
must be interpreted as Hasse derivatives which we define next.

Definition 2.4. —Let f ∈ R[[ξ1, . . . , ξm]], R a commutative ring, and let t = (t1, . . . , tm).
The Hasse Derivatives of f , denoted Dνf ∈ R[[ξ]], ν = (ν1, . . . , νm) ∈ Nm, are defined
by the equation

f(ξ + t) =
∑
ν∈Nm

(Dνf)(ξ)tν .

(See [5] or [6, Section 3].)

Remark 2.5
(i) In characteristic zero the Hasse derivatives are constant multiples of the usual

partial derivatives. In fact

∂|ν|

∂ξν11 . . . ∂ξνmm
f = ν1! . . . νm!Dνf.

Hence the partial derivatives of f and the Hasse derivatives of f are quantifier free
definable from each other (cf. Definition 2.7). The following facts are not hard to
prove. Proofs can be found in [5] or [6, Section 3].

(ii) In characteristic p �= 0 the situation is more complicated. If

ν = (0, . . . , 0, pn, 0 . . . , 0)
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with pn in the ith position denote Dν by Dni . Then the whole family of Hasse deriva-
tives is generated by the Dni under composition. In particular Dmi D

n
j = DnjD

m
i and

Dν = Dν11 Dν22 . . . Dνmm .
(iii) Suppose the characteristic is p �= 0 and let f ∈ R[[ξ1, . . . , ξm]]. Fix i, 1 ≤ i ≤ m,

and write

f =
p−1∑
j=0

fj(ξ1, . . . , ξi−1, ξ
p
i , ξi+1, . . . , ξm)ξ

j
i .

The power series fj are uniquely determined by this equation, so we may define

δξi,j(f) := fj .

If f converges on a rational polydisc 0 ∈ U ⊂ (F ◦alg)
m, so do the δξi,j(f). We call the

δξi,j(f) the p-components of f . By induction, we define the p	+1-components of f to
be the δξi,j(g), where g is a p	-component of f . Thus,

f =
p�−1∑
j=0

f	j(ξ1, . . . , ξi−1, ξ
p�

i , ξi+1, . . . , ξm)ξ
j
i ,

where the f	j are p	-components of f with respect to ξi.
It is not hard to show that the Dν are existentially definable from the δξi,j and

conversely. Indeed the Dν are linear combinations of compositions of the δξi,j with
polynomial coefficients, and conversely.

(iv) The following properties of the Dν follow easily from the definition

(a) D0 = id

(b) Dνc = 0 for c ∈ R, ν �= 0
(c) Dν(f + g) = Dνf +Dνg

(d) Dµ ◦Dν =
(
µ+ν
µ

)
Dµ+ν , where

(
µ+ν
µ

)
=
∏
i

(
µi+νi
νi

)
(e) Dν(f · g) =

∑
µ+µ′=ν(Dµf)(Dµ′g).

(f) a chain rule (see [5]).

Definition 2.6. — Let ϕ : Tm → A be a generalized ring of fractions and let f ∈ A.
Using Remark 2.3 we define ∆(f) to be the collection of functions DomA → Falg
determined by the Dνf , ν ∈ Nm. In other words ∆(f) is the smallest collection of
functions DomA→ Falg containing f and closed under the Hasse derivatives.

Definition 2.7. — Let H ⊂ ∪m,nSm,n be any collection such that ∆(H) ⊂ H.
(In the most important application H = T = ∪mTm; another possibility is
H = ∆(f1, . . . , fn).) Let

LH := L(0, 1,+, ·, {f}f∈H; | · |, 0, 1, ·, <)

be the first-order language of multiplicatively valued rings, augmented by symbols
for the functions of H. A subset X ⊂ (F ◦alg)

m is said to be definable (respectively,
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existentially definable, quantifier-free definable) in LH iff there is an LH-formula (re-
spectively, an existential LH-formula, quantifier-free LH-formula) ϕ(ξ1, . . . , ξm) such
that

(a1, . . . , am) ∈ X ⇐⇒ ϕ(a1, . . . , am) is true.

A partial function f : X → Falg is said to be definable (respectively, existentially
definable, quantifier-free definable) in LH iff its graph (and domain) are. The H-
subanalytic sets discussed in Section 5 are exactly the sets existentially definable
in LH. A function f is quantifier free (respectively, existentially) definable from
functions g1, . . . , g	 if there is a quantifier-free (respectively, existential) formula ϕ in
the language L of multiplicatively valued rings, such that

y = f(x)⇔ ϕ(x, y, g1(x), . . . , g	(x)).

We next define the class of functions E(H) all of whose “derivatives” are existen-
tially definable from H. The Quantifier Elimination Theorem (Theorem 4.2) applies
to the language LE(H) where H = ∆(H). Since all functions of E(H) are existentially
definable in LH a corresponding quantifier simplification theorem for the language
LH follows.

Definition 2.8. — The collection E(H) consists of all functions f : X → Falg such
that f ∈ A and X = DomA for some generalized ring of fractions ϕ : Tm → A, and
such that the members of ∆(f) are all existentially definable in LH. We define the
language LE in analogy to Definition 2.7, i.e., LE is the language of multiplicatively
valued rings augmented by symbols for the functions of E(H).

The languages LH (or LE(H)) are three-sorted languages. The three sorts are F ◦,
F ◦◦ and |F ◦|. (See [9, Sections 3.1–3.7].)

We shall use the following in Section 3.

Remark 2.9
(i) Let CharK = p �= 0, let f(y) be a convergent power series in y, let y ∈ K

sufficiently near 0, and let 1 ∈ N. There is a polynomial f(y) such that

f(y) ≡ f(y) mod (y − y)p
�

and f is existentially definable from the p	-components of f with respect to y. To see
this write

f =
p�−1∑
j=0

f	j(yp
�

)yj

and let f =
∑p�−1
j=0 f	j(yp

�

)yj. By Remark 2.5(iii), f is existentially definable from
∆f .

(ii) If f(x, y) ∈ E(H) and f =
∑

fi(x)yi then each fi ∈ E(H).
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3. Existential Definability of Weierstrass Data

Let A be a generalized ring of fractions over T and let f, g ∈ A〈ξ〉[[ρ]]s with f

regular of degree s in y (where y is either ξm or ρn). By the Weierstrass Division and
Preparation Theorems ( [13, Theorem 2.3.8 and Corollary 2.3.9]) we can write

f = uP and g = qf + r

where u, P , q and r are as described in those theorems.
In this section we show that all the members of ∆(u) and ∆(P ) are existentially

definable from ∆(f) and all the members of ∆(q) and ∆(r) are existentially defin-
able from ∆(f) and ∆(g). These results are needed for the Elimination Theorem
(Theorem 4.2).

Analogous questions in the real case are considered in [23]. For completeness, we
include proofs below not only in characteristic p but also in characteristic zero.

Theorem 3.1 (Weierstrass Preparation forE). — Let ϕ : Tm → A be a generalized ring
of fractions and let f ∈ A〈ξ〉[[ρ]]s. Suppose f is regular of degree s in ξM (respectively,
in ρN ) in the sense of [13, Definition 2.3.7]. By [13, Corollary 2.3.9], there exist a
uniquely determined polynomial P ∈ A〈ξ′〉[[ρ]]s[ξM ] (respectively, P ∈ A〈ξ〉[[ρ′]]s[ρN ])
monic and regular of degree s and a unit u ∈ A〈ξ〉[[ρ]]s such that

f = u · P.

(Here ξ′ := (ξ1, . . . , ξM−1) and ρ′ := (ρ1, . . . , ρN−1).) Each member of ∆(u) and
∆(P ) is existentially definable in L∆(f). Hence if f ∈ E(H), then u, P ∈ E(H).

Proof. — Let y denote the variable (either ξM or ρN ) in which f is regular and let x
denote the other variables. With this notation the above equation becomes

f(x, y) = u(x, y)[ys + as−1(x)ys−1 + · · ·+ a0(x)].

We must show that each member of ∆(u) and ∆(aj) j = 0, . . . , s− 1 is existentially
definable in L∆(f), i.e. from ∆(f).

For each x ∈ DomA〈ξ′〉[[ρ]]s (respectively DomA〈ξ〉[[ρ′]]s), let y1(x), . . . , ys(x) be
the s roots of the equation f(x, y) = 0 with |y| ≤ 1 (respectively < 1). Then the
aj(x) are symmetric functions of the yi(x), say aj(x) = σj(y1(x), . . . , ys(x)).

We consider the cases CharK = 0 and CharK = p �= 0 separately.

Case (A). — Characteristic K = 0.

By Remark 2.5(i) we may work with the usual partial derivatives instead of the
Hasse derivatives.
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For each partition P : s = s1+s2+ · · ·+sm, with the si ≥ 1, let ϕP be the formula(
s∧
i=1

|yi|�1

)
∧ (y1 = y2 = · · · = ys1) ∧ (ys1+1 = · · · = ys1+s2) ∧ . . .

· · · ∧ (ys1+···+sm−1+1 = · · · = ys) ∧
s1−1∧
j=0

∂jf

∂yj
(y1) = 0 ∧ . . .

· · · ∧
sm−1∧
j=0

∂jf

∂yj
(ys1+···+sm−1+1) = 0 ∧

∧
i�=j

(ys1+···+si �= ys1+···+sj ),

where � is < or ≤ depending on whether y is a ξM or ρN . Hence ϕP expresses the
fact that y1 is a root of f = 0 of multiplicity s1, ys1+1 is a root of multiplicity s2, etc.
For each j = 0, . . . , s− 1, let ϕj(x,wj) be the formula

∃ y1 . . . ∃ ys
[∨
P
ϕP ∧ wj = σj(y1, . . . , ys)

]
.

Then ϕj is an existential definition of aj(x). We must further show that u and
the derivatives of the aj(x) are existentially definable. Notice that the yi(x) may
not be differentiable even at points where the aj(x) are analytic. Let P (x, y) =
ys + as−1(x)ys−1 + · · ·+ a0(x). Then

(3.1) f(x, y) = u(x, y)P (x, y).

Next we show that u(x, y) is existentially definable. This is obvious from (3.1) except
perhaps when y = yi(x) for some i (i.e. when P (x, y) = 0). Note that

P,
∂P

∂y
,
∂2P

∂y2
, . . . ,

∂sP

∂ys
= s! �= 0

are all existentially definable. It is now easy to see that if y is an si-fold root of
f(x, y) = 0 then u(x, y) is defined by

∂sif

∂ysi
(x, y) = u(x, y)

∂siP

∂ysi
(x, y).

Iterating, we see that
∂u

∂y
,
∂2u

∂y2
, . . . are all existentially definable from ∆(f).

Differentiating (3.1) with respect to x1 we get

∂f

∂x1
=

∂u

∂x1
P + u

∂P

∂x1
=

∂u

∂x1
P + u

[
∂as−1
∂x1

ys−1 + · · ·+ ∂a0
∂x1

]
.

So, if y1, . . . , ys satisfy P (x, y) = 0, then

(3.2) u−1(x, yi)
∂f

∂x1
(x, yi) = a′s−1y

s−1
i + · · ·+ a′0,

where we write a′j for
∂aj
∂x1

. If the roots y1, . . . , ys of P = 0 are distinct then the

equations (3.2) uniquely determine the a′j . (The coefficient matrix of the system of
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linear equations (3.2) is the Vandermonde matrix with determinant
∏
i<j(yi − yj) �=

0).
If yi is a root of P = 0 of multiplicity si we replace the si identical equations in

(3.2) by the subsystem

u−1(x, yi)
∂f

∂x1
(x, yi) =

∂P

∂x1
(x, yi),

u−1(x, yi)
∂2f

∂y∂x1
(x, yi) =

∂2P

∂y∂x1
(x, yi) + u−1(x, yi)

∂u

∂y
(x, yi)

∂P

∂x1
(x, yi),

· · ·

u−1(x, yi)
∂sif

∂ysi−1∂x1
(x, yi) =

∂siP

∂ysi−1∂x1
(x, yi) + . . . .

to obtain a system of equations that we denote (3.2)′. The coefficient matrix of the
resulting system of equations is nonsingular (see Remark 3.2 below) and hence the

new system of equations defines the
∂aj
∂x1

. Existential definitions of
∂u

∂x1
and the

higher derivatives of the aj and u are obtained by iterating.

Case (B). — Characteristic K = p �= 0.

We follow the same general outline as in Case A and indicate the necessary changes.

In characteristic zero we used the derivatives
∂kf

∂yk
(y) to detect the multiplicity of a

root y of f = 0. In Characteristic p we use the device of Remark 2.9(i). If we choose
p	 > s then the multiplicity of y as a root of f = 0 is the same as the multiplicity of y
as a root of f(y) = 0, and since f is a polynomial in y, the multiplicity of y as a zero
of f is existentially definable from the coefficients of f , which are by Remark 2.9(i)
existentially definable from the p	 components of f . Hence P is existentially definable
from the p	-components of f with respect to y and hence from the Hasse derivatives
Dνf for ν = (0, . . . , 0, i), i = 0, . . . , p	 − 1.

Next we must show that u and all its Hasse derivatives with respect to y are
existentially definable. From the equation

f = uP,

u is existentially definable, except when P = 0, i.e. except when y = yi for some i. If
y is a zero of P of order α ≤ s then u(y) is (existentially) defined using

f(y) ≡ u(y)P mod (y − y)α+1

where f is the polynomial as in Remark 2.9(i) and p	 > s. In fact, for any β ∈ N we
can existentially define a polynomial u such that u ≡ u mod (y− y)β by considering
the congruence f ≡ uP mod (y − y)β+α.
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Let Diy denote D(0,...,0,i). Then

Diyf =
∑
j+k=i

DjyuD
k
yP

(see Remark 2.5(iv)(e)). Since P is a polynomial in y the DiyP are all quantifier free
definable. We proceed inductively

D1
yf = (D1

yu)P + uD1
yP.

This defines (D1
yu) except when y = y is a zero of P . But for such y we consider a

congruence of the form

D1
yf ≡ (D1

yu)P + uD1
yP mod (y − y)β .

By Remark 2.9(i), for any β ∈ N we can existentially define a polynomial congruent
to D1

yf mod (y − y)β . We saw above that we can existentially define a polynomial
u(y) ≡ u(y) mod (y − y)β . Hence we can existentially define D1

yu modulo (y − y)β

for any β. From this, for β large enough, an existential definition of (D1
yu)(y) follows.

Next we use
D2
yf = (D2

yu)P + (D1
yu)(D

1
yP ) + u(D2

yP )

and the same argument to see that we can existentially define D2
yu mod (y− y)β for

any β. The same devices allow us to obtain existential definition of the other Hasse
derivative of u and P . We do an example that will convince the reader, and show that
D2
x1D

1
yu and D2

x1D
1
yP are existentially definable. (Here Dix1 = D(i,0,...,0). Observe

also that Dix1D
j
y = D(i,0,...,0,j).) We again start with the equation

f = uP.

Thus

(3.3) D1
x1f = (D1

x1u)P + u(D1
x1P ).

Let the distinct zeros of P be y1, . . . , yd and let yi have multiplicity αi. Then D1
x1P ,

which is a polynomial in y of degree ≤ s− 1 is determined by the congruences

D1
x1f ≡ u(yi)(D

1
x1P ) mod (y − yi)

αi , i = 1, . . . , d.

D1
x1u is determined by equation (3.3), except where y = yi for some i. But as above

D1
x1u mod (y−yi)β can be existentially defined by looking at (3.3) mod (y−yi)p

�

for
large enough 1 and using the fact that D1

x1f mod (y−yi)p
�

and u mod (y−y)p�

are
existentially definable from the DjyD1

x1f and Djyf . To obtain the “second derivative”
with respect to x1 we apply D2

x1 to the equation f = uP :

(3.4) D2
x1f = (D2

x1u)P + (D1
x1u)(D

1
x1P ) + u(D2

x1P ).

Looking at this equation modulo the (y − yi)αi and using the facts that P ≡ 0
mod (y−yi)αi and that we have existentially defined polynomials congruent to (D1

x1u)
and u modulo (y − yi)

αi , gives an existential definition of (the polynomial in y)
D2
x1P . Then D2

x1u is determined when y is different from all the yi by (3.4) and D2
x1u
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mod (y − yi)
β (for any β) is determined by looking at (3.4) modulo a high enough

power of y − yi and using the facts that we have existentially defined polynomials
congruent to D1

x1u and u modulo any specified power of y − yi. Next apply D1
y to

(3.3):

(3.5) D1
yD

1
x1f = (D1

yD
1
x1u)P + (D1

x1u)(D
1
yP ) + (D1

yu)(D
1
x1P ) + u(D1

yD
1
x1P ).

As above, first determine D1
yD

1
x1P by looking at this equation mod (y − yi)

αi and
then determine D1

yD
1
x1u for y �= yi, i = 1, . . . , d and D1

yD
1
x1u mod (y − yi)β for any

β. Finally apply D1
y to (3.4) to obtain

D1
yD

2
x1f = (D1

yD
2
x1u)P + (D2

x1u)(D
1
yP ) + (D1

yD
1
x1u)(D

1
x1P )

+ (D1
x1u)(D

1
yD

1
x1P ) + (D1

yu)(D
2
x1P ) + u(D1

yD
2
x1P ).

Exactly as above, first determine D1
yD

2
x1P and then D1

yD
2
x1u for y �= yi, i = 1, . . . , d,

and finally D1
yD

2
x1u mod (y − yi)

β for any β.

Remark 3.2. — Assume the characteristic of K is zero. Let s1 + s2 + · · · + sm = s

and let the Yij be variables i = 1, . . . ,m; j = 1, . . . , si.

det



Y s−111 Y s−211 . . . Y11 1
...

...
. . .

...
...

Y s−11s1
Y s−21s1

. . . Y1s1 1
...

...
. . .

...
...

...
...

. . .
...

...
Y s−1msm Y s−2msm . . . Ymsm 1


=

∏
(i,j)<(s,t)

(Yij − Yst)

where < is the lexicographic ordering.
For each i and j, differentiate j − 1 times with respect to Yij . Then set all the

Yij = Yi (a new variable) for each i = 1, . . . ,m. The resulting determinant is a
nonzero constant times a product of powers of (Yi − Yj), i �= j. Call this function
V (Y1, . . . , Ym).

Then the determinant of the coefficient matrix of the system of equations (3.2)′

occurring in the proof of Theorem 3.1 is V (y1, . . . , ym) �= 0 where y1, . . . , ym are the
distinct roots of f(x, y) = 0, and yi is a root of multiplicity si.

Theorem 3.3 (Weierstrass Division forE). — Let ϕ : Tm → A be a generalized ring of
fractions and let f, g ∈ A〈ξ〉[[ρ]]s. Suppose f is regular of degree s in ξM (respectively,
ρN ) in the sense of [13, Definition 2.3.7]. Then by [13, Theorem 2.3.8] there exist
unique elements

r ∈ A〈ξ′〉[[ρ]]s[ξM ]

(respectively, r ∈ A〈ξ〉[[ρ′]]s[ρN ]) of degree s− 1 and q ∈ A〈ξ〉[[ρ]]s such that

g = qf + r.
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(Here ξ′ := (ξ1, . . . , ξM−1) and ρ′ := (ρ1, . . . , ρN−1).) Furthermore, each member of
∆(q) and ∆(r) is existentially definable in L∆(f)∪∆(g). Hence if f, g ∈ E(H) then
q, r ∈ E(H).

Proof. — We follow the same notational convention as in the proof of Theorem 3.1
— i.e. we let y denote ξM (respectively ρN ) and let x denote the other variables. Let
r =

∑s−1
i=1 ri(x)y

i, and let y1(x), . . . , ys(x) be the roots of f(x, y) = 0. Then

(3.6) g(x, yi) =
s−1∑
j=0

rj(x)y
j
i .

Case (A). — Characteristic K = 0.

Again in this case we may consider the usual derivatives. If the yi are all distinct
then (3.6) has coefficient matrix the Vandermonde matrix and (3.6) determines the
rj(x). If yi is a root of f = 0 of multiplicity si, replace the corresponding si identical
equations in (3.6) by the equations

∂	g

∂y	
(x, yi) =

∂	r

∂y	
(x, yi), 1 = 0, . . . , si − 1.

The resulting system again has nonsingular coefficient matrix (see Remark 3.2) and
hence determines the rj(x).

Existential definitions of the derivatives of the rj are obtained in a way similar to
that employed in the proof of Theorem 3.1 to obtain those for the derivative of the
aj . The same arguments also give existential definitions of q and its derivatives from
∆(f) ∪∆(g).

Case (B). — Characteristic K = p �= 0.

We proceed in a way entirely analogous to the characteristic p case of the proof of
Theorem 3.1.

4. The Elimination Theorem

We prove an elimination theorem that both generalizes that of [9] and provides a
basis for the theory of affinoid subanalytic sets (i.e., the images of affinoid maps) as the
elimination theorem of [9] provided a basis for the theory of quasi-affinoid subanalytic
sets. We follow the strategy of [1], first using parameterized Weierstrass Preparation
(and Division) to reduce to the case that some variable occurs polynomially and
then using an algebraic elimination theorem. Where [1] used Macintyre’s elimination
theorem [16] we use the elimination theorem of [24].

To obtain parametrized Weierstrass division from the usual one, [1] used restricted
division by coefficients (with parameters). The fact that functions are not canonically
represented by terms in a first order language leads to difficulties in our situation,
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since we have extra definability conditions to satisfy. It turns out that the generalized
rings of fractions (see Definition 2.1) allow us to carry out the necessary divisions
while retaining definability properties in a natural way. Furthermore, [1] works over
discretely valued fields K, where multiplication by a uniformizing parameter for the
maximal ideal of K◦ can be used to witness strict inequalities. As in [9], we use
variables ranging over F ◦◦alg to witness strict inequalities: our fields Falg are never
discretely valued, being algebraically closed. As we remarked in [13, Example 2.3.5],
the class of Weierstrass automorphism for the resulting rings of analytic functions is
not large enough to transform every nonzero function to one that is regular. Thus
we employ Weierstrass Preparation and Division and the double induction of [9] to
reduce to an application of the algebraic elimination theorem for algebraically closed
valued fields of [24].

Let A be a quasi-affinoid algebra. Recall that we showed in [13, Section 5.2] that
A〈ξ〉[[ρ]]s ⊂ A[[ξ, ρ]], so we may write

f =
∑

fµνξ
µρν , fµν ∈ A,

for any f ∈ A〈ξ〉[[ρ]]s.

Lemma 4.1. — Let A be a generalized ring of fractions over T , and let

f =
∑

fµνξ
µρν ∈ A〈ξ〉[[ρ]]s.

Then there are: c ∈ N, A-algebras Aµν , |µ| + |ν| ≤ c, each a generalized ring of
fractions, and elements gµν ∈ Aµν〈ξ〉[[ρ]]s such that

(i) fµν(x)gµν(x, ξ, ρ) = f(x, ξ, ρ) for every x ∈ DomAµν ,
(ii) each gµν is preregular of degree (µ, ν) in the sense of [13, Definition 2.3.7], and
(iii) DomA = Z(f) ∪

⋃
|µ|+|ν|≤cAµν ,

where Z(f) := {x ∈ DomA : f(x, ξ, ρ) ≡ 0}. If f ∈ E, then Z(f) is quantifier-free
definable in LE and each gµν ∈ E.

Proof. — Writing A as a quotient of a ring of separated power series and applying
[13, Lemma 3.1.6] to a preimage of f , we obtain a c ∈ N and elements hµν ∈ A〈ξ〉[[ρ]]s
such that

f =
∑

|µ|+|ν|≤c
fµνξ

µρν(1 + hµν) and

|hµν(y)| < 1 for all y ∈MaxA〈ξ〉[[ρ]]s.

(Hence each 1 + hµν is a unit of A〈ξ〉[[ρ]]s.)
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For each (µ0, ν0) ∈ Nm × Nn with |µ0|+ |ν0| ≤ c, we define the generalized ring of
fractions Aµ0ν0 from A in the obvious way so that the inequalities

|fµ0ν0(x)| ≥ |fµν(x)| for all |µ|+ |ν| ≤ c,

|fµ0ν0(x)| > |fµν(x)| for all ν < ν0 and |µ|+ |ν| ≤ c,

|fµ0ν0(x) > |fµν0(x)| for all µ > µ0 and |µ|+ |ν0| ≤ c

hold for all x ∈ DomAµ0ν0 . Indeed, Aµ0ν0 , so defined, has the property that x ∈
DomAµ0ν0 if, and only if, fµ0ν0(x) �= 0 and the above inequalities hold.

Now, for |µ|+ |ν| ≤ c, fµν/fµ0ν0 ∈ Aµ0ν0 , so we may put

gµ0ν0 := ξµ0ρν0(1 + hµ0ν0) +
∑

|µ|+|ν|≤c,
(µ,ν) �=(µ0,ν0)

fµν
fµ0ν0

ξµρν(1 + hµν), |µ0|+ |ν0| ≤ c.

Finally, suppose f ∈ E . Since fµν(x) �= 0 for x ∈ DomAµν , and fµν(x) ∈ E by
Remark 2.9(ii), condition (i) implies that gµν ∈ E . To see this inductively, applyDν′ to
(i), use the product formula of Remark 2.5(iv)(e) and solve for Dν′gµν . Furthermore,

Z(f) = {x ∈ DomA : fµν(x) = 0, |µ|+ |ν| ≤ c},

which is a quantifier-free LE -definition.

Theorem 4.2 (Quantifier Elimination Theorem) . — Let H ⊂ S with H = ∆(H), let
E := E(H), and let Φ be an LE -formula. Then there is a quantifier-free LE-formula
Ψ such that for every complete field F extending K, F ◦alg � Φ ↔ Ψ; i.e., Φ and Ψ
define the same subset of (F ◦alg)

m.

Proof. — Recall that LE(H) is a three-sorted language. We shall use the following
convention which will greatly simplify notation. The ξi will denote variables of the
first sort (that range over F ◦) and the ρj will denote variables of the second sort (that
range over F ◦◦); x will denote a string of variables of sorts one and two. Observe
that a quantified variable of the third sort (that ranges over |F ◦|) can always be
replaced by a quantified variable of the first sort — if v is a variable of the third sort
replace it by |ξ| where ξ is a variable of the first sort. Hence we need only eliminate
quantified variables of sorts one and two. (Alternatively, a quantified variable of
the third sort can be eliminated by a direct application of the quantifier elimination
theorem of [24]). After routine manipulations we may assume that Φ is of the form
∃ ξρϕ(v, x, ξ, ρ), where ϕ is a conjunction of atomic formulas; i.e., formulas of the
form

t1(v)·|f(x, ξ, ρ)| � t2(v)·|g(x, ξ, ρ)|,
where � is either < or =; f, g ∈ A〈ξ〉[[ρ]]s∩E for some fixed generalized ring of fractions
over T ; v denotes a string of variables of the third sort and the ti are terms of the
third sort containing no variables of sorts one or two. (Observe that the negation of
such a formula is a disjunction of such formulas.)
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For such formulas ϕ, we may define 1(ϕ) to be the number of functions in the
formula that actually depend on (ξ, ρ). Writing

ξ = (ξ1, . . . , ξm) and ρ = (ρ1, . . . , ρn),

we induct on the triples (m,n, 1), ordered lexicographically.
Let f1, . . . , f	 be the functions that occur in ϕ and depend on (ξ, ρ). Write

fi =
∑

fiµνξ
µρν =

∑
fiνρ

ν ∈ A〈ξ〉[[ρ]]s ∩ E ,

where fiµν ∈ A ∩ E and fiν ∈ A〈ξ〉 ∩ E . Applying Lemma 4.1 to f = f1 yields rings
Aµν and elements gµν ∈ Aµν〈ξ〉[[ρ]]s preregular of degree (µ, ν).

Consider the formulas

ϕ0 := x ∈ Z(f) ∧ ϕ and ϕµν := x ∈ DomAµν ∧ ϕ.

By Lemma 4.1(iii), Φ is equivalent to the disjunction

∃ ξρϕ0(ξ, ρ) ∨
∨
∃ ξρϕµν(ξ, ρ).

Let ϕ′0 result from ϕ0 by replacing f by 0 and let ϕ′µν result from ϕµν by replacing
f by fµν · gµν . Note that 1(ϕ′0) < 1(ϕ) and 1(ϕ′µν) = 1(ϕ). By induction, we may
assume that Φ is of the form ∃ ξρϕ′µν . Iterating this procedure reduces us to the case
that Φ is of the form ∃ ξρϕ, where the functions occurring in ϕ are ai(x) · fi(x, ξ, ρ),
and each fi(x, ξ, ρ) is preregular of degree (µi, νi) with fiµiνi = 1, 1 ≤ i ≤ 1.

Consider the LE-formulas

ϕ0 := ϕ ∧
	∧
i=1

|fiνi(x, ξ)| = 1 and ϕi := ϕ ∧ |fiνi(x, ξ)| < 1.

Clearly, Φ is equivalent to the disjunction

∃ ξρϕ0(ξ, ρ) ∨
∨
∃ ξρϕi(ξ, ρ),

and we may consider the disjuncts separately.

Case (A). — Φ = ∃ ξρϕi(ξ, ρ).

We have that Φ is equivalent to

∃ ξρρn+1ϕ ∧ |fiνi − ρn+1| = 0.

Observe that fiνi − ρn+1 is preregular of degree (µi, 0). Hence, after a Weierstrass
automorphism involving only the ξ’s, we may assume that fiνi − ρn+1 is regular in
ξm. (Recall that Weierstrass automorphisms preserve membership in E .) After ap-
plying Weierstrass Preparation (Theorem 3.1) to fiνi−ρn+1 and Weierstrass Division
(Theorem 3.3) with divisor fiνi − ρn+1 to the other functions in Φ, we may assume
that all the functions occurring in Φ are polynomials in ξm. We may now apply the
algebraic elimination theorem of [24] to find a formula

Ψ = ∃ ξ1 . . . ξm−1ρ ρn+1ψ
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equivalent to Φ. Since (m− 1, n+ 1, 1(ψ)) < (m,n, 1(ϕ)), we are done by induction.

Case (B). — Φ = ∃ ξρϕ0(ξ, ρ).

We have that Φ is equivalent to

Ψ := ∃ ξξm+1ρϕ ∧
∣∣∣∣∣
(
	∏
i=1

fiνi

)
ξm+1 − 1

∣∣∣∣∣ = 0.

Observe that h = (
∏	
i=1 fiνi)ξm+1 − 1 is preregular of degree (

∑
µi, 1, 0). Hence

after a Weierstrass automorphism involving only ξ1, . . . , ξm+1 we may assume that
h is regular in ξm+1. Let f ′i result from fi by multiplying by (

∏
j �=i fjνj )ξm+1 and

replacing the coefficient (
∏	
j=1 fjνi )ξm+1 (of ρνi) by 1. Then each f ′i is preregular of

degree (0, νi). Let Ψ′ result from ψ by replacing each fi by f ′i . Then Ψ is equivalent
to Ψ′. After a Weierstrass automorphism among the ρ’s we may assume that each
f ′i in Ψ′ is regular in ρn. Applying Weierstrass Preparation (Theorem 3.1) to each
f ′i with respect to ρn and to h with respect to ξm+1, and then Weierstrass Division
(Theorem 3.3) with divisor h, we may assume that each function occurring in Ψ′ is
a polynomial in both ρn and ξm+1. We may now apply the algebraic elimination
theorem of [24] to find a formula

Ψ′′ = ∃ ξ1, . . . , ξm, ρ1, . . . , ρn−1ψ

equivalent to Φ. Since (m,n− 1, 1(ψ)) < (m,n, 1(ϕ)), we are done by induction.

Taking H = S(E,K) = ∪Sm,n(E,K) we obtain the following strengthened version
of the elimination theorem of [9]. Observe that in this case every (partial) function
of E(S(E,K)) is represented by a D-term (i.e., a function in the language LDan of [9]),
and conversely, as in Remark 2.3(iv).

Corollary 4.3. — F ◦alg admits elimination of quantifiers in the language LS(E,K). The
elimination is uniform in F and depends only on S(E,K).

Taking H = T (K) = ∪Tm(K) we obtain the following quantifier elimination theo-
rem.

Corollary 4.4 (Quantifier Elimination over E(T )). — F ◦alg admits elimination of quan-
tifiers in the language LE(T (K)). The elimination is uniform in F and depends only
on K.

Observing that every member of E(T ) is existentially definable over T gives us the
following quantifier simplification (model completeness) theorem, which provides the
basis of the theory of affinoid subanalytic sets discussed in Section 5.

Corollary 4.5 (Quantifier Simplification over T )

(i) F ◦alg is model complete in the language LT (K).
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(ii) Every subset of (F ◦alg)
m definable by an LT (K)-formula is definable by an exis-

tential LT (K)-formula.

5. Subanalytic Sets

In this section we explain how the basic properties of subanalytic sets based on
the functions in T = ∪Tm (or on any set of functions H ⊂ S, with H = ∆(H)) follow
from Corollary 4.5.

Definition 5.1. — Let K be a complete, non-Archimedean valued field and let H ⊂
S = ∪m,nSm,n(E,K). Let F be a complete field extending K and let Falg be its
algebraic closure. A subset X ⊂ (F ◦alg)

m is called globally H-semianalytic iff X is
defined by a quantifier-free LH-formula. A subset X ⊂ (F ◦◦alg)

m is calledH-subanalytic
iff it is the projection of a globallyH-semianalytic set (or equivalently is defined by an
existential LH-formula). When H = T (K) we use the terms K-affinoid semianalytic
and K-affinoid subanalytic and when H = S(E,K) we use the terms (E,K)-quasi-
affinoid-semianalytic and (E,K)-quasi-affinoid-subanalytic.

The following is a restatement of Theorem 4.2 (the Elimination Theorem).

Theorem 5.2. — Let H ⊂ S(E,K) with H = ∆(H). The H-subanalytic sets are
exactly the LH-definable sets. In particular, the class of H-subanalytic sets is closed
under complementation and (metric) closure.

The following can be proved by a small modification of the arguments of [9, Sec-
tion 5] in characteristic zero. The characteristic p �= 0 case requires a larger modifi-
cation. Details are given in [14].

Corollary 5.3. — Every H-subanalytic set is a finite disjoint union of Falg-analytic,
H-subanalytic submanifolds.

We restate the above results in the special case that H = T (K).

Corollary 5.4. — The class of K-affinoid-subanalytic sets is closed under complemen-
tation and closure.

Corollary 5.5. — Each K-affinoid-subanalytic set is a finite disjoint union of K-
affinoid-subanalytic sets which are also Falg-analytic submanifolds. If X is such a
set, this allows us to define the dimension of X, dimX, to be the maximum dimension
of an Falg-analytic submanifold that occurs in a smooth subanalytic stratification, or
equivalently, the maximum dimension of an Falg-analytic submanifold of X.

Remark 5.6
(i) The theory of subanalytic sets developed in [9] (and there termed rigid) is the

special case of Theorem 5.2 with H = S.
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(ii) The aLojasiewicz inequalities proved in [9] for S-subanalytic sets also hold for
H-subanalytic sets. This is immediate since H ⊂ S.
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QUASI-AFFINOID VARIETIES

1. Introduction

In [6], we developed the commutative algebra of rings of separated power series
and the local theory of quasi-affinoid varieties. The goal of this paper is to define the
category of quasi-affinoid varieties and to treat the basic sheaf theory. The Quasi-
Affinoid Acyclicity Theorem, the main result of this paper, is proved in Theorem 3.2.4.
This paper uses the Nullstellensatz (Theorem 4.1.1) and results from Subsections 5.3
and 5.4 of [6], and the Quantifier Elimination Theorem of [7].

Let X := MaxA, where A is a K-quasi-affinoid algebra. Other than the canonical
topology on X induced by the complete, nontrivial, ultrametric absolute value | · | :
K → R+, there are two G-topologies we consider in this paper, the “wobbly” G-
topology onX and the “rigid”G-topology onX . Both of these G-topologies are based
on the same collection of admissible open sets, namely the system of R-subdomains U
of X , defined in [6, Definition 5.3.3]. By [6, Theorem 5.3.5], an R-subdomain U has a
canonical A-algebra of quasi-affinoid functions. In this manner X is endowed with a
quasi-affinoid structure presheaf OX , which to each R-subdomain U of X , assigns the
A-algebra OX(U) of quasi-affinoid functions on U . The fact that OX is a presheaf is
one of the principal results of [6]. (See [6, Theorem 5.3.5 ff].)

The wobbly and rigid G-topologies on X differ, however, in the systems of admis-
sible open coverings that they assign to X . In Subsection 2.2 we define the wobbly
sheaf WX to be the sheafification of OX with respect to the wobbly G-topology. We
show that wobbly coverings of X (finite coverings by R-domains) areWX -acyclic, and
give a basic finiteness theorem for the wobbly sheaves based on [6, Theorem 6.1.2].
This finiteness theorem in various guises is a key feature that appears in many of
the applications of the theory, for example the results of [7]. When X carries the
wobbly G-topology, however, morphisms of affinoid varieties Y (carrying the usual
strong affinoid G-topology) into X are not continuous (unless Y is finite), and the
quasi-affinoid structure presheaf is not a sheaf.
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The rigid G-topology on X , defined in subsection 2.3 assigns to X the largest
collection of coverings, the quasi-affinoid coverings, such that morphisms of affinoid
varieties into X are continuous. We conclude this paper, in Section 3, by proving that
any quasi-affinoid covering ofX isOX -acyclic. In particular,OX is a sheaf for the rigid
G-topology. Thus, the category of quasi-affinoid varieties (in the rigid G-topology) is
an “extension” of the category of affinoid varieties and enjoys many similar properties
from the point of view of analytic geometry and commutative algebra. It should be
remarked that ifX is affinoid (and infinite) then there is an R-subdomain U ofX such
that Oaffinoid

X (U) �= Oquasi-affinoid
X (U) as OX(X)-algebras, because Oquasi-affinoid

X (U) is
always a Noetherian ring.

In Subsection 2.1 we define the system of admissible open sets on a quasi-affinoid
variety X , and we define the quasi-affinoid structure presheaf OX . In Subsection 2.2
we define the system of wobbly admissible open coverings of X to be finite coverings
of X by R-domains and prove various properties of the sheafification WX of the
presheaf OX with respect to the wobbly G-topology. In Subsection 2.3 we define the
system of rigid admissible coverings of X . This is the G-topology we adopt for the
category of quasi-affinoid varieties. We also give a simple characterization of rigid
(“quasi-affinoid”) coverings in terms of “quasi-affinoid generating systems”.

In Subsection 3.1 we give an intrinsic characterization of quasi-affinoid coverings
in terms of refinements by “closed” R-subdomains and we also prove some lemmas
about refinements of quasi-affinoid coverings by certain closed R-subdomains that will
be used in the Quasi-affinoid Acyclicity Theorem. Subsection 3.2 is devoted to the
proof of this theorem.

The remainder of Section 1 is devoted to a summary, drawn from [2] of the def-
inition of Čech Cohomology with coefficients in a presheaf and to statements of the
basic comparison theorems.

1.1. Čech Cohomology with Coefficients in a Presheaf. — Let X be a set
and let T be a collection of “open” subsets of X , closed under finite intersections.
A presheaf F on X is a map from T to the class of abelian groups such that for all
U ⊂ V ⊂ W ∈ T, there is a “restriction” homomorphism F(V ) → F(U) : f �→ f |U
such that F(U)→ F(U) is the identity and

F(V )

�
�✒ ❅

❅❘
F(W ) ✲ F(U)

commutes.
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Let A = {Ui}i∈I be a covering of X by elements Ui ∈ T. For (i0, . . . , iq) ∈ Iq+1,
put

Ui0...iq :=
q⋂
j=0

Uij .

The Z-module of q-cochains on A with values in F is

Cq(A,F) :=
∏

(i0,...,iq)∈Iq+1

F(Ui0...iq), q ≥ 0,

Cq(A,F) := (0), q < 0.

The (i0, . . . , iq)-component of a q-cochain f is denoted fi0...iq ∈ F(Ui0...iq). We
define the coboundary homomorphisms dq : Cq(A,F) → Cq+1(A,F) by dq := 0 if
q < 0, and for q ≥ 0,

dq(f)i0...iq+1 :=
q+1∑
j=0

(−1)jfi0...bıj ...iq+1

∣∣∣∣
Ui0...iq+1

,

where the notation ı̂j means omit ij . Note that dq+1 ◦ dq = 0, so C•(A,F) is a chain
complex, called the Čech complex of cochains on A with values in F . We denote the
corresponding cohomology complex H•(A,F), where

Hq(A,F) := Ker dq/ Imdq−1.

If X ∈ T, we define the augmentation homomorphism

ε : F(X) −→ C0(A,F) : f �−→ (f |Ui0
)i0∈I ,

with image contained in Kerd0. The covering A is F -acyclic iff the sequence

0→ F(X) ε−→ C0(A,F) d
0

−→ C1(A,F) d
1

−→ . . .

is exact; i.e., iff ε induces an isomorphism of F(X) with C0(A,F) and Hq(A,F) = (0)
for q �= 0. A q-cochain f is an alternating cochain iff for all permutations π of
{0, . . . , q},

fiπ(0)...iπ(q) = (sgnπ)fi0...iq .

The alternating q-cochains form a submodule Cqa (A,F) of Cq(A,F). As dq maps
alternating cochains into alternating cochains, the modules Cqa (A,F) constitute a
subcomplex C•a (A,F) of C•(A,F) called the Čech complex of alternating cochains on
A with values in F . The corresponding cohomology modules are denoted by

Hqa (A,F) := Hq(C•a (A,F)).

There is no essential difference between the complexes C•a (A,F) and C•(A,F), since
both yield the same cohomology.

Proposition 1.1.1. — The injection ι : C•(A,F) → C•a (A,F) induces bijections
Hq(ι) : Hqa (A,F)

∼→ Hq(A,F), for all q.
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Let A = {Ui}i∈I and B = {Vj}j∈J be T-coverings of X . Then B is a refinement
of A iff for each j ∈ J there is some i ∈ I such that Vj ⊂ Ui.

Proposition 1.1.2 ([2, Proposition 8.1.3.4]). — Let A and B be open coverings which are
refinements of each other. Assume X ∈ T. Then the covering A is F-acyclic if, and
only if, B is F-acyclic.

For the next propositions, it is convenient to define some notation. Let A = {Ui}i∈I
be a T-covering of X and let V ∈ T; then

A|V := {V ∩ Ui}i∈I
is a T-covering of V which is called the restriction of A to V . We define the presheaf
F|V on (V,T|V ) by restricting the domain of F to T|V .

Proposition 1.1.3 ([2, Theorem 8.1.4.2]). — Assume that all coverings A|Vj0...jq
and

B|Ui0...ip
are F-acyclic. Then,

Hr(A,F) ∼= Hr(B,F)

for all r. In particular, if X ∈ T, the covering A is F-acylic if, and only if, B is
F-acyclic.

Proposition 1.1.4 ([2, Corollary 8.1.4.3]). — Assume that B is a refinement of A and
that B|Ui0...ip

is F-acyclic for all indices i0, . . . , ip ∈ I and for all p. Then, if X ∈ T,
the covering A is F-acyclic if, and only if, B is F-acyclic.

Proposition 1.1.5 ([2, Corollary 8.1.4.4]). — Assume that the covering B|Ui0...ip
is F-

acyclic for all indices i0, . . . , ip ∈ I and for all p. Then, if X ∈ T, the covering
A×B := {Ui ∩ Vj} i∈I

j∈J
of X is F-acyclic if, and only if, A is F-acyclic.

We assume that the reader is familiar with the following concepts, which can be
found in [2, Chapter 9]: G-topology ([2, Definition 9.1.1.1]); sheaf and stalks ([2,
Definition 9.2.1.2ff]); sheafification ([2, Definition 9.2.2.1]); and locallyG-ringed space
([2, Section 9.3.1]).

2. G-Topologies and the Structure Presheaf

Recall that a G-topology on a set X is determined by a system T of admissible
open sets, and for each admissible open U , a system CovU of admissible coverings
of U by admissible open sets (see [2, Definition 9.1.1.1]). Let A be a quasi-affinoid
algebra (i.e., A = Sm,n/I, see [6]) and put X := MaxA. In this section, we will
consider two G-topologies on X , the wobbly G-topology and the rigid G-topology.
The admissible open sets in both of these topologies will be the same, namely the
collection of R-subdomains of X . The systems of admissible open coverings, however,
will be different.
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For each R-subdomain U ⊂ X , we have shown ([6, Subsection 5.3]) that there is a
uniquely determined A-algebra OX(U) that satisfies the Universal Mapping Property
of [6, Definition 5.3.4] and such that MaxOX(U) = U . Note that OX(X) = A. In
fact, the Universal Mapping Property for R-subdomains ([6, Theorem 5.3.5]) shows
that OX , so defined, is presheaf. This is summarized in Subsection 2.1.

In Subsection 2.2, we show that OX is not a sheaf with respect to the wobbly G-
topology on X , and we discuss a few properties of its sheafification WX with respect
to the wobbly G-topology.

In Subsection 2.3, we define the class of quasi-affinoid coverings, and the rigid
G-topology of a quasi-affinoid variety X . In particular, it is with respect to this G-
topology that we show in Subsection 3.2 that OX is indeed a sheaf. We also define the
category of quasi-affinoid varieties and prove that fiber products and disjoint unions
exist in this category (but the disjoint union of two quasi-affinoid subdomains is not
necessarily a quasi-affinoid subdomain).

2.1. Open Sets and the Structure Presheaf. — The notion of quasi-affinoid
subdomain of a quasi-affinoid variety X was defined in [6, Section 5.3] by means of
the following universal property.

Definition 2.1.1. — Let X = MaxA be a quasi-affinoid variety and let U ⊂ X . Then
U is a quasi-affinoid subdomain of X iff there is a quasi-affinoid variety Y and a quasi-
affinoid map ϕ : Y → X with ϕ(Y ) ⊂ U such that ϕ represents all quasi-affinoid maps
into U in the sense of [6, Definition 5.3.4].

A certain class of quasi-affinoid subdomains plays a key role in the local theory,
that is the class of quasi-rational subdomains and, by iteration, R-subdomains (see
[6, Definition 5.3.3 and Theorem 5.3.5]). Recall that if f1, . . . , fr, g1, . . . , gs, h ∈ A

generate the unit ideal of the quasi-affinoid algebra A, then

U := {x ∈ MaxA : |fi(x)| ≤ |h(x)| and |gj(x)| < |h(x)|, 1 ≤ i ≤ r, 1 ≤ j ≤ s}

is a quasi-rational subdomain of X = MaxA; indeed the quasi-affinoid map induced
by the natural K-algebra homomorphism

(2.1.1) A→ A

〈
f

h

〉[[ g
h

]]
s

represents all quasi-affinoid maps into U (the latter ring is defined in [6, Defini-
tion 5.3.1]). When s = 0 (i.e., when there are no g’s), we will find it convenient to
denote U by

X

(
f

h

)
.
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Other special types of quasi-rational subdomains are those of the form

X(f) := {x ∈ X : |fi(x)| ≤ 1, 1 ≤ i ≤ r},
X(f, g−1) := {x ∈ X : |fi(x)| ≤ 1, |gj(x)| ≥ 1, 1 ≤ i ≤ r, 1 ≤ j ≤ s}.

Unlike the affinoid case, a quasi-rational subdomain of a quasi-rational subdomain of
X , although it is by definition anR-subdomain ofX , need not itself be a quasi-rational
subdomain of X (see [6, Example 5.3.7]). In order to keep track of the complexity of
R-subdomains, we define the notion of level.

Definition 2.1.2. — Let X = MaxA be a quasi-affinoid variety. We define the class of
R-subdomains of X of level ≤ 1 inductively as follows. Any quasi-rational subdomain
of X is an R-subdomain of X of level ≤ 1. If U is an R-subdomain of X of level ≤ 1,
then any quasi-rational subdomain V of U is an R-subdomain of X of level ≤ 1+ 1.

The class of R-subdomains of X is closed under finite intersections.

Definition 2.1.3. — Let X = MaxA be quasi-affinoid. By T, denote the system of R-
subdomains of X ; note that ∅, X ∈ T and that T is closed under finite intersection.
The elements of T are the admissible open sets. Using (2.1.1) and Definition 2.1.2,
we inductively assign to each U ∈ T a generalized ring of fractions over A, which we
denote OX(U). The map U �→ OX(U) is called the quasi-affinoid structure presheaf
on (X,T).

By [6, Theorem 5.3.5], the natural K-algebra homomorphism A→ OX(U) repre-
sents all quasi-affinoid maps into U . This has the following consequence.

Theorem 2.1.4. — OX is a presheaf on (X,T).

When U ⊂ X is an affinoid R-subdomain of X (see [6, Proposition 5.3.8]), it
follows from [6, Theorem 5.3.5] that Oaffinoid

X (U) = Oquasi−affinoid
X (U). But, taking

X := MaxK〈ξ1〉, for example, it can easily be seen that Oaffinoid
X �= Oquasi−affinoid

X as
presheaves. Indeed, put

U := {x ∈ X : |x| < 1}.
Then Oquasi−affinoid

X (U) = K[[ξ1]]s is a ring of separated power series, hence is Noethe-
rian. On the other hand,

Oaffinoid
X (U) = lim

←−
ε∈
√
|K◦◦\{0}|

K〈ξ1〉
〈
ξ1
ε

〉

is not Noetherian.
In [6, Theorem 6.2.2], we showed that a quasi-affinoid subdomain V of X is a

finite union of R-subdomains U0, . . . , Up of X . The covering {Ui} of V so obtained is
admissible in the sense of Subsection 2.2, but it is not, in general, a“quasi-affinoid”
covering in the sense of Subsection 2.3.
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2.2. The Wobbly G-Topology. — Recall that the intersection of finitely many
R-domains is an R-domain [6, Section 5.3]. This allows us to make the following
definition.

Definition 2.2.1. — Let A be a quasi-affinoid algebra, X := MaxA. The wobbly G-
topology on X is defined by taking the admissible open sets of X to be the system of
R-subdomains of X . For each admissible open U , we take the admissible coverings of
U to be the system of all finite coverings of U by admissible open sets.

This definition admits finite coverings of X = MaxA by disjoint admissible open
sets, for example, when A = T1,

U0 := {x ∈ X : |ξ(x)| < 1}, U1 := {x ∈ X : |ξ(x)| = 1}
is such a covering. Moreover, the complement of any R-subdomain of X is a finite
disjoint union of R-subdomains of X by an easy extension of [6, Section 5.3]. It
follows that any wobbly admissible cover of X has a wobbly admissible refinement by
finitely many pairwise disjoint R-subdomains.

Definition 2.2.2. — Let A be a quasi-affinoid algebra, X := MaxA. Define WX , the
wobbly sheaf on X , to be the sheafification (see [2, Section 9.2.2)], with respect to the
wobbly G-topology on X , of the presheaf OX . For each admissible open U , we have

WX(U) = lim−→O(U0)⊕ · · · ⊕ O(Up),
where the direct limit runs over the directed system of all (wobbly) admissible open
coverings of {U0, . . . , Up} ⊂ CovU .

By the preceding remark, observe that the characteristic function of any R-subdo-
main of X belongs to the ring WX(X); hence WX(X) �= OX(X) when X is infinite.
In particular this shows that OX is not in general a sheaf with respect to the wobbly
G-topology.

Proposition 2.2.3. — Let X = MaxA, where A is a quasi-affinoid algebra, and let A

be a wobbly admissible covering of X, i.e., a finite covering of X by R-subdomains.
Then A is WX-acyclic.

Proof. — Since the intersection of two R-subdomains is an R-subdomain, and since
the complement of any R-subdomain is a finite disjoint union of R-subdomains, there
is an admissible refinement B = {Vj}j∈J of A by finitely many pairwise disjoint R-
subdomains. By Proposition 1.1.4, it suffices to prove that disjoint wobbly coverings
are universally WX -acyclic; i.e., for each R-subdomain X ′ of X , a disjoint wobbly
covering of X ′ isWX -acyclic. To see this, observe that Cq(B|X′ ,WX) = (0) for q �= 0
because the elements of B|X′ are pairwise disjoint, and the map

ε :WX(X ′) −→ C0(B|X′ ,WX) : f �−→ (f |Vj )j∈J

is a bijection, by definition of WX .
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Remark 2.2.4
(i) The stalks of the wobbly sheaf on X agree with those of the rigid structure

presheaf: for each x ∈ X ,

WX,x = OX,x = lim−→
U�x
OX(U).

This follows from the representation in Definition 2.2.2 of WX(U) as a direct limit.
(ii) There is a natural map of Max WX(X) onto the space ContOX(X) of contin-

uous valuations (for the definition of ContOX(X) see [4]). This is because a point of
ContOX(X) is uniquely determined by the collection of quasi–rational subdomains
to which it belongs. The mapping is in general not injective.

(iii) Note that if U ⊂ V are two R-subdomains of X , then the canonical restric-
tion WX(V ) → WX(U) is surjective; i.e., WX is a flasque sheaf in the sense of [3,
Exercise II.1.16].

(iv) We may reformulate [6, Theorem 6.1.2] in terms of the wobbly sheaf, as follows.

Theorem. — Let π : Y → X be a quasi-affinoid map with finite fibers. Then the
induced morphism of sheaves on X

WX −→ π∗WY

(where π∗WY is the direct image sheaf) is finite.

This theorem is false upon replacing W by the rigid structure presheaf O (see [6,
Example 6.1.3]). This finiteness theorem in various guises is a key feature of the
proofs of the quantifier elimination theorems of [5] and [7].

(v) Let A be an affinoid algebra of positive Krull dimension. Then the identity
map

id : SpA→ MaxA

is not continuous if SpA carries the strong affinoid G-topology of [2, Section 9.1.4]
and MaxA carries the wobbly G-topology induced by regarding A as a quasi-affinoid
algebra (though the inverse image of an admissible open is admissible open).

2.3. Quasi-Affinoid Coverings and the Rigid G-Topology. — In this section,
we define the weakest G-topology on X = MaxA, A quasi-affinoid, such that each
R-subdomain of X is admissible open and such that each quasi-affinoid morphism
ϕ : Y → X , with Y an affinoid variety carrying the strong affinoid G-topology
([2, Section 9.1.4]) is continuous. Let U be an R-subdomain of X . Since ϕ−1(U)
is admissible open in Y , specifying such a topology is equivalent to specifying an
appropriate system of admissible open coverings of X . We call such coverings quasi-
affinoid coverings, and we prove a simple sufficient condition for a finite covering of
X by R-subdomains to be a quasi-affinoid covering.
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Definition 2.3.1. — Let X = MaxA, where A is a quasi-affinoid algebra. A covering A

of X is said to be a quasi-affinoid covering iff A is a finite covering by R-subdomains
U0, . . . , Up such that for every quasi-affinoid morphism ϕ : Y → X , where Y is an
affinoid variety, the covering {ϕ−1(U0), . . . , ϕ−1(Up)} of Y has a finite refinement by
rational subdomains of Y .

In other words, {U0, . . . , Up} is a quasi-affinoid covering of X iff for all ϕ : Y → X

with Y affinoid, {ϕ−1(U0), . . . , ϕ−1(Up)} is an admissible open covering of Y , where
Y is given the strong G-topology (in the sense of [2, Section 9.1.4]). Theorem 3.1.5
gives a more intrinsic characterization of the class of quasi-affinoid coverings.

Definition 2.3.2. — Let X = MaxA, where A is quasi-affinoid. The rigid G-topology
on X is defined by taking the admissible open sets to be the system of R-subdomains
of X . For each admissible open set U , we take the admissible coverings of U to be
the system of all quasi-affinoid coverings of U .

In the rest of this section, we give a simple characterization of the rigid G-topology
on a quasi-affinoid X that will be useful in Subsection 3.1, where we give a more
intrinsic characterization of the rigid G-topology.

Definition 2.3.3. — Let X be quasi-affinoid. A system {Xi}i∈I of affinoid R-sub-
domains of X (i.e., R-subdomains of X that are, in fact, affinoid, see [6, Proposi-
tion 5.3.8]) is a system of definition for the rigid G-topology of X iff for any quasi-
affinoid map ϕ : Y → X , where Y is an affinoid variety, ϕ(Y ) ⊂ Xi for some i.

The different representations of a quasi-affinoid algebra A as a quotient of a ring of
separated power series give (possibly different) systems of definition, as we see below.

Definition 2.3.4. — Let A = Sm,n/I be a representation of the quasi-affinoid algebra
A as a quotient of a ring of separated power series. Put X := MaxA, and for each
ε ∈
√
|K \ {0}|, ε < 1, put

Xε := Max(Sm,n/I)
〈
ρ	1
e
, . . . ,

ρ	n
e

〉
= MaxTm,n(ε)/ιε(I) · Tm,n(ε),

where e ∈ K◦ is chosen so that ε	 = |e| for some 1 ∈ N. (See [6, Section 3.2].) This
is the intersection of X with a closed polydisc; it is an R-subdomain of X which
is, in fact, affinoid. Note that Xε depends on the representation A = Sm,n/I. (For
definitions of Tm,n(ε) and ιε(I) see [6, Section 3.2].)

We now show that {Xε}ε<1 is a system of definition for X .

Lemma 2.3.5. — Let X and {Xε}ε<1 be as above. Then {Xε}ε<1 is a system of
definition.
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Proof. — This follows from the affinoid Maximum Modulus Principle ([2, Proposi-
tion 6.2.1.4]) and from the fact that the Xε are R-subdomains of X , that are affinoid.

Let ψ∗ : A → C be a K-algebra homomorphism, where C is an affinoid algebra.
Put Y := MaxC. By the Nullstellensatz, [6, Theorem 4.1.1], |ψ∗(ρi)(y)| < 1 for all
y ∈ Y , where ρi is the image of ρi in Sm,n/I, 1 ≤ i ≤ n. By the Maximum Modulus
Principle,

max
1≤i≤n

‖ψ∗(ρi)‖sup =: ε < 1.

Hence ψ(Y ) ⊂ Xε.

The next proposition shows that any system of definition characterizes the quasi-
affinoid coverings, hence the rigid G-topology.

Proposition 2.3.6. — Let X be quasi-affinoid and let {Xi}i∈I be a system of definition
for X. A covering A = {U0, . . . , Up} of X by R-subdomains Ui is a quasi-affinoid
covering if, and only if, for each i ∈ I, the covering {Xi ∩ U0, . . . , Xi ∩ Up} of the
affinoid variety Xi has a finite refinement by rational domains.

Proof
(⇒) This is immediate.
(⇐) Let ψ : Z → X be a quasi-affinoid map, with Z affinoid. We must show that

{ψ−1(U0), . . . , ψ−1(Up)} has a finite refinement by rational domains. For some i ∈ I,
ψ(Z) ⊂ Xi, and {Xi ∩ U0, . . . , Xi ∩ Up} has a finite refinement by rational domains,
which we pull back to Z via ψ.

Remark 2.3.7. — Let {Yi}i∈I be a system of definition for the rigid G-topology on
X . Then by Lemma 2.3.5, {Yi}i∈I must be a covering of X by affinoid subdomains
because each Xε ⊂ Yi for some i and {Xε}ε<1 coverings X . Unless {Yi}i∈I is finite,
however, it is not an admissible (quasi-affinoid) covering of X . And if it is finite, then
X itself must be affinoid by [6, Proposition 5.3.8].

Using the rigid G-topology of the last subsection, we now define the category of
quasi-affinoid varieties. Let ϕ : X → Y be a quasi-affinoid morphism (see Def-
inition 2.3.8, below). It follows from the definition of R-subdomain that ϕ−1(U)
is an R-subdomain of X for any R-subdomain U of Y . To check that ϕ is con-
tinuous, it remains to show that if {U0, . . . , Up} is a quasi-affinoid covering of Y
then {ϕ−1(U0), . . . , ϕ−1(Up)} is a quasi-affinoid covering of X . Let Z be an affinoid
variety and let ψ : Z → X be a quasi-affinoid map. The fact that the covering
{ψ−1(ϕ−1(Ui))} of Z has a finite refinement by rational domains then follows from
the facts that ψ−1(ϕ−1(Ui)) = (ϕ ◦ψ)−1(Ui), and {Ui} is a quasi-affinoid covering of
Y . Note, moreover, that the induced maps ϕ∗x : OY,ϕ(x) → OX,x of stalks are local
homomorphisms for each x ∈ X .
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Definition 2.3.8. — Let A be a quasi-affinoid algebra and let X := MaxA. The quasi-
affinoid variety SpA is the locally G-ringed space (X,OX), where X carries the
rigid G-topology. (The Acyclicity Theorem, Theorem 3.2.4, guarantees that OX is
a sheaf on X for its rigid G-topology.) A morphism (X,OX) → (Y,OY ) is a pair
(ϕ,ϕ∗) such that ϕ∗ : OY (Y )→ OX(X) is a K-algebra homomorphism and ϕ is the
map from X = MaxOX(X) to Y = MaxOY (Y ) induced by the Nullstellensatz ([6,
Theorem 4.1.1]).

Fiber products and direct sums exist in this category.

Proposition 2.3.9. — The category of quasi-affinoid varieties admits fiber products;
i.e., if ϕ1 : X1 → Z and ϕ2 : X2 → Z are quasi-affinoid morphisms, then there is a
quasi-affinoid variety X1 ×Z X2 and quasi-affinoid morphisms πi : X1 ×Z X2 → Xi
such that, given any quasi-affinoid variety Y and morphisms ψi and α as shown, there
is a unique morphism β that makes

X1 ×Z X2

✠�
�π1 ❅

❅
π2
❘

X1
✛ψ1 Y

β
✻
......... ψ2✲ X2

❅
❅ϕ1 ❘ ✠�

�
ϕ2

Z

α
❄

commute.

Proof. — This is just the dual diagram obtained from the diagram of [6, Proposi-
tion 5.4.3]. Thus,

X1 ×Z X2 = Sp(OX1(X1)⊗sOZ(Z)
OX2(X2)),

and the morphisms πi are dual to the corresponding K-algebra homomorphisms of
[6, Proposition 5.4.3].

Proposition 2.3.10. — The category of quasi-affinoid varieties admits disjoint unions;
i.e., if X1 and X2 are quasi-affinoid varieties, then there is a quasi-affinoid variety
X1 /X2 and morphisms ϕ1 : Xi → X1 /X2 such that for any quasi-affinoid variety
Y and morphisms ψi : Xi → Y , there exists a unique morphism α that makes
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X1 /X2

�
�ϕ1 ✒ 	❅

❅
ϕ2

X1 X2

❅
❅ψ1 ❘ ✠�

�
ψ2

Y

α

❄

........................

commute.

Proof. — This is the dual of the diagram one obtains for direct sums of quasi-affinoid
algebras (see [6, Lemma 5.4.1]). Thus

X1 /X2 = Sp(OX1 (X1)⊕OX2(X2)).

For completeness, we include the following.

Corollary 2.3.11. — Let ϕ : X → Y be a quasi-affinoid morphism, and let U, V be
quasi-affinoid subdomains of Y . Then U ∩ V is a quasi-affinoid subdomain of Y and
ϕ−1(U) is a quasi-affinoid subdomain of X.

Proof. — It suffices to note that U ∩ V = U ×Y V and ϕ−1(U) = U ×Y X . That
the Universal Mapping Property for quasi-affinoid domains (see [6, Section 5.3]) is
satisfied is a consequence of Proposition 2.3.9.

Unlike the situation for affinoid subdomains (see [2, Proposition 7.2.2.9]), the dis-
joint union of two quasi-affinoid subdomains may fail to be a quasi-affinoid subdo-
main. For example, take X := SpS1,0, U := SpS1,0[[ξ]]s, V = SpS1,0〈ξ−1〉. Then the
diagram

X

✠..
...
...
...
..

U / V ✲ X
❄

cannot be completed as required; i.e., the closed unit disc is the set-theoretic disjoint
union of the open unit disc and an annulus, but not as quasi-affinoid subdomains.
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3. Coverings and Acyclicity

In Subsection 3.2 we prove our main theorem, that quasi-affinoid coverings are
OX -acyclic (which has the consequence that OX is a sheaf for the rigid G-topology
on X). The proof follows the general outline given in [2, Chapter 8] for the affinoid
case. To make it work in our context requires the characterization of quasi-affinoid
covers given in Subsection 3.1. This relies on the quantifier elimination of [7].

3.1. Refinements by closed R-subdomains. — We define a special class of
quasi-affinoid subdomains, the closed R-subdomains, that facilitate our computa-
tions and are general enough for our purposes. In Theorems 3.1.4 and 3.1.5, we give
the more intrinsic characterization of the quasi-affinoid coverings as those that have
a finite refinement by closed R-subdomains.

Definition 3.1.1. — Let X = SpA be a quasi-affinoid variety. The class of closed R-
subdomains of X of level ≤ 1 is defined inductively as follows. If f1, . . . , fn, g ∈ A

generate the unit ideal of A, then

X

(
f

g

)
:= MaxA

〈
f1
g
, . . . ,

fn
g

〉
is a closed R-subdomain of X of level ≤ 1. If U ⊂ X is a closed R-subdomain of level
≤ 1, and V is a closed R-subdomain of U of level ≤ 1, then V is a closed R-subdomain
of X of level ≤ 1+ 1. (Unlike the affinoid case, there may exist closed R-subdomains
of X of level > 1; see [6, Example 5.3.7].)

Remark 3.1.2. — Note that a closed R-subdomain U of X is relatively affinoid in the
sense that Xε∩U is an affinoid rational subdomain of the affinoid variety Xε (defined
in Definition 2.3.4). Thus by Lemma 2.3.5, any finite covering of X by closed R-
subdomains is a quasi-affinoid (admissible) covering of X .

Our next goal is to show that a quasi-affinoid covering has a refinement by finitely
many closed R-subdomains. The first step is to prove a shrinking lemma for R-
subdomains that contain an affinoid. We recall here the definition made in [6,
Section 5.3]. Write the quasi-affinoid algebra A = Sm,n/I, and suppose f1, . . . , fr,
g1, . . . , gs, h ∈ A generate the unit ideal. Put X := MaxA. Then

U := {x ∈ X : |fi(x)| ≤ |h(x)| and |gj(x)| < |h(x)|, 1 ≤ i ≤ r, 1 ≤ j ≤ s}

is an R-subdomain of X of level ≤ 1, and

OX(U) = A

〈
f1
h
, . . . ,

fr
h

〉[[g1
h
, . . . ,

gs
h

]]
s
= Sm+r,n+s/J,

where

J := I +
r∑
i=1

(hξm+i − fi) +
s∑
j=1

(hρn+j − gj).
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Let δ ∈
√
|K \ {0}|, say δ	 = |e| for some e ∈ K◦◦. We can “shrink” the R-subdomain

U to a smaller closed R-subdomain U(δ) by replacing the strict inequalities |gj(x)| <
|h(x)| with the more restrictive weak inequalities |gj(x)| ≤ δ|h(x)|; i.e., |g	j(x)| ≤
|eh	(x)|. We have

OX(U(δ)) = (Sm+r,n+s/J)
〈
ρ	n+1
e

, . . . ,
ρ	n+s
e

〉
.

The point here is to emphasize that U(δ) is, in fact, a closed R-subdomain with
U(δ) ⊂ U .

This construction can be carried out for an R-subdomain U of any level. Write

OX(U) = Sm+r,n+s/J,

where J ⊃ I is given exactly as in [6, Definition 5.3.3]. Then

U(δ) := Max(Sm+r,n+s/J)
〈
ρ	n+1
e

, . . . ,
ρ	n+s
e

〉
is a closed R-subdomain with U(δ) ⊂ U . Note that the closed R-subdomain U(δ)
may depend on the presentation of U .

Lemma 3.1.3. — (In the above notation.) Let U be an R-subdomain of

X = MaxSm,n/I.

Suppose ϕ : Y → X is a quasi-affinoid morphism with Y affinoid and ϕ(Y ) ⊂ U .
Then for some δ ∈

√
|K \ {0}|, δ < 1, ϕ(Y ) ⊂ U(δ).

Proof. — Write
OX(U) = Sm+r,n+s/J,

as above, let ρj be the image of ρj in OX(U), 1 ≤ j ≤ n+ s, and let ϕ∗ : OX(U)→
OY (Y ) be the K-algebra homomorphism corresponding to ϕ. Put

δ := max
1≤j≤s

‖ϕ∗(ρn+j)‖sup.

By the Nullstellensatz and the Maximum Modulus Principle, δ ∈
√
|K \ {0}| and

δ < 1. Then ϕ(Y ) ⊂ U(δ).

Theorem 3.1.5 characterizes quasi-affinoid coverings in terms of finite coverings by
closed R-subdomains. For the proof of the Acyclicity Theorem of Subsection 3.2,
however, we require some precise information about the complexity of the resulting
refinements by closed R-subdomains. This is contained in Theorem 3.1.4.

Theorem 3.1.4. — A covering A = {U0, . . . , Up} of X by finitely many R-subdomains
of level ≤ 1 is a quasi-affinoid covering if, and only if, it has a refinement by finitely
many closed R-subdomains of X of level ≤ 1.
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Proof
(⇐) Immediate by Remark 3.1.2 and Lemma 2.3.5.
(⇒) Assume each Ui is of level ≤ 1. Let X := SpA and let A = Sm,n/I be a

representation of A as quotient of a ring of separated power series.
Let ε ∈

√
|K \ {0}|, ε < 1, and consider the covering {Xε ∩ Ui}0≤i≤p of the

affinoid variety Xε. By assumption, this covering has a refinement by finitely many
rational domains, hence by Lemma 3.1.3, for some δ ∈

√
|K \ {0}| with δ < 1,

{Xε ∩ Ui(δ)}0≤i≤p is a covering of Xε. We may therefore define the function δ(ε) by

δ(ε) := inf{δ ∈
√
|K \ {0}| : Xε ∩ U0(δ), . . . , Xε ∩ Up(δ) covers Xε}.

The function δ(ε) is definable in the sense of [7, Definition 2.7]. Therefore, by the
Quantifier Elimination Theorem [7, Theorem 4.2], there are c, ε0 ∈

√
|K \ {0}|,

ε0 < 1, and α ∈ Q such that for 1 > ε ≥ ε0,

δ(ε) = cεα.

Let e ∈ K◦ satisfy |e| = ε	0. Since δ(ε) < 1, we have two possibilities.

Case (A). — limε→1 δ(ε) < 1.

Choose δ ∈
√
|K \ {0}|, δ < 1, with limε→1 δ(ε) < δ. Then {U0(δ), . . . , Up(δ)} is

the desired refinement of A by closed R-subdomains of level ≤ 1.

Case (B). — limε→1 δ(ε) = 1.

In this case, c = 1 and α > 0. Write α = a/b, a, b ∈ N. Since each Ui is of level
≤ 1, we may write

OX(Ui) = A

〈
fi1
hi

, . . . ,
firi
hi

〉[[
gi1
hi

, . . . ,
gisi
hi

]]
s

,

where A = Sm,n/I, as above, and

Ji := (fi1, . . . , firi , gi1, . . . , gisi , hi)

is the unit ideal for 0 ≤ i ≤ p.
Let ρi be the image of ρi in OX(X). Define

Xj := {x ∈ X : |ρj(x)| = max
1≤i≤n

|ρi(x)| and |ρj(x)| ≥ ε0}.

Note that X is covered by Xε0 and the Xj. For x ∈ Xj , we have

(3.1.1) δ(|ρj(x)|) = |ρj(x)|a/b < |ρj(x)|a/2b < 1.

Put

U ′ij := MaxA

〈
fi1
hi

, . . . ,
firi
hi

,
g2bi1
ρajh

2b
i

, . . . ,
g2bisi
ρajh

2b
i

,
e

ρ	j
,
ρ1
ρj
, . . . ,

ρn
ρj

〉
.

By (3.1.1),
{U ′ij}0≤i≤p

1≤j≤n
∪ {Xε0 ∩ Ui}0≤i≤p
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is a refinement of A that coversX because {U ′ij}0≤i≤p coversXj . Since Xε0 is affinoid
and {Ui}0≤i≤p is a quasi-affinoid covering, there are finitely many rational subdomains
Vj ofXε0 such that {Vj}0≤j≤q is a covering ofXε0 that refines {Xε0∩Ui}0≤i≤p. By [2,
Theorem 7.2.4.2], each Vj is of level ≤ 1 (in fact defined by polynomial inequalities).
Moreover, each U ′ij is of level ≤ 1. To see this, observe first that in the definition of
U ′ij we may assume that 1 = a and hence that U ′ij is defined by the inequalities

|fik| ≤ |hi| k = 1, . . . , ri,

|g2bik | ≤ |ρajh2bi | k = 1, . . . , si,

|e| ≤ |ρaj |
|ρk| ≤ |ρj | k = 1, . . . , n.

These inequalities are equivalent to

|ρaj fikh2b−1i | ≤ |ρajh2bi | k = 1, . . . , ri,

|ef2bik | ≤ |ρajh2bi | k = 1, . . . , ri,

|g2bik | ≤ |ρajh2bi | k = 1, . . . , si,

|eh2bi | ≤ |ρajh2bi |
|ρkρa−1j h2bi | ≤ |ρajh2bi | k = 1, . . . , n.

This is immediate from the fact that Ji is the unit ideal and the Nullstellensatz ([6,
Theorem 4.1.1]). The functions occurring in the second set of inequalities generate
the unit ideal and thus these inequalities define U ′ij as a closed R-subdomain of X of
level ≤ 1. Therefore

{U ′ij}0≤i≤p ∪ {Vj}0≤j≤q
is the desired refinement of A.

In fact, the generalization of Theorem 3.1.4 to level ≤ 1, 1 > 1, is true, as can
be seen by a careful examination of the proof of Theorem 3.1.5, but since we do not
need this extra information, we do not keep track of it in the proof. Though we don’t
use it, we include the following theorem which gives a complete characterization of
quasi-affinoid coverings.

Theorem 3.1.5. — A covering is quasi-affinoid if, and only if, it has a refinement by
finitely many closed R-subdomains.

Proof
(⇐) Immediate, by Remark 3.1.2 and Lemma 2.3.5.
(⇒) Let X = MaxSm,n/I and suppose U0, . . . , Up is a quasi-affinoid covering of X .

Suppose X0, . . . , Xn is a covering of X by closed R-subdomains. It suffices to show
that each quasi-affinoid covering {Xj ∩ Ui}0≤i≤p of Xj , 0 ≤ j ≤ n, has a refinement
by finitely many closed R-subdomains.
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Fix e ∈ K◦◦\{0}, and consider the following covering ofX by closed R-subdomains
X0, . . . , Xn:

X0 := X
(ρ1
e
, . . . ,

ρn
e

)
,

Xj := X

(
e

ρj
,
ρi
ρj

)
1≤i≤n

, 1 ≤ j ≤ n.

Since X0 is affinoid and {Ui}0≤i≤p is a quasi-affinoid covering of X , {X0 ∩ Ui}0≤i≤p
has a refinement by finitely many rational domains.

Observe that

OX(Xj) = Sm+n,n

/
(I + (ξm+jρj − e) +

∑
i�=j

(ξm+iρj − ρi)),

1 ≤ j ≤ n. Making the substitutions ρi = ξm+iρj , i �= j, we may write

OX(Xj) = Sm+n,1/Ij ,

for the corresponding ideal Ij . Thus, we have reduced the theorem to the case n = 1;
i.e.,

X = MaxSm,1/I.

Let ε ∈
√
|K \ {0}|, and consider the covering {Xε∩Ui}0≤i≤p of the affinoid variety

Xε. By assumption, this covering has a finite refinement by rational domains, hence
by Lemma 3.1.3, for some δ ∈

√
|K \ {0}|, δ < 1, {Xε ∩ Ui(δ)} is a covering of Xε.

We may therefore define the function δ(ε) by

δ(ε) := inf{δ ∈
√
|K \ {0}| : Xε ∩ U0(δ), . . . , Xε ∩ Up(δ) covers Xε}.

The function δ(ε) is definable in the sense of [7, Definition 2.7]. Therefore, by the
Quantifier Elimination Theorem [7, Theorem 4.2], there are c, ε0 ∈

√
|K \ {0}|,

ε0 < 1, and α ∈ Q such that for ε ≥ ε0,

δ(ε) = cεα.

Since δ(ε) < 1, we have two possibilities.

Case (A). — limε→1 δ(ε) < 1.

Choose δ ∈
√
K \ {0}|, δ < 1, with limε→1 δ(ε) < δ. Then {U0(δ), . . . , Up(δ)} is

the desired refinement of {Ui}.

Case (B). — limε→1 δ(ε) = 1.

In this case c = 1 and α > 0. Write α = a/b, a, b ∈ N. Let ρ1 be the image of ρ1
in OX(X). When |ρ1(x)| ≥ ε0, we have

δ(|ρ1(x)|) = |ρ1(x)|a/b < |ρ1(x)|a/2b < 1.

Write
OX(Ui) = Sm+ri,1+si/Ji,
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where Ji is determined according to [6, Definition 5.3.3]. Put

U ′i := MaxSm+ri+1+si,1+si/J
′
i ,

where

J ′i = J + (ρ1ξm+ri+1 − ε0) +
si∑
j=1

(ρa1ξm+ri+1+j − ρ2b1+j).

Put
J ′′i := Sm+ri+1+si,1 ∩ J ′i .

By inspection,
U ′i = MaxSm+ri+1+si,1/J

′′
i

is exactly the closed R-subdomain obtained from Ui by replacing each strict inequality
|f | < |g| that occurred in its definition by the weak inequality |f | ≤ |ρ1|a/2b|g|. Now,
{U ′i}0≤i≤p∪{Xε0 ∩Ui}0≤i≤p is a refinement of {Ui}0≤i≤p. As above, we find a refine-
ment of the covering {Xε0 ∩Ui}0≤i≤p of the affinoid variety Xε0 by rational domains
{Vj}0≤j≤q. Finally {U ′i}0≤i≤p ∪ {Vj}0≤j≤q is the desired refinement of {Ui}0≤i≤p by
closed R-subdomains of X .

Theorem 3.1.4, together with the following lemmas, provide the successively sim-
pler refinements of a quasi-affinoid covering that are required to prove the Acyclicity
Theorem of the next section.

Definition 3.1.6. — Let A be quasi-affinoid, X := MaxA. A rational covering of X is
a covering of the form {

X

(
f1
fi
, . . . ,

fn
fi

)}
1≤i≤n

,

where f1, . . . , fn ∈ A generate the unit ideal. Clearly, any rational covering is quasi-
affinoid.

Lemma 3.1.7. — Any finite covering of X by closed R-domains of level ≤ 1 has a
refinement which is a rational covering.

Proof. — Exactly as in [2, Lemma 8.2.2.2].

Definition 3.1.8. — Let A be quasi-affinoid, X := MaxA. Let f1, . . . , fn ∈ A. A
Laurent covering of X is a covering of the form

{X(fα1
1 , . . . , fαn

n )}(α1,...,αn)∈{1,−1}n .

Any Laurent covering is quasi-affinoid.

Lemma 3.1.9. — Let A be a rational covering of X. Then there is a Laurent covering
B of X such that for each V ∈ B, the covering A|V is a rational covering of V
generated by units f1, . . . , fn of O(V ) such that there are F1, . . . , Fn ∈ OX(X) with
fi = Fi|V , 1 ≤ i ≤ n.

Proof. — As in [2, Lemma 8.2.2.3].
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Lemma 3.1.10. — Let A be a rational covering of X generated by units of OX(X).
Then there is a Laurent covering B which is a refinement of A.

Proof. — As in [2, Lemma 8.2.2.4].

3.2. The Quasi-Affinoid Acyclicity Theorem. — The Quasi-affinoid Acyclicity
Theorem, Theorem 3.2.4, is the main result of this paper. It follows immediately that
the quasi-affinoid structure presheaf OX is a sheaf for the rigid G-topology of the
quasi-affinoid variety X .

Lemma 3.2.1 (cf. [9]). — Let X = MaxA be quasi-affinoid and let f ∈ A. Then the
covering A := {X(f), X(f−1)} of X is OX -acyclic.

Proof. — We follow [2, Section 8.2.3], which treats the affinoid case. Since there are
only two open sets in A, the alternating Čech cohomology modules Cqa(A,OX) = (0)
if q �= 0, 1. Thus, by Proposition 1.1.1, it suffices to prove that the sequence

0 −→ OX(X) ε−→ C0
a(A,OX)

d0−→ C1
a(A,OX) −→ 0

is exact, where the augmentation homomorphism ε is defined by

ε(g) := (g|X(f), g|X(f−1)).

Since A = OX(X), the above sequence may be written

0 −→ A
ε−→ A〈f〉 ×A〈f−1〉 d

0

−→ A〈f, f−1〉 −→ 0,

where ε is induced by the canonical inclusions of A in A〈f〉 and A〈f−1〉, and

d0(g0, g1) := g1 − g0.

Let η and ζ be indeterminates. It is sufficient to establish the exactness of the following
commutative diagram.
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0 0

(ζ − f)A〈ζ〉 × (1− fη)A〈η〉
❄ λ′✲ (ζ − f)A〈ζ, ζ−1〉

❄
✲ 0

0 ✲ A
ι ✲ A〈ζ〉 ×A〈η〉

❄

∩

λ ✲ A〈ζ, ζ−1〉
❄

∩

✲ 0

0 ✲ A

:::::::::
ε ✲ A〈f〉 ×A〈f−1〉

❄
d0 ✲ A〈f, f−1〉

❄
✲ 0

0
❄

0
❄

The map ι : A→ A〈ζ〉 ×A〈η〉 is the canonical injection, λ is determined by

λ : A〈ζ〉 ×A〈η〉 −→ A〈ζ, ζ−1〉 : (h0(ζ), h1(η)) �−→ h1(ζ−1)− h0(ζ),

and λ′ is induced by λ.
The columns are exact because

A〈f〉 = A〈ζ〉/(ζ − f), A〈f−1〉 = A〈η〉/(1 − fη),

A〈f, f−1〉 = A〈ζ, ζ−1〉/(ζ − f).

To check the exactness of the first two rows, we require the direct sum decomposition

(3.2.1) A〈ζ〉 ⊕ ζ−1A〈ζ−1〉 = A〈ζ, ζ−1〉 = A〈ζ, η〉/(ζη − 1).

This follows from the fact that for any complete quasi-Noetherian B-ring B ⊂ K◦,
we have the direct sum decomposition of B〈ξ1, . . . , ξm〉[[ρ1, . . . , ρn]]-modules

B〈ξ1, . . . , ξm+2〉[[ρ1, . . . , ρn]] = M ⊕N,

where

M :=

∑
ν

ρν

 ∑
µm+2≥µm+1

aµνξ
µ


N :=

∑
ν

ρν

 ∑
µm+2<µm+1

aµνξ
µ

 .
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This decomposition induces the corresponding decomposition on Sm+2,n, which, in
turn, induces the decomposition (3.2.1). From (3.2.1), we obtain

(ζ − f)A〈ζ, ζ−1〉 = (ζ − f)A〈ζ〉 ⊕ (1− fζ−1)A〈ζ−1〉.

This yields the surjectivity of λ′ and (3.2.1) yields the surjectivity of λ. In particular,
the first row is exact. To check the exactness of the second row, note that

λ

∑
i≥0

aiζ
i,
∑
i≥0

biη
i

 =
∑
i≥0

biζ
−i −

∑
i≥0

aiζ
i = 0

if, and only if, ai = bi = 0 for i > 0 and a0 = b0 (see the discussion following [6,
Definition 5.2.7]).

To see that ε is injective, let g ∈ A, g �= 0. Then, since being 0 is a local property,
there is some maximal ideal m of A such that the image of g in the localization Am

is not zero. Thus, by the Krull Intersection Theorem [8, Theorem 8.10], the image of
g in the completion Âm is not zero. Since {X(f), X(f−1)} covers X , the conclusion
follows from [6, Proposition 5.3.6 (ii)]. Now, by some diagram-chasing, the third row
is exact.

Corollary 3.2.2. — Let X = MaxA be quasi-affinoid, then any Laurent covering (see
Definition 3.1.8) of X is OX-acyclic.

Proof. — Use Lemma 3.2.1 and apply Proposition 1.1.5 inductively.

In fact, the rest of the proof of the OX -acyclicity of quasi-affinoid coverings holds
in greater generality.

Proposition 3.2.3. — Let F be a presheaf on the quasi-affinoid variety X. Assume that
Laurent coverings are universally F-acyclic on X; i.e., that for each R-subdomain
X ′ ⊂ X, all Laurent coverings of X ′ are F-acyclic. Then all quasi-affinoid coverings
of X are F-acyclic.

Proof. — The proposition is proved by induction on the complexity of the quasi-
affinoid covering, after successive simplifications.

Claim (A). — Rational coverings (see Definition 3.1.6) generated by invertible func-
tions are universally F-acyclic.

By Lemma 3.1.10, such a covering is refined by a Laurent covering. Apply Propo-
sition 1.1.4.

Claim (B). — Rational coverings are universally F-acyclic.

Let A be a rational covering. By Lemma 3.1.9, there is a Laurent covering B such
that for each V ∈ B, the covering A|V is a rational covering of V generated by units
of OX(V ), hence is F -acyclic by Claim A. For U ∈ A, B|U is a Laurent covering,
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hence by assumption is F -acyclic. Since B is F -acyclic by assumption, the claim
follows from Proposition 1.1.3.

Claim (C). — Coverings by closed R-domains of level ≤ 1 are universally F-acyclic.

Let A be such a covering. By Lemma 3.1.7, A has a rational refinement, B. Now
Claim C follows from Claim B and Proposition 1.1.4.

Claim (D). — Quasi-affinoid coverings by R-domains of level ≤ 1 are universally F-
acyclic.

Let A = {U0, . . . , Up} be such a covering. By Theorem 3.1.4, A has a refinement
B by finitely many closed R-subdomains of level ≤ 1. For each Ui0...ir , and each
r, B|Ui0 ...ir

is a covering of Ui0...ir by finitely many closed R-subdomains, which, as
subdomains of Ui0...ir have level ≤ 1. Therefore Claim D follows from Claim C and
Proposition 1.1.4.

We now conclude the proof of the theorem.
Let A = {U0, . . . , Up} be a quasi-affinoid covering of X . We say that A is of type

≤ (1, j) iff U0, . . . , Uj are of level ≤ 1+ 1 and Uj+1, . . . , Up are of level ≤ 1.
Order the types lexicographically. We prove the claim by induction on (1, j). When

1 = 1, j = −1, this is Claim D. Suppose the claim holds for quasi-affinoid coverings
of type ≤ (1, j), and let

B = {U0, . . . , Uj , U ′j+1, Uj+2, . . . , Up}

be a quasi-affinoid covering of type ≤ (1, j + 1). Now, since U ′j+1 is of level ≤ 1+ 1,
there is an R-subdomain Uj+1 of level ≤ 1 such that U ′j+1 ⊂ Uj+1 and U ′j+1 is of level
≤ 1 in Uj+1. Consider the covering

A := {U0, . . . , Uj+1, . . . , Up},

which is a quasi-affinoid covering of type ≤ (1, j), hence by the inductive hypothesis
is F -acyclic.

To apply Proposition 1.1.4, we consider the coverings B|Ui0...ir
. If some index is �=

j+1, then Ui0...ir ⊂ Uis , and B|Ui0 ...ir
is refined by the trivial covering {Ui0...ir}∩Uis .

In this case, B|Ui0 ...ir
is F -acyclic by Proposition 1.1.2 since the trivial covering is

F -acyclic. It remains to consider the covering

B|Uj+1 = {Uj+1 ∩ U0, . . . , Uj+1 ∩ Uj , U ′j+1, Uj+1 ∩ Uj+2, . . . , Uj+1 ∩ Up}.
This is a covering of Uj+1 of type ≤ (1, j), which is F -acyclic by the inductive hy-
pothesis. Now, since A is F -acyclic, B must also be F -acyclic by Proposition 1.1.2.
To finish the proof, note that any quasi-affinoid covering of type ≤ (1 + 1,−1) is of
type ≤ (1, p) for some p.

Theorem 3.2.4 (Quasi-Affinoid Acyclicity Theorem). — Let X be a quasi-affinoid va-
riety. Any quasi-affinoid covering of X is OX -acyclic.
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Proof. — This is an immediate consequence of Corollary 3.2.2 and Proposition 3.2.3.

Corollary 3.2.5. — Let X be a quasi-affinoid variety. Then OX is a sheaf with respect
to the rigid G-topology on X.
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A RIGID ANALYTIC APPROXIMATION THEOREM

Zachary Robinson

1. Introduction

The main result of this paper is Theorem 5.1, which gives a global Artin Approx-
imation Theorem between a “Henselization” Hm,n of a ring Tm+n of strictly conver-
gent power series and its “completion” Sm,n. These rings will be defined precisely in
Section 2

A normed ring (A, v) is a ring A together with a function v : A → R+ such that
v(a) = 0 if, and only if, a = 0; v(1) = 1; v(ab) ≤ v(a)v(b) and v(a+ b) ≤ v(a) + v(b).
For example, when K is a complete, non-Archimedean valued field, the ring

K〈ξ1, . . . , ξm〉 :=
{∑

aµξ
µ : |aµ| → 0 as |µ| = µ1 + . . . µm →∞

}
of strictly convergent power series endowed with the Gauss norm∥∥∥∑aµξ

µ
∥∥∥ := max

µ
|aµ|

(see [6] or Section 2, below) is a complete normed ring. Another example may be
obtained by endowing a Noetherian integral domain A with the I-adic norm induced
by a proper ideal I of A.

An extension A ⊂ Â of normed rings is said to have the Approximation Property
iff the following condition is satisfied:
Let f1, . . . , fr ∈ A[X1, . . . , Xs] be polynomials. For any x̂1, . . . , x̂s ∈ Â such that
f(x̂) = 0 and for any ε > 0, there exist x1, . . . , xs ∈ A such that f(x) = 0 and
max1≤i≤s v(x̂i − xi) < ε.

Let C[[ξ]] be the ring of formal power series and C{ξ} the ring of convergent power
series in several variables ξ, with complex coefficients. The prototype of the result
proved in this paper is the theorem of Artin [1] that the extension C{ξ} ⊂ C[[ξ]] has
the Approximation Property with respect to the (ξ)-adic norm, which answered a
conjecture of Lang [9].
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In [4], Bosch showed that the extension K〈〈ξ〉〉 ⊂ K〈ξ〉 has the Approximation
Property with respect to the Gauss norm, where K〈〈ξ〉〉 denotes the ring of overcon-
vergent power series

K〈〈ξ〉〉 :=
{∑

aµξ
µ ∈ K [[ξ1, . . . , ξm]] : for some ε > 1, lim

|µ|→∞
|aµ| ε|µ| = 0

}
,

andK〈ξ〉 is the ring of strictly convergent power series defined above. (In fact, Bosch’s
result is much stronger.) From this result, he recovered the result of [5] that K〈〈ξ〉〉
is algebraically closed in K〈ξ〉, which generalized [15].

In this paper we prove another approximation property possessed by the rings of
strictly convergent power series. Namely, the extension Hm,n ⊂ Sm,n (for definitions,
see Section 2, below) has the Approximation Property with respect to the (ρ)-adic
norm (Theorem 5.1, below). From Theorem 5.1 it follows that Hm,n, defined as a
“Henselization” of the ring Tm+n = K〈ξ1, . . . , ξm; ρ1, . . . , ρn〉, is in fact the algebraic
closure of Tm+n in the ring Sm,n = K〈ξ〉[[ρ]]s of separated power series (see [11,
Definition 2.1.1]). Moreover, from Theorem 5.1 and the fact that the Sm,n are UFDs,
it follows that the Hm,n are also UFDs.

The following is a summary of the contents of this paper.
In Section 2, we define the ringsHm,n of Henselian power series. We also summarize

(from [11]) the definition and some of the properties of the rings Sm,n of separated
power series.

In Section 3, we use a flatness property of the inclusion of a Tate ring Tm+n into a
ring Sm,n, together with work of Raynaud [13], to deduce a Nullstellensatz for Hm,n.

In Section 4, we show that Hm,n is excellent and that the inclusion Hm,n →
Sm,n is a regular map of Noetherian rings. We define auxiliary rings Hm,n(B, ε) and
Sm,n(B, ε) that in their (ρ)-adic topologies are, respectively, Henselian and complete.
The inclusion Hm,n(B, ε) → Sm,n(B, ε) is a regular map of Noetherian rings. These
auxiliary rings play a key role in the proof of the Approximation Theorem.

Section 5 contains the proof that the pair Hm,n ⊂ Sm,n has the (ρ)-adic Approx-
imation Property. The proof uses Artin smoothing (see [14]) and the fact that the
rings Hm,n(B, ε) ⊂ Sm,n(B, ε) have the (ρ)-adic Approximation Property.

I am happy to thank Leonard Lipshitz, who posed the question of an Approxi-
mation Property of the sort proved in this paper, and Mark Spivakovsky for helpful
discussions.

2. The Rings of Henselian Power Series

Throughout this paper, K denotes a field of any characteristic, complete with
respect to the non-trivial ultrametric absolute value |·| : K → R+. By K◦, we denote
the valuation ring of K, by K◦◦ its maximal ideal, and by K̃ the residue field. For
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integers m,n ∈ N, we fix variables ξ = (ξ1, . . . , ξm) and ρ = (ρ1, . . . , ρn), thought
(usually) to range, respectively, over K◦ and K◦◦.

Let E be an ultrametric normed ring, let E [[ξ]] denote the formal power series ring
in m variables over E, and by E〈ξ〉 denote the subring

E〈ξ〉 :=

f =
∑
µ∈Nm

aµξ
µ ∈ E [[ξ]] : lim

|µ|→∞
aµ = 0

 .

The ring K〈ξ〉 is called the ring of strictly convergent power series over K, which we
often denote by Tm. The rings Tm are Noetherian ([6, Theorem 5.2.6.1]) and excellent
([3, Satz 3.3.3] and [8, Satz 3.3]). Moreover, they possess the following Nullstellensatz
([6, Proposition 7.1.1.3] and [6, Theorem 7.1.2.3]): For every M ∈ MaxTm, the field
Tm
/
M is a finite algebraic extension of the fieldK. Let |·| denote the unique extension

of the absolute value on the complete field K to one on a finite algebraic extension
of K, and by · denote the canonical map of a ring into a quotient ring. Then the
maximal ideals of Tm are in bijective correspondence with those maximal ideals m of
the polynomial ring K[ξ] that satisfy

∣∣ξi∣∣ ≤ 1 in K [ξ]
/
m, 1 ≤ i ≤ m, via m �→ m ·Tm.

Moreover, any prime ideal p ∈ Spec Tm is an intersection of maximal ideals of Tm.
There is a natural K-algebra norm on Tm, called the Gauss norm, given by∥∥ ∑

µ∈Nm

aµξ
µ
∥∥ := max

µ∈Nm
|aµ| .

Put

T ◦m := {f ∈ Tm : ‖f‖ ≤ 1},
T ◦◦m := {f ∈ Tm : ‖f‖ < 1},
T̃m := T ◦m

/
T ◦◦m = K̃ [ξ] .

The rings Tm are the rings of power series over K which converge on the “closed”
unit polydisc (K◦)m.

The rings Sm,n of separated power series (see [10], [11] and [2]) are rings of power
series which represent certain bounded analytic functions on the polydisc (K◦)m ×
(K◦◦)n. When the ground field is a perfect field K of mixed characteristic, there is
a complete, discretely valued subring E ⊂ K◦ whose residue field Ẽ = K̃. Then an
example of a ring of separated power series is given by

Sm,n := K⊗̂EE〈ξ〉[[ρ]],

where ⊗̂E is the complete tensor product of normed E-modules (see [6, Section 2.1.7]).
Clearly Tm+n ⊂ Sm,n. In this paper Sm,n plays the role of a kind of completion of
Tm+n.
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In general the rings of separated power series are defined by

Sm,n := K ⊗K◦ S◦m,n ⊂ K [[ξ, ρ]] ,

S◦m,n := lim−→
B∈B

B〈ξ〉[[ρ]] ,

where B is a certain directed system (under inclusion) of complete, quasi-Noetherian
rings B ⊂ K◦. (For the definition and basic properties of quasi-Noetherian rings, see
[6, Section 1.8].) The elements B ∈ B are obtained as follows. Let E be a complete,
quasi-Noetherian subring of K◦, which we assume to be fixed throughout. When
CharK �= 0, we take E to be a complete DVR. (If, for example, K is a perfect field
of mixed characteristic, we may take E to be the ring of Witt vectors over K̃.) Then
a subring B ⊂ K◦ belongs to B iff there is a zero sequence {ai}i∈N ⊂ K◦ such that
B is the completion in |·| of the local ring

E [ai : i ∈ N]{b∈E[ai:i∈N]:|b|=1} .

It follows from the results of [6, Section 1.8], that each B ∈ B is quasi-Noetherian; in
particular, the value semigroup |B \ {0}| ⊂ R+ \ {0} is discrete. It is easy to see that
B forms a direct system under inclusion and that lim−→B∈B

B = K◦. Furthermore,
for a fixed ε ∈ K◦ \ {0} and for any B ∈ B, there is some B′ ∈ B such that
K◦∩ ε−1 ·B ⊂ B′; indeed, this is an immediate consequence of the fact that the ideal
{b ∈ B : |b| ≤ |ε|} ⊂ B is quasi-finitely generated. It follows that Tm+n ⊂ Sm,n, and
Sm,0 = Tm.

By B̃ denote the residue field of the local ring B. If Ẽ = K̃, then B̃ = K̃ for all
B ∈ B. In any case, {B̃}B∈B forms a direct system under inclusion and lim−→B∈B

B̃ =

K̃. We will need certain residue modules obtained from an element B ∈ B. Since
the value semigroup of B is discrete, there is a sequence {bp}p∈N ⊂ B \ {0} with
|B \ {0}| = {|bp|}p∈N and 1 = |b0| > |b1| > · · · . The sequence of ideals

Bp := {a ∈ B : |a| ≤ |bp|}, p ∈ N,

is called the natural filtration ofB. For p ∈ N, put B̃p := Bp
/
Bp+1; then B̃ = B̃0 ⊂ K̃.

By ∼: K◦ → K̃ denote the canonical residue epimorphism. Then for p ∈ N, we may
identify the B̃-vector space B̃p with the B̃-vector subspace (b−1p Bp)˜ of K̃ via the
map (a+Bp+1) �→ (b−1p a)˜ . This yields a residue map

πp : Bp −→ B̃p ⊂ K̃ : a �→ (b−1p a)˜ .
When p > 0, the above identification of B̃p with a B̃-vector subspace of K̃ is useful,
though not canonical.

There is a natural K-algebra norm on Sm,n, also called the Gauss norm, given by∥∥ ∑
µ∈N

m

ν∈N
n

aµνξ
µρν
∥∥ := max

µ,ν
|aµ,ν | .
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We have S◦m,n = {f ∈ Sm,n : ‖f‖ ≤ 1}, and, unless K is discretely valued, this ring
is not Noetherian. Put

S◦◦m,n := {f ∈ Sm,n : |f | < 1}, and

S̃m,n := S◦m,n
/
S◦◦m,n = lim−→

B∈B

B̃ [ξ][[ρ]] .

Note that if Ẽ = K̃ then S̃m,n = K̃ [ξ][[ρ]]. In any case, by [11, Lemma 2.2.1], S̃m,n
is Noetherian, (ρ) · S̃m,n ⊂ rad S̃m,n and K̃ [ξ][[ρ]], the (ρ)-adic completion of S̃m,n, is
faithfully flat over S̃m,n. It follows by descent that S̃m,n is a flat T̃m,n-algebra.

We recall here some basic facts about the rings Sm,n. The rings Sm,n are Noetherian
([11, Corollary 2.2.4]). Moreover, let M ⊂ (Sm,n)r be an Sm,n-submodule, and put

M◦ := (S◦m,n)
r ∩M, M◦◦ := (S◦◦m,n)

r ∩M, M̃ := M◦
/
M◦◦ ⊂ (S̃m,n)r.

Lift a set g̃1, . . . , g̃s of generators of M̃ to elements g1, . . . , gs of M◦. Then for every
f ∈M , there are h1, . . . , hs ∈ Sm,n such that

f =
s∑
i=1

higi and max
1≤i≤s

‖hi‖ = ‖f‖ ;

in particular, g1, . . . , gs generate the S◦m,n-moduleM◦ ([11, Lemma 3.1.4]). Note that
the above holds also in Tm = Sm,0.

The rings Sm,n satisfy the following Nullstellensatz ([11, Theorem 4.1.1]): For
every M ∈ MaxSm,n, the field Sm,n

/
M is a finite algebraic extension of K. The

maximal ideals of Sm,n are in bijective correspondence with those maximal ideals
m of K [ξ, ρ] that satisfy

∣∣ξi∣∣ ≤ 1,
∣∣ρj∣∣ < 1 in K [ξ, ρ]

/
m, 1 ≤ i ≤ m, 1 ≤ j ≤ n,

via m �→ m · Sm,n. Moreover, any prime ideal of Sm,n is an intersection of maximal
ideals. It follows that Tm+n ∩M ∈ MaxTm+n for any M ∈ MaxSm,n. Finally, for
any M ∈MaxSm,n, the natural inclusion Tm+n → Sm,n induces an isomorphism

(Tm+n)m̂
∼−→ (Sm,n)M̂,

where m := Tm+n ∩M and ̂ denotes completion of a local ring in its maximal-adic
topology ([11, Proposition 4.2.1]). Since Sm,n is Noetherian, it follows from [12,
Theorem 8.8] by faithfully flat descent that Sm,n is a flat Tm+n-algebra.

Definition 2.1. — The ring Am,n (n ≥ 1) is given by

Am,n := K ⊗K◦ A◦m,n ⊂ Sm,n, A◦m,n :=
(
T ◦m+n

)
1+(ρ)

⊂ S◦m,n.

We have A◦m,n = {f ∈ Am,n : ‖f‖ ≤ 1}. Put

A◦◦m,n := {f ∈ Am,n : ‖f‖ < 1}, Ãm,n := A◦m,n
/
A◦◦m,n =

(
T̃m+n

)
1+(ρ)

.

Note that (ρ) · A◦m,n ⊂ radA◦m,n. By [13, Chapitre XI], there is a Henselization
(H◦m,n, (ρ)) of the pair (A◦m,n, (ρ)), but unless K is discretely valued, H◦m,n is not
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Noetherian. Finally, the ring Hm,n of Henselian power series is defined by

Hm,n := K ⊗K◦ H◦m,n.

3. Flatness

In this section, we show that Hm,n is a regular ring of dimension m + n and that
Hm,n satisfies a Nullstellantz similar to that for Sm,n. The main result is Theorem 3.3:
the canonical Am,n-morphism Hm,n → Sm,n is faithfully flat.

The next lemma will allow us to effectively apply the results of [13].

Lemma 3.1. — The following natural inclusions are flat.

(i) T ◦m+n −→ S◦m,n.
(ii) A◦m,n −→ S◦m,n.
(iii) Am,n −→ Sm,n.

Moreover, the maps in (ii) and (iii) are even faithfully flat.

Proof. — Suppose we knew that T ◦m+n ↪→ S◦m,n were flat; then since (ρ) · S◦m,n ⊂
radS◦m,n, also A◦m,n ↪→ S◦m,n would be flat by [12, Theorem 7.1]. The induced map

K◦〈ξ〉 = A◦m,n
/
(ρ) −→ S◦m,n

/
(ρ) = K◦〈ξ〉

is an isomorphism. Since (ρ) · A◦m,n ⊂ radA◦m,n, it follows that no maximal ideal of
A◦m,n can generate the unit ideal of S◦m,n; hence A◦m,n ↪→ S◦m,n is faithfully flat by
[12, Theorem 7.2]. This proves (ii).

By faithfully flat base-change

Am,n = K ⊗K◦ A◦m,n −→
(
K ⊗K◦ A◦m,n

)
⊗A◦

m,n
S◦m,n = Sm,n

is faithfully flat. This proves (iii).
It remains to show that T ◦m+n ↪→ S◦m,n is flat.

Claim (A). — Let M ⊂ (Tm)r be a Tm-module, and put

M◦ := (T ◦m)
r ∩M, M◦◦ := (T ◦◦m )r ∩M, M̃ := M◦

/
M◦◦ ⊂ (T̃m)r.

Suppose g̃1, . . . , g̃s ∈ M̃ generate the T̃m-module M̃ , and find g1, . . . , gs ∈M◦ that lift
the g̃i. Put

N :=
{
(f1, . . . , fs) ∈ (Tm)s :

s∑
i=1

figi = 0
}
,

N ′ :=
{
(f̃1, . . . , f̃s) ∈ (T̃m)s :

s∑
i=1

f̃ig̃i = 0
}
.

Then N ′ = Ñ .
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Clearly, Ñ ⊂ N ′. Let f̃ = (f̃1, . . . , f̃s) ∈ N ′ and find h = (h1, . . . , hs) ∈ (T ◦m)
s that

lifts f̃ . Since
∥∥ s∑
i=1

higi
∥∥ < 1, and since the g̃i generate M̃ , by [11, Lemma 3.1.4],

there is some h′ = (h′1, . . . , h
′
s) ∈ (T ◦◦m )s such that

s∑
i=1

h′igi =
s∑
i=1

higi.

Put f := h− h′; then f ∈ N◦ and f lifts f̃ . This proves the claim.

Claim (B). — Let M ⊂ (Tm+n)r be a Tm+n-module and put L := M ·Sm,n ⊂ (Sm,n)r.
Then L◦ = M◦ · S◦m,n.

Find generators g̃1, . . . , g̃s of M̃ and, using [11, Lemma 3.1.4], lift them to gener-
ators g1, . . . , gs of the T ◦m+n-module M◦. Let N and N ′ = Ñ be the corresponding
modules, as in Claim A. (It follows from [11, Lemma 3.1.4], that N◦ is a finitely
generated T ◦m+n-module.) Suppose f1, . . . , fs ∈ S◦m,n; by [11, Lemma 3.1.4], we must
find elements h1, . . . , hs of S◦m,n such that

s∑
i=1

figi =
s∑
i=1

higi and max
1≤i≤s

‖hi‖ ≤
∥∥ s∑
i=1

figi
∥∥.

For this, we may assume that

(3.1) max
1≤i≤s

‖fi‖ >
∥∥ s∑
i=1

figi
∥∥ > 0.

Let B ∈ B (see Section 2 for the definition of B) be chosen so that f1, . . . , fs ∈
B〈ξ〉[[ρ]], g1, . . . , gs ∈ (B〈ξ, ρ〉)r, and (B〈ξ, ρ〉)s contains generators of the T ◦m+n-
module N◦ (hence by Claim A, (B̃ [ξ, ρ])s contains generators of N ′). Since the
value semigroup |B \ {0}| ⊂ R+ \ {0} is discrete, it suffices to show that there are
h1, . . . , hs ∈ B〈ξ〉[[ρ]] with

(3.2)
s∑
i=1

figi =
s∑
i=1

higi and max
1≤i≤s

‖hi‖ < max
1≤i≤s

‖fi‖ .

Let B = B0 ⊃ B1 ⊃ · · · be the natural filtration of B and find p ∈ N so that

(f1, . . . , fs) ∈ (Bp〈ξ〉[[ρ]])s \ (Bp+1〈ξ〉[[ρ]])s.

By πp : Bp → B̃p ⊂ K̃ denote the B-module residue epimorphism a �→ (b−1p a)˜ and
write K̃ = B̃p ⊕ V for some B̃-vector space V . By (3.1),

∑s
i=1 πp(fi)g̃i = 0. Since

K̃ [ξ, ρ] ↪→ S̃m,n is flat (see Section 2), by [12, Theorem 7.4(i)],

(πp(f1), . . . , πp(fs)) ∈ N ′ · S̃m,n.

Since
K̃ [ξ][[ρ]] = B̃p [ξ][[ρ]]⊕ V [ξ][[ρ]]
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as B̃ [ξ][[ρ]]-modules, and since (B̃ [ξ, ρ])s contains generators of N ′, we must have

(πp(f1), . . . , πp(fs)) ∈
((

B̃ [ξ, ρ]
)s
∩N ′

)
· B̃p [ξ][[ρ]] .

Thus by Claim A, there is some (f ′1, . . . , f
′
s) ∈ (Bp〈ξ〉[[ρ]])s such that

s∑
i=1

f ′igi = 0 and fi − f ′i ∈ Bp+1〈ξ〉[[ρ]] , 1 ≤ i ≤ s.

Putting hi := fi − f ′i , 1 ≤ i ≤ s, satisfies (3.2). This proves the claim.
Now let g1, . . . , gr ∈ T ◦m+n and put

M := {(f1, . . . , fr) ∈ (Tm+n)r :
r∑
i=1

figi = 0},

N := {(f1, . . . , fr) ∈ (Sm,n)r :
r∑
i=1

figi = 0}.

By [12, Theorem 7.6], to show that T ◦m+n ↪→ S◦m,n is flat, we must show that N◦ =
M◦ · S◦m,n. But since Tm+n ↪→ Sm,n is flat (see Section 2,) this is an immediate
consequence of Claim B.

By [13, Exemple XI.2.2], the pairs (B〈ξ〉[[ρ]] , (ρ)) are Henselian. Since the pair
(S◦m,n, (ρ)) is the direct limit of the Henselian pairs (B〈ξ〉[[ρ]] , (ρ)), B ∈ B, it follows
[13, Proposition XI.2.2] that (S◦m,n, (ρ)) is Henselian. By the Universal Mapping
Property of Henselizations ([13, Definition XI.2.4]), it follows that there is a canonical
A◦m,n-algebra morphism H◦m,n → S◦m,n. We wish to show that this morphism is
faithfully flat. It then follows from [12, Theorem 7.5], that, in particular, we may
regard H◦m,n as a subring of S◦m,n.

Lemma 3.2 (cf. [13, Proposition VII.3.3]). — Let (A, I) be a pair with I ⊂ radA. Then
the following are equivalent:

(i) (A, I) is Henselian.
(ii) If (E, J) is a local-étale neighborhood of (A, I), then A→ E is an isomorphism.

Proof
(ii)⇒(i). Let (A′, I ′) be an étale neighborhood of (A, I). By [13, Proposi-

tion XI.2.1], we must show that there is an A-morphism A′ → A. Put E := A′1+I′ ,
J := I ′ · E; then (E, J) is a local-étale neighborhood of (A, I). Hence the map
ϕ : A→ E is an isomorphism, and the composition

A′ → A′1+I′ = E
ϕ−1

−→ A

is an A-morphism, as required.
(i)⇒(ii). Let (E, J) be a local-étale neighborhood of (A, I); then there is an étale

neighborhood (A′, I ′) of (A, I) such that E = A′1+I′ , J = I ′ · E. By [13, Proposi-
tion XI.2.1], there is an A-morphism ϕ : A′ → A. Since ϕ(I ′) = I ⊂ radA, ϕ extends
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to an A-morphism ψ : E → A, and we must show that Kerψ = (0). For this, it
suffices to show that the image of Kerψ in En is (0) for every maximal ideal n of E.

Let n ∈ MaxE; then there is some m ∈ MaxA such that n = ψ−1(m). (Indeed,
since J ⊂ ψ−1(I), ψ induces an A-morphism

A
/
I ∼= A′

/
I ′ ∼= E

/
J −→ A

/
I,

which must be an isomorphism; but J ⊂ radE and I ⊂ radA.) It therefore suffices
to show for each m ∈MaxA that the map

A′m′ −→ Am

induced by ϕ is an isomorphism, where m′ := ϕ−1(m).
We now apply the Jacobian Criterion ([13, Théorème V.2.5]). Write

A′ = A[Y1, . . . , YN ]
/
a

for some finitely generated ideal a of A[Y ], and by b denote the inverse image of Kerϕ
in A[Y ]. Then a ⊂ b. Let m ∈ MaxA, put m′ := ϕ−1(m) and let M be the inverse
image of m′ in A[Y ]. We conclude the proof by showing that a · A[Y ]

m
= b · A[Y ]

M
.

Since A′ is étale over A, there are f1, . . . , fN ∈ a such that the images of f1, . . . , fN
in A[Y ]

M
generate a ·A[Y ]

M
and det (∂fi/∂Yj) /∈M. Then since f1, . . . , fN ∈ b and

since A[Y ]
/
b = A is étale over A, the images of f1, . . . , fN in A[Y ]

M
also generate

b ·A[Y ]
M
; i.e., a · A[Y ]

M
= b · A[Y ]

M
.

Theorem 3.3. — The canonical A◦m,n-morphism H◦m,n → S◦m,n is faithfully flat; it
follows by faithfully flat base-change that Hm,n → Sm,n is also faithfully flat.

Proof. — It suffices to prove that S◦m,n is flat over H◦m,n. Indeed, since (ρ) ·H◦m,n ⊂
radH◦m,n, and since the induced map

K◦〈ξ〉 = H◦m,n
/
(ρ) −→ S◦m,n

/
(ρ) = K◦〈ξ〉

is an isomorphism, this is a consequence of [12, Theorem 7.2].
Now, H◦m,n is a direct limit of local-étale neighborhoods (E, I) of (A◦m,n, (ρ)) by

[13, Théorème XI.2.2]. Therefore, it suffices to show that the induced map E → S◦m,n
is flat.

Since by Lemma 3.1 S◦m,n is a flat A◦m,n-algebra, the map

E −→ (S◦m,n ⊗A◦
m,n

E)1+(ρ)

induced by 1⊗ id is flat. It therefore suffices to show that the map

µ : (S◦m,n ⊗A◦
m,n

E)1+(ρ) −→ S◦m,n

induced by
∑

fi ⊗ gi �→
∑

figi is an isomorphism.
Now, since (S◦m,n, (ρ)) is a Henselian pair, by Lemma 3.2, it suffices to show that

((S◦m,n ⊗A◦
m,n

E)1+(ρ), J) is a local-étale neighborhood of (S◦m,n, (ρ)), where J :=
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(ρ) · (S◦m,n ⊗A◦
m,n

E)1+(ρ). For some étale neighborhood (E′, I ′) of (A◦m,n, (ρ)), we
have

(E, I) = (E′1+I′ , I
′ · E′1+I′),

where I ′ = (ρ) · E′. Since localization commutes with tensor product, it suffices to
show that

(S◦m,n ⊗A◦
m,n

E′, (ρ) · (S◦m,n ⊗A◦
m,n

E′))

is an étale neighborhood of (S◦m,n, (ρ)). But this is immediate from [13, Proposi-
tion II.2].

From now on, we regard Hm,n as a subring of Sm,n. In particular, the Gauss norm
‖·‖ is defined on Hm,n.

Corollary 3.4. — H◦m,n = {f ∈ Hm,n : ‖f‖ ≤ 1}.

Proof. — We must show that H◦m,n = S◦m,n ∩Hm,n. Clearly, H◦m,n ⊂ S◦m,n ∩Hm,n;
we prove ⊃. Let f ∈ S◦m,n ∩Hm,n; then for some ε ∈ K◦ \ {0}, εf ∈ H◦m,n. But by
[12, Theorem 7.5], εH◦m,n = H◦m,n ∩ εS◦m,n. It follows that f ∈ H◦m,n.

Since Sm,n is a faithfully flatHm,n-algebra, any strictly increasing chain of ideals of
Hm,n extends to a strictly increasing chain of ideals of Sm,n. Since Sm,n is Noetherian,
we obtain the following.

Corollary 3.5. — Hm,n is a Noetherian ring.

Theorem 3.3 on the faithful flatness of H◦m,n → S◦m,n allows us to pull back to
Hm,n information from Sm,n on the structure of maximal ideals and completions
with respect to maximal-adic topologies.

Corollary 3.6 (Nullstellensatz forHm,n). —For every m ∈MaxHm,n, the field Hm,n
/
m

is a finite algebraic extension of K. The maximal ideals of Hm,n are in bijective
correspondence with those maximal ideals n of K [ξ, ρ] that satisfy

(3.3)
∣∣ξi∣∣ ≤ 1,

∣∣ρj∣∣ < 1, 1 ≤ i ≤ m, 1 ≤ j ≤ n

in K [ξ, ρ]
/
n via the map n �→ n · Hm,n. Moreover, each prime ideal of Hm,n is an

intersection of maximal ideals.

Proof. — Let n ∈ MaxK [ξ, ρ] satisfy (3.3), and put m := n · Hm,n, M := n · Sm,n.
Since Hm,n → Sm,n is faithfully flat, m = Hm,n ∩M; hence Hm,n

/
m → Sm,n

/
M is

injective. Since K ⊂ Hm,n and Sm,n
/
M is a finite algebraic extension of K, by [12,

Theorem 9.3], m ∈ MaxHm,n. Moreover, Hm,n
/
m is a finite algebraic extension of

K.
Let m ∈ MaxHm,n be arbitrary. Since Hm,n → Sm,n is faithfully flat, there is

some M ∈ MaxSm,n with M ⊃ m · Sm,n and m = Hm,n ∩M. By the Nullstellensatz
for Sm,n, M = n · Sm,n for some n ∈ MaxK [ξ, ρ] satisfying (3.3). Since n ⊂ m, it
follows that m = n ·Hm,n, as desired.
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Now let p ∈ SpecHm,n and put

q :=
⋂

m∈MaxHm,n
m⊃p

m, Q :=
⋂

M∈MaxSm,n

M⊃p·Sm,n

M;

we must show that p ⊃ q. Let f ∈ q ⊂ q. By the Nullstellensatz for Sm,n, f 	 ∈ p·Sm,n
for some 1 ∈ N. Since Hm,n → Sm,n is faithfully flat, f 	 ∈ p, and since p is prime,
f ∈ p.

Corollary 3.7. — Let M ∈ MaxSm,n and consider the maximal ideals put m := Hm,n∩
M, n := Am,n ∩M and p := K[ξ, ρ] ∩M. Then the inclusions K[ξ, ρ] ↪→ Am,n ↪→
Hm,n ↪→ Sm,n induce isomorphisms

K[ξ, ρ]p̂ ∼= (Am,n)n̂ ∼= (Hm,n)m̂ ∼= (Sm,n)M̂,

where ̂ denotes the maximal-adic completion of a local ring. Moreover Hm,n is a
regular ring of Krull dimension m+ n.

Proof. — It follows by descent, from Lemma 3.1 and Theorem 3.3, that each of
the inclusions Am,n → Hm,n → Sm,n is faithfully flat. Let 1 ∈ N. Since by [11,
Theorem 4.1.1] M = pSm,n, each of p	, n	, m	 and M	 is generated by the monomials
of degree 1 in the generators of p, it follows that the natural maps

(Am,n)n̂ −→ (Hm,n)m̂ −→ (Sm,n)M̂

are injective. But by [11, Proposition 4.2.1], (Am,n)n̂ → (Sm,n)M̂ ∼= K[ξ, ρ]p̂ is
surjective; thus also (Hm,n)m̂ → (Sm,n)M̂ ∼= K[ξ, ρ]p̂ is surjective. By Hilbert’s
Nullstellensatz p can be generated by m+ n elements, and dimK[ξ, ρ]p = m+ n. In
particular K[ξ, ρ]p̂ is a regular local ring of dimension m+ n. Since m = pHm,n and
(Hm,n)m̂= K[ξ, ρ]p̂, it follows that (Hm,n)m is a regular local ring of dimensionm+n.
Moreover by [12, Theorem 19.3], Hm,n is a regular ring.

4. Regularity

To obtain our Approximation Theorem, we will apply [14, Theorem 1.1]. For that,
we need to know that certain maps are regular maps of Noetherian rings.

Proposition 4.1. — Hm,n is excellent; in particular it is a G-ring.

Proof. — By [12, Theorem 32.4], to show that Hm,n is a G-ring, it suffices to show
that the map

(Hm,n)m −→ (Hm,n)m̂
is regular for each m ∈ MaxHm,n. Fix m ∈ MaxHm,n, and q ∈ Spec(Hm,n)m; we
must show that

Ĥ(q) := (Hm,n)m̂ ⊗(Hm,n)m κ(q)

is geometrically regular over κ(q), the field of fractions of (Hm,n)m
/
q.
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Since Am,n is a localization of the excellent ring Tm,n, it is a G-ring. In particular,
by Corollary 3.7,

Ĥ(p) := (Hm,n)m̂ ⊗(Am,n)n κ(p) = (Am,n)n̂ ⊗(Am,n)n κ(p)

is geometrically regular over κ(p), where n := Am,n ∩ m and p := (Am,n)n ∩ q ∈
Spec(Am,n)n. Suppose we knew: (i) that Ĥ(q) were a localization of Ĥ(p), and (ii)
that κ(q) were separably algebraic over κ(p). Then by (i), we would have (i′) Ĥ(q)
is geometrically regular over κ(p), and by (ii), we would have (ii′) Ω

κ(q)
/
κ(p)

= (0)

by [12, Theorem 25.3], (where Ω
κ(q)
/
κ(p)

is the module of differentials of κ(q) over

κ(p)).
Let a be a maximal ideal of Ĥ(q); then by (i′), Ĥ(q)a is geometrically regular over

κ(p). By [12, Theorem 28.7], Ĥ(q)a must be a-smooth over κ(p). Hence by (ii′) and
[12, Theorem 28.6], Ĥ(q)a is a-smooth over κ(q). By [12, Theorem 28.7], this implies
that Ĥ(q)a is geometrically regular over κ(q). Since this holds for every maximal ideal
a of Ĥ(q), Ĥ(q) must be geometrically regular over κ(q). The proposition follows.

It remains to prove (i) and (ii). By [13, Théorème XI.2.2], (H◦m,n, (ρ)) is a direct
limit of local-étale neighborhoods (E, I) of (A◦m,n, (ρ)); thus (Hm,n)m is a local-ind-
étale (Am,n)n-algebra. By [13, Théorème VIII.4.3],

H(p) := (Hm,n)m ⊗(Am,n)n κ(p) =
(
(Hm,n)m

/
p · (Hm,n)m

)
p

is a finite product of separable algebraic extensions of κ(p). It follows that κ(q) is
the localization of H(p) at the maximal ideal q · H(p), and that κ(q) is a separable
algebraic extension of κ(p). This proves (ii). Note that

Ĥ(q) = (Hm,n)m̂ ⊗(Hm,n)m H(p)q·H(p),

which is a localization of

Ĥ(p) = (Hm,n)m̂ ⊗(Am,n)n κ(p) = (Hm,n)m̂ ⊗(Hm,n)m H(p),

proving (i).

Theorem 4.2. — The inclusion Hm,n → Sm,n is a regular map of Noetherian rings.

Proof. — Let M ∈ MaxSm,n and put m := Hm,n ∩M; we remark that

(4.1) (Hm,n)m −→ (Sm,n)M

is regular. Indeed, since (Sm,n)M → (Sm,n)M̂ is faithfully flat, [12, Theorem 8.8], by
[12, Theorem 32.1], it suffices to show that (Hm,n)m → (Sm,n)M̂ is regular. But by
Corollary 3.7 (Hm,n)m̂ = (Sm,n)M̂, hence this follows from Proposition 4.1.

Let p ∈ SpecHm,n. Since Sm,n is flat over Hm,n (Theorem 3.3), to show that
Hm,n → Sm,n is regular, we must show that S(p) := Sm,n⊗Hm,n κ(p) is geometrically
regular over κ(p). Let q ∈ SpecS(p); it suffices to show that S(p)q is geometrically

ASTÉRISQUE 264



4. REGULARITY 163

regular over κ(p). Put P := Sm,n ∩ q and let M ∈ MaxSm,n be a maximal ideal
containing P. Put m := Hm,n ∩M and

SM(p) := (Sm,n)M ⊗(Hm,n)m κ(p · (Hm,n)m).

Note that SM(p) = (S(p))M and that q = P · S(p). Since M ⊃ P, it follows that
S(p)q is a localization of SM(p), which, by the regularity of (4.1) is geometrically
regular over κ(p · (Hm,n)m) = κ(p). Therefore, S(p)q is geometrically regular over
κ(p), as desired.

Let B ∈ B, let ε ∈ K◦◦ \ {0} and let I(B, ε) be the ideal

I(B, ε) := {b ∈ B : |b| ≤ |ε|} ⊂ B.

It follows from the definition of quasi-Noetherian rings (see Section 2 and [6, Sec-
tion 1.8]) that B

/
I(B, ε) is Noetherian. Put

Tm+n(B) := B〈ξ, ρ〉 , Am,n(B) := Tm+n(B)1+(ρ) and Sm,n(B) := B〈ξ〉[[ρ]].

Note that

Tm+n(B, ε) :=
(
B
/
I(B, ε)

)
[ξ, ρ]

is Noetherian, and

Am,n(B, ε) := Tm+n(B, ε)1+(ρ),

being a localization of a Noetherian ring, is Noetherian as well. Moreover, (ρ) ·
Am,n(B, ε) ⊂ radAm,n(B, ε). Let (Hm,n(B, ε), (ρ)) be a Henselization of the pair
(Am,n(B, ε), (ρ)).

The (ρ)-adic completion of Am,n(B, ε) is

Sm,n(B, ε) :=
(
B
/
I(B, ε)

)
[ξ][[ρ]],

which must coincide with the (ρ)-adic completion of Hm,n(B, ε).
(Indeed, (Am,n(B, ε)/(ρ)	, (ρ)) being (ρ)-adically complete, is a Henselian pair by

[13, Exemple XI.2.2]. If (E, I) is a local-étale neighborhood of (Am,n(B, ε), (ρ)),
then by [13, Proposition II.2], (E/(ρ)	, I · E/(ρ)	) is a local-étale neighborhood of
(Am,n(B, ε)/(ρ)	, (ρ)). By Lemma 3.2, E/(ρ)	 is isomorphic to Am,n(B, ε)/(ρ)	. Since
Hm,n(B, ε) is a direct limit of local-étale neighborhoods of Am,n(B, ε)/(ρ), the (ρ)-
adic completions of Hm,n(B, ε) and Am,n(B, ε) coincide.)

Since the rings Am,n(B, ε) andHm,n(B, ε) are both Noetherian, Sm,n(B, ε) is faith-
fully flat over both Am,n(B, ε) and Hm,n(B, ε) by [12, Theorem 8.14]. Therefore, by
[12, Theorem 7.5], we may regard Hm,n(B, ε) as a subring of Sm,n(B, ε).

Proposition 4.3. — Fix B ∈ B and ε ∈ K◦◦ \ {0}. The inclusion Hm,n(B, ε) →
Sm,n(B, ε) is a regular map of Noetherian rings.
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Proof. — Find ε′ ∈ K◦◦\{0} such that |ε′| = max{|b| : b ∈ B∩K◦◦}. For convenience
of notation, put

A := Am,n(B, ε), H := Hm,n(B, ε), S := Sm,n(B, ε)

Ã := Am,n(B, ε′), H̃ := Hm,n(B, ε′), S̃ := Sm,n(B, ε′).

Note that
Ã = B̃ [ξ, ρ]1+(ρ) and S̃ = B̃ [ξ][[ρ]] ,

where B̃ is the residue field of the local ring B. Furthermore, by the Krull intersection
theorem [12, Theorem 8.10], ideals of A, H and S are closed in their radical-adic
topologies. It follows that

Ã = A/I(B, ε′) ·A, H̃ = H/I(B, ε′) ·H, S̃ = S/I(B, ε′) · S.
Let p ∈ SpecH ; we must show that S ⊗H κ(p) is geometrically regular over κ(p).

Each element of I(B, ε′) · H is nilpotent; hence I(B, ε′) · H ⊂ p. Let p̃ ∈ Spec H̃
denote the image of p in H̃ . Then

S ⊗H κ(p) = S̃ ⊗
eH κ(p̃),

and it suffices to show that S̃ ⊗
eH κ(p̃) is geometrically regular over κ(p̃).

We note the following facts. (i) The maps M̃ �→ M̃ · Ã + (ρ), M̃ �→ M̃ · H̃ + (ρ),
M̃ �→ M̃ · S̃ + (ρ) are bijections between the elements of Max B̃ [ξ] and the elements,
respectively, of Max Ã, Max H̃ and Max S̃. (ii) Let M̃ ∈ Max S̃, M̃ := H̃∩M̃ ∈ Max H̃
and ñ := Ã ∩ M̃ ∈Max Ã; then Ã→ H̃ → S̃ induces isomorphisms

Ã
en̂
∼= H̃

fM̂
∼= S̃

fM̂
.

(iii) The ring Ã, being a localization of the excellent ring B̃ [ξ, ρ] is excellent, and in
particular, a G-ring.

Arguing just as in the proof of Proposition 4.1, we show that H̃ is a G-ring. Then
we argue as in Theorem 4.2 to show that S̃ ⊗

eH κ(p̃) is geometrically regular over
κ(p̃).

5. Approximation

Theorem 5.1 (Approximation Theorem). — For a given system of polynomial equa-
tions with coefficients in Hm,n, any solution over Sm,n can be approximated by a
solution over Hm,n arbitrarily closely in the (ρ)-adic topology.

Proof. — Let Y = (Y1, . . . , YN ) be variables, let J be an ideal of Hm,n [Y ], and
consider the finitely generated Hm,n-algebra C := Hm,n [Y ]

/
J . Suppose we have a

homomorphism ϕ̂ : C → Sm,n; then ϕ̂(Y ) is a solution over Sm,n of the system of
polynomial equations with coefficients in Hm,n given by generators of the ideal J .
Fix 1 ∈ N. We wish to demonstrate the existence of a homomorphism ϕ : C → Hm,n
such that each ϕ(Yi)− ϕ̂(Yi) ∈ (ρ)	 · Sm,n.

ASTÉRISQUE 264



5. APPROXIMATION 165

Since Hm,n → Sm,n is a regular map of Noetherian rings, by [14, Theorem 1.1],
we may assume that C is smooth over Hm,n. Let E be the symmetric algebra of the
C-module J

/
J2. By Elkik’s Lemma ([7, Lemme 3]), SpecE is smooth over SpecHm,n

of constant relative dimension N , there is a surjection

Hm,n [Y1, . . . , Y2N+r]→ E

for some r ∈ N, and there are elements g1, . . . , gN+r, h ∈ Hm,n [Y ] such that(
Hm,n [Y ]

/
I
)
h
∼= E,

where I := (g1, . . . , gN+r), and

(1) = h ·Hm,n [Y ] + I.

Since SpecE is smooth of relative dimension N over SpecHm,n, Ω
E
/
Hm,n

is locally

free of rank N . It follows that

hd ∈M + I

for some d ∈ N, where M is the ideal in Hm,n [Y ] generated by all (N + r)× (N + r)
minors of the matrix

M(Y ) :=
(
∂gi
∂Yj

)
1≤i≤N+r
1≤j≤2N+r

.

We may extend ϕ̂ to E; in particular, g(ϕ̂(Y )) = 0. Replacing Y by α−1Y for a
suitably small scalar α ∈ K◦ \{0} and normalizing by another scalar, we may assume
g1, . . . , gN+r, h ∈ H◦m,n [Y ], ϕ̂(Y ) ∈ (S◦m,n)2N+r, and

ε ∈ h ·H◦m,n [Y ] +
N+r∑
i=1

giH
◦
m,n [Y ](5.1)

εhd ∈M
◦ +

N+r∑
i=1

giH
◦
m,n [Y ] .(5.2)

for a suitably small ε ∈ K◦◦ \ {0}, where M◦ is the ideal in H◦m,n [Y ] generated by all
(N + r) × (N + r) minors of the matrix M , above.

For each B ∈ B, let (Hm,n(B), (ρ)) be a Henselization of the pair (Am,n(B), (ρ)).
Since A◦m,n = lim−→Am,n(B), we have a canonical isomorphism lim−→Hm,n(B) ∼= H◦m,n.
Find B ∈ B such that

ϕ̂(Y1), . . . , ϕ̂(Y2N+r) ∈ Sm,n(B) := B〈ξ〉[[ρ]] ,

and such that g1, . . . , gN+r ∈ Hm,n(B)[Y ]. Consider the commutative diagram
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Am,n(B) ✲ Hm,n(B) ✲ Sm,n(B)

Am,n(B, ε2d+2)
❄

✲ Hm,n(B, ε2d+2)
❄

✲ Sm,n(B, ε2d+2),
❄

where the two outer vertical arrows represent reduction modulo I(B, ε2d+2) and the
other arrows represent the canonical morphisms. It follows from the Universal Map-
ping Property for Henselizations that all the vertical arrows must be surjective. Thus
by Proposition 4.3 and [14, Theorem 11.3], there are η1, . . . , η2N+r ∈ H◦m,n such that
ηi − ϕ̂(Yi) ∈ (ρ)2	+1 · S◦m,n, 1 ≤ i ≤ 2N + r, and ‖gi(η)‖ ≤

∣∣ε2d+2∣∣, 1 ≤ i ≤ N + r.
Replacing Y by η in (5.1), we find g′, h′ ∈ H◦m,n such that h(η)h′ = ε(1− ε2d+1g′).

It follows that there is some δ ∈ K◦ \ {0} with |δ| ≥ |ε| and some unit h′′ of H◦m,n
such that h(η) = δh′′. Replacing Y by η in (5.2), we find some g′′ ∈ H◦m,n such that
εd+1((h′′)d − εd+1g′′) ∈ M◦(η), where M◦(η) is the ideal of H◦m,n generated by all
(N + r) × (N + r) minors of the matrix M(η). Since h′′ is a unit of H◦m,n, it follows
that

εd+1 ∈M
◦(η).

We follow the proof of Tougeron’s Lemma given in [7] to obtain y1, . . . , y2N+r ∈ H◦m,n
such that yi − ηi ∈ (ρ)	 ·H◦m,n, 1 ≤ i ≤ 2N + r, and g1(η) = · · · = gN+r(η) = 0.

Let µ1, . . . , µs denote the monomials in ρ of degree 1. Since the ideal generated by
the (N+r)×(N+r) minors ofM(η) contains the εd+1µi, there are (2N+r)×(N+r)
matrices N1, . . . , Ns such that

M(η)Ni = εd+1µiIdN+r,

where IdN+r is the (N + r) × (N + r) identity matrix. We will find elements ui =
(ui,1, . . . , ui,2N+r) ∈ ((ρ) ·H◦m,n)2N+r, 1 ≤ i ≤ s, such that

gj(η +
s∑
i=1

εd+1µiui) = 0, 1 ≤ j ≤ N + r.

We have the Taylor expansion
g1(η +

s∑
i=1

εd+1µiui)

...

gN+r(η +
s∑
i=1

εd+1µiui)


=

 g1(η)
...

gN+r(η)

 +
s∑
i=1

εd+1µiM(η)

 ui,1
...

ui,2N+r

+

+
∑
i,j

ε2d+2µiµjPij ,
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where each Pij is a column vector whose components are polynomials in the ui of
order at least 2. We must solve

(5.3) 0 =

 g1(η)
...

gN+r(η)

+
s∑
i=1

εd+1µiM(η)

 ui,1
...

ui,2N+r

+
∑
i,j

ε2d+2µiµjPij .

Since ‖gi(η)‖ ≤
∣∣ε2d+2∣∣ and gi(η) ∈ (ρ)2	+1 ·H◦m,n, we have g1(η)

...
gN+r(η)

 =
∑
i,j

(εd+1µi)(εd+1µj)

 fij1
...

fijN+r

 ,
where the fijk ∈ (ρ) ·H◦m,n. Thus (5.3) becomes

0 =
s∑
i=1

εd+1µiM(η)

 s∑
j=1

Nj

 fij1
...

fijN+r


 +

s∑
i=1

εd+1µiM(η)

 ui,1
...

ui,2N+r

+

+
s∑
i=1

εd+1µiM(η)

 s∑
j=1

NjPij

 ,

and it suffices to solve

(5.4) 0 =

 ui,1
...

ui,2N+r

+
s∑
j=1

Nj

Pij +
 fij1

...
fijN+r


 , 1 ≤ i ≤ s.

Since 0 is a solution of this system modulo (ρ), and since its Jacobian at 0 is 1, the
system (5.4) represents an étale neighborhood of (H◦m,n, (ρ)), hence has a true solution
(uij). Putting

(yi) := (ηi) +
s∑
j=1

εd+1µjuj ,

we obtain a solution in H◦m,n of the system g = 0 which agrees with ϕ̂(Y ) up to order
1 in ρ.

Corollary 5.2. — Hm,n is a UFD.

Proof. — Let f ∈ Hm,n be irreducible. We must show that f ·Hm,n is a prime ideal.
Since Sm,n is a faithfully flat Hm,n-algebra (Theorem 3.3), and since Sm,n is a UFD
([11, Theorem 4.2.7]), it suffices to show that f is an irreducible element of Sm,n.
That is a consequence of Theorem 5.1.
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σ(M) spectral radius of M , 44
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|K \ {0}|, 44p
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◦◦
m,n, 9ed residue degree, 48

eo residue order, 25

eoM residue order, 30

ϕε, 43

|K| value group of K, 24

|f(m)|, 61
|f(m)|, 59
| · | norm, 3eBi = Bi/Bi+1, 8

dq coboundary, 129

p-components, 113

v total value, 26
vM residue total value, 30

w-pseudo-Cartesian, 25

w-strict, 25

Oaffinoid
X , 132

Oquasi−affinoid
X , 132

N(I) nilradical of I, 60b completion, 9

acyclic, 129

Acyclicity Theorem, 148
admissible coverings, 130

admissible open sets, 130

affinoid algebra, 15

alternating cochain, 129
Approximation Theorem, 164

augmentation homomorphism, 129

Banach function algebra, 14, 61, 97–99

Cartesian module, 81
Cech cohomology, 129

Cech complex, 129

closed R-subdomain, 139

coboundary, 129
cochains, 129

complete, 11, 97

continuity, 81

definable, 113
dimension, 125

domain of a generalized ring of fractions, 111

DVR discrete valuation ring, 9
equidimensional components, 69

equivalence of norms, 81, 98, 99

excellent, 65, 161

existentially definable, 114
Extension Lemma, 82

finite map, 100

Finiteness Theorem, 100

flat, 41, 67, 156, 159
Gauss norm, 9, 151, 153, 154, 160

generalized ring of fractions, 84

generalized rings of fractions, 111

globally H-semianalytic, 125
ground field extension, 41, 67, 96

Hasse derivatives, 112

Henselian power series, 156
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Laurent covering, 144
leading coefficient, 62
linear topology, 8
majorant, 48
natural filtration, 8, 17, 154
nilradical, 60
Noether normalization, 21, 103
Nullstellensatz, 60
Nullstellensatz for Hm,n, 160

openness of quasi-affinoid domains, 86, 105
power-bounded, 76, 82
preregular, 20, 21
presheaf, 128
product topology, 9
pseudo-Cartesian generating system, 25
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143
quantifier simplification, 124
quantifier-free definable, 114
quasi-affinoid algebra, 15
quasi-affinoid covering, 135
quasi-affinoid map, 87
quasi-affinoid morphism, 137
quasi-affinoid structure presheaf, 132
quasi-affinoid subdomain, 87, 131
quasi-affinoid variety, 137
quasi-finite generating system, 7
quasi-nilpotent, 76, 82
quasi-Noetherian, 7
quasi-rational subdomain, 85
rational covering, 144
refinement, 130
regular of degree s, 19, 21
regular ring, 64, 161
represents all quasi-affinoid maps into U , 87
residue degree, 48

residue module, 19

residue norm, 18, 30

residue order, 25

restriction, 130

restriction to ∆m,n(c), 54, 57

restriction to a rational polydisc, 43

rigid G-topology, 135

rigid structure sheaf, 137

ring of separated power series, 9, 153

spectral radius, 43, 44

stratification, 125

strict generating system, 25

strictly closed, 18

strictly convergent power series, 8, 153

supremum seminorm, 60, 77, 98

system of definition, 135

Tate ring, 9

tensor product, complete, 11, 13

tensor product, separated, 94

topologically nilpotent, 76

total residue order, 62

total value, 26

transitivity, 89

type ≤ (, j), 148

UFD unique factorization domain, 66, 167

uniform residue module, 47

uniform topology, 8

universal property, 87

Weierstrass automorphisms, 20

Weierstrass Division for E, 119
Weierstrass Division Theorem, 20, 21

Weierstrass Preparation for E, 115
Weierstrass Preparation Theorem, 20, 23

wobbly G-topology, 133

wobbly sheaf, 133
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