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SELMER COMPLEXES 

Jan Nekovâr 

Abstract. — This book builds new foundations of Iwasawa theory, based on a system­
atic study of cohomological invariants of big Galois representations in the framework 
of derived categories. A new duality formalism is developed, which leads to generalized 
Cassels-Tate pairings and generalized p-adic height pairings. One of the applications 
is a parity result for Selmer groups associated to Hilbert modular forms. 

Résumé (Complexes de Selmer). — Ce livre construit de nouvelles fondations pour 
la théorie d'Iwasawa, basées sur une étude systématique d'invariants cohomologiques 
(vivant dans des catégories dérivées) pour les grosses représentations galoisiennes. On 
développe un nouveau formalisme de dualité dont on déduit des accouplements de 
Cassels-Tate généralisés et des hauteurs p-adiques généralisées. Une des applications 
est un résultat de parité pour les groupes de Selmer attachés aux formes modulaires 
de Hilbert. 
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CHAPTER 0 

INTRODUCTION 

0.0. Big Galois representations 

In this work we study cohomological invariants of "big Galois representations" 

p : G Autfl(w<<<T), 

where 
(i) G is a suitable Galois group. 
(ii) R is a complete local Noetherian ring, with a finite residue field of 

characteristic p. 
(hi) T is an .R-module of finite type. 
(iv) p is a continuous homomorphism of pro-finite groups. 

We develop a general machinery that covers duality theory, Iwasawa theory, general­
ized Cassels-Tate pairings and generalized height pairings. 

0.1. Examples 

0.1.0. An archetypal example of a big Galois representation arises as follows. Let 
K be a field of characteristic char(K) ^ p. For every i^-scheme X —> Spec(K) put 
1 = 1 % Ksep, where Ksep is a fixed separable closure of K. Given a projective 
system XQO — (Xa)aej (indexed by some directed set I) of separated K-schemes of 
finite type with finite transition morphisms Xp —> Aa, put 

fP(Xoo) := l im^t (Aa ,Zp) = l i m l i m ^ t ( I a , Z/pnZ), 
a a n 

where the transition morphisms are given by trace maps. This is a representation 
of GK = Gal(Ksep/K), linear over the Zp-algebra generated by "endomorphisms" of 
the tower X^. In practice, iP(Aoo) is often too big and must be first decomposed 
into smaller constituents. One can also use more general coefficient sheaves, not 
just Z/pnZ. 



2 CHAPTER 0. INTRODUCTION 

0.1.1. Iwasawa theory. — Let K^/K be a Galois extension (contained in KSEP) 
with T = Gal(Koo/K) isomorphic to Zp for some r ^ 1. Write = |J KA as a union 
of finite extensions of K. For a fixed separated K-scheme of finite type X —* Spec (if) , 
consider the projective system XA = X ® x KA. In this case 

H\X^)^HlT(X,Zp)(?)Zp A, 

where 

A = Z p [ r l ^ Z p [ X 1 , . . , X r ] 

is the Iwasawa algebra of T and GK acts on A by the tautological character 

Xr • GK — » T c—> A* 

(or its inverse, depending on the sign conventions). Thus T = HL(X00) is a big Galois 
representation of G = GK over R — A. 

0.1.2. Hida theory. — Let ^ 1 be an integer not divisible by p (and such that 
Np > 4). Let AQO be the projective system of modular curves^1) 

X^Np) < — X!(Ay~) <— X1(7Vpr+1) < 

over K — Q. The tower has many endomorphisms, namely Hecke correspon­
dences. 

The Galois module H1(X(X)) is too big, but its ordinary part H1(XOQ)ORD1 defined 
as the maximal Zp-submodule on which the Hecke operator^2) T(p) is invertible, is of 
finite type over the ordinary Hecke algebra fjord, defined as the projective limit of the 
ordinary parts of the Zp-Hecke algebras acting on S2(Ti(Npr)) (for variable r). 

The ring f)ord is semilocal, in fact finite and free over A = ZPJT] ZP[X], where 
r = 1 + pZp (resp., T = 1 + 4Z2, if p = 2) acts on XOQ by diamond operators. If 
we fix a maximal ideal m C f)ord, then T = i/1(A00)^RD is a big Galois representation 
of G = GQ over R = f)̂ rd. 

0.1.3. One can, of course, combine the constructions in 0.1.1-0.1.2. 

0.2. Selmer groups 

In the case when K is a number field and the projective system XOQ has good 
reduction {i.e., each XA has) outside a finite set S of places of K containing all 
places above p, then W^X^) is a representation of the Galois group with restricted 
ramification GK,S — Gdl(Ks/K), where Ks is the maximal extension of K which is 
unramified outside S. 

There are two choices of transition morphisms; see e.g. [N-P] for more details. 
(2) Again, there are two choices of T(p); which one is correct depends on the choice made in t1). 
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0.3. BIG VS. FINITE GALOIS REPRESENTATIONS 3 

In general, given a big Galois representation T of GK,S, the main objects of interest 

are the following: 

(i) (continuous) Galois cohomology groups H*ONT(GK,s,T). 

(ii) Selmer groups 

Sel(GK,s,T) c Hç0ïit(GK,s,T), 

consisting of elements satisfying suitable local conditions in H^ORII(GVLT) for v G S 

(where GV = Gal(Kv/Kv)). 

Similar objects were first considered by R. Greenberg [Gre4] as a natural generaliza­

tion of Iwasawa theory. 

Greenberg expressed hope that there should be a variant of the Main Conjecture 

of Iwasawa theory in this context, i.e., a relation between the "characteristic power 

series" of a big Selmer group and an appropriate p-adic L-function. 

A big Galois representation p can be viewed as a family of "usual" Galois represen­

tations p\ : GK,S GLn(Zp), which depends analytically on the parameter A. One 

of the main motivations of the present work was to develop a homological machinery 

that would control the variation of the Selmer groups associated to the individual pa'S 

as a function of A. A statement such as the Main Conjecture for T should then imply 

a relation between the Selmer group of p\ and the special value at A of the p-adic 

L-function in question. 

0.3. Big vs. finite Galois representations 

Every big Galois representation p : G —> Aut^(T) is the projective limit of Galois 

representations pn : G —> AutjR(T/mnT) with finite targets. Using known properties 

of pn one can sometimes pass to the limit and deduce results valid for p. 

Consider, for example, a representation p : GK Aut#(T) of GK — Gal(i^sep/K) 

for a local field K (with finite residue field) of characteristic char(K) ^ p. Writing D 

for the Pontrjagin dual functor 

D(-) =Homcont(-,R/Z), 

Tate's local duality states that the (finite) cohomology groups 

F ( G K , T/mnT) H2~l{GK, D { T / m n T ) ( l ) ) - - > - H2~l{GK, D{T/mnT)(l)) 

are Pontrjagin duals of each other. Taking projective limit one obtains Pontrjagin 

duality between a compact and a discrete i?-module 

H2~l{GK, D{T/mnT)(l)) D 
H2-*(GK,D(T)(1)), 

where 

H\GK,T) = HÌont(GK,T) = l im/ / i (GK,T/m"T). 
n 
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4 CHAPTER 0. INTRODUCTION 

0.4. Compact vs. discrete modules 

Attentive readers will have noticed that Greenberg [Gre2, Gre3, Gre4] considers 
Selmer groups for discrete Galois modules, while our T is compact. Let us investigate 
the relationship between discrete and compact Galois representations more closely. 
In fact, understanding the interplay between discrete and compact modules is at the 
basis of the whole theory developed in this work. 

Let us first consider the "classical" case of R = Zp. Given a representation 

p : G ^ AutZp(T), 

where T is free of finite rank over Zp, there are three more representations of G 
associated to T, namely 

A = T0ZpQp/Zp, 

(0.4.1) T* = HomZp(T, ZP)=D(A), 

^ * = T * ®Zp Qp/Zp = D(T). 

They can be arranged into the following diagram: 

(0.4.2) 

T 2> <<< 

<< 
D 

<kp 

A A* 

H e r e ^ ( - ) =HomZp(-,Zp) and $ ( - ) = ( - ) <8>Zp QP/Zp. 
What is the analogue of this construction for general R (or even for R = Zp if T 

is not free over Zp)l Let us temporarily ignore the action of G and consider this 
question only for R-modules. For R = Zpj the tensor product 

T®Zp Qp/Zp 

loses any information about the torsion submodule Ttors C T. On the other hand, 

T t o r s ^ T o r f p ( T , Qp/Zp). 

This suggests that one should consider the derived tensor product 

A = T®ZpQp/Zp 

as a correct version of (0.4.1). In concrete terms, Qp/Zp has a natural flat resolution 

(0.4.3) [Zp —> Qp] 

(in degrees —1,0) and A is represented by the complex 

T 0Zp [Zp —> Qp] = [T —> T ®Zp Qp 

again in degrees —1,0. 
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0.4. COMPACT VS. DISCRETE MODULES 5 

What is the analogue of (0.4.3) for general Rl Fix a system of parameters of R, 
i.e., elements x\,..., Xd G m (where d = dim(i?)) such that dim(R/(xi,..., a^)) = 0-
An analogue of (0.4.3) is then given by the complex 

C" =C*(R, (Xi)) = R 
i 

^<< 

i<j 
RxiXj Rxi---xd 

in degrees [—d, 0], with standard "Cech differentials". This complex depends on the 
chosen system of parameters. In order to remove this ambiguity it is necessary to 
consider C* as an object of the (bounded) derived category Db(RMod). In more 
rigorous terms, if (yj) is another system of parameters of R, then there is a canonical 
isomorphism 

R ^ HomDb{RMod)(C'(R, Or,)), C'(R, (%))). 

Given T G / ^ ( ^ M o d ) , we then define 

A = $ (T) = T®RC9 = T ®R C* 

(for the last equality note that C* is a complex of flat R-modules). 
The Pontrjagin dual of R 

I = D(R) 

is an injective hull of the (finite) residue field k = R/m; we abandon our earlier 
convention about D and instead define 

D{M) = HomR(MJ 

for every R-module M. This functor coincides with Pontrjagin dual for Noetherian 
(hence compact) or Artinian (hence discrete) i?-modules. 

We have, so far, defined analogues of the vertical and diagonal arrows in the dia­
gram (0.4.2). What about the horizontal arrow? A derived version of the adjunction 
isomorphism 

adj : RKomR(X®RY, Z) RHomjR(A, RHomi?(F, Z) ) , 

applied to X = T, Y = C\ Z = J, shows that 

D o $ ( - ) R H o n W - , D(C^ 

The object of Db(RMod) represented by the complex 

D(C) 

is known as the dualizing complex to G D^(flMod) and the functor 

^ ( - ) = RHom«(-w) 

as Grothendieck's dual (if R — Zp, then LU — Zp). 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2006 



6 CHAPTER 0. INTRODUCTION 

To sum up, a general version of (0.4.2) is given by the following "duality diagram" 

(0.4.4) 

T <2) w< 

<< 
D 

A k A* 

with T,T* e DJRMod), A, A* G DcoJRMod), 

D(-) = RomR(-J) 

= RHomE(- ,w) 

$(-) = (-)®RD(u) 

Commutativity of this diagram (up to canonical isomorphisms) is equivalent to three 

duality theorems: Matlis duality (id ^> D o D) , Grothendieck duality (id oQ)) 

and local duality ^ D o $ together with the isomorphism d] RF{mj). 

The diagram (0.4.4) gives rise to a spectral sequence 

(0.4.5; EV = Ert*R(D(Hj(A)),u>) = Extf„(H-j(T*),(j) 
H2~l{GK, D{T/mnT)(l))H2~l{GK 

0.5. (Ind-)admissible R[G]-modules 

In order to incorporate the Galois action into the diagram (0.4.4), it is necessary 
to enlarge the category of Galois modules we consider. For example, T ®R C* has 
components of the form 

T ®RRX = lin 
n 

rj~~\ 30 ^ rj-f X ^ fj-f X ^ 
H2~l{GK, D{T/mncww x<< 

T®R 
r 

<<o 
r G R 

This suggests that we should consider R[G]-modules M satisfying the following con­

dition (which makes sense for any topological group G): 

Axiom 1. — M — |J Ma, where Ma C M are R[G]-submodules of M, which are of 

finite type over R and such that the map G —> AutR(Ma) is continuous (with respect 

to the pro-finite topology on the target). 

As 

D 

a 

c<ww $ù 

a 

D(Ma), 

there are cases when Axiom 1 is satisfied by M, but not by D(M). For this reason 

we impose an additional, purely algebraic, condition: 

Axiom 2. — Im(i?[G] —» EndR(M)) is an R-module of finite type. 
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0.7. DUALITY FOR GALOIS COHOMOLOGY 7 

An R[G]-module satisfying Axiom 1 and Axiom 2 (resp., only Axiom 1) will be 

called admissible (resp., ind-admissible). Admissible modules form a full subcategory 

(^jG]Mod) of (#[G]Mod), which is stable under subquotients, finite direct sums, tensor 

products and internal Horn's. In particular, if T is admissible, so is T (Sir RXl for 

every x G R. 

The duality diagram 

(0.5.1) 

T 

A 

<< 

w<< << 

D 
<< 

A* 

then makes sense for T, T* G DR.ft (AHd[G,Mod) A, A* G DR_cof} (fl}G]Mod) 

0.6. Continuous cohomology 

For an admissible R[G]-module M we define the complex of continuous (non-

homogeneous) cochains of G with values in M as 

C'cont(G, M) = ljmCc-ont(G, Ma) = ljmlimC'coni(G, Ma/mnMa) 
ft. ft n 

where each Ma/mnMa has discrete topology. The functor M i—> (7*ont(G, M) give^ 

rise to an exact functor 

Rrc0nt(G, - ) : 7T (£}G]Mod) — , D*(RMod) 

for * = + (resp., for * = +, 6, if G is a pro-finite group satisfying cdp(G) < oo). In 

fact, this construction requires only Axiom 1, and so it makes sense for ind-admissible 

modules. 

In the situation of (0.5.1), the functor Rrcont(G', —) commutes with $ (up to a 

canonical isomorphism). For R = Zp this statement boils down to the fact that there 

exists a long cohomology sequence of continuous G-cohomology associated to 

0 —>T —>V —> A —>0, 

where V = T ®Zp Qp. 

0.7. Duality for Galois cohomology 

The machinery behind the duality diagram (0.5.1) makes the passage from finite 

to big Galois representations very easy. As we have seen in 0.3, classical duality 

results for finite Galois modules imply a duality with respect to D, while compatibility 

of Rrcont(G, —) with $ is automatic; combining the two facts we obtain a duality with 

respect to @ . The final outcome (cf. Chapter 5) is the following: 
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8 CHAPTER 0. INTRODUCTION 

0.7.0. Duality over local fields (Tate). — Let i f be a local field (with finite 

residue field) of characteristic char (if) ^ p and G = GK • If T, T* G DBR_FT(A^[G R]Mod) 

and A, A* G DbR_coft(^G^Mod) are related as in (0.5.1), then the four objects 

of Dbcojjt(fiMod) in the diagram 

Rrcont(GK-, T) 

<^m 

Rrcont(GK, A) 

w<< 

D 

RTcont(GK,r*(l))[2] 

x<< 

Rrcont(GK,A*(l))[2] 

are related as in (0.4.4) 

0.7.1. Duality over global fields (Poitou- Tate). — Let i f be a global field of 

characteristic char (if) ^ p and S a finite set of primes of i f containing all primes 

above p and all archimedean primes of if. If p = 2, assume for simplicity that i f has 

no real prime (otherwise one would have to consider also Tate cohomology groups at 

real primes). Denote by Sf the set of all non-archimedean primes in S; for v G Sf put 

GV = GKV and fix an embedding i f ^ Kv. Set GK,S = Gal(Ks/K), where ifs the 

maximal extension of i f unramified outside S. For every admissible Gi^s-module M 

define the complex of continuous cochains with compact support by(3) 

Q œ n t ( G ^ , M ) = Cone Qont(GK ,5 ,M)-

vesf 
Q o n t ( G „ M ) h i ] -

This defines an exact functor 

Rrc>COnt(GK,s,-) : D*(^d[GK.s]Mod) —* D*UMod) 

(* = +,&). If T, T* e DbR_ft(%GKs]Mod) and A, A* e DR_coft(^[GK s]Mod) are 

related as in (0.5.1) (for G = GK,S), then the objects of D^co^(ftMod) in the diagram 

Rrcont(GK7ls',T) 

^ùm 

Rrcont(Gx,s', ^4) 

0 
Rrc,Cont(GK,5,T*(l))[3] 

x<< 
p^ùw<< 

RrCjCont(GK,5,A*(l))[3] 

are related as in (0.4.4). 

(3)This differs from the cochains with compact support as defined by Kato [Kal]. Our definition 
makes the duality theorem work, while Kato's definition, which incorporates cochains at all infinite 
places, gives rise to objects naturally related to "zeta elements". 
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0.8. SELMER COMPLEXES 9 

0.7.2. As in (0.4.5), the previous diagram gives rise to the following spectral 
sequences: 

E%j = E x t ^ ( ^ n t ( ^ , 5 , T * ( l ) ) , ^ ) = Exti(D(^ont(GK,5,A)),o;) 
H2~l{GK, D{Tw<< 

^2 = Ех^(Яс3-{(Ск,5,Т*(x<<<<1)),Ш) = ExeR(D(Hlcont(GK,s,A)),u;) 
HlÂnt{GK,S,T)W<<. 

0.8. Selmer complexes 

Let us keep the notation of 0.7.1. Selmer groups have been traditionally de­

fined as subgroups of elements of H1(GK,S, —) satisfying suitable local conditions 

in HL(GVL — ) (for v G S). In our approach we have no choice but to impose local 

conditions on the level of complexes, rather than cohomology. 

0.8.0. Let T, T*, A, A* be bounded complexes of admissible i^G^sJ-niodules, 

which are related in the derived category as in (0.5.1). Local conditions for any 

X e {T, A, T*(l), A*(l)} are given by a collection A(X) = (Av(X))veSf, where each 

AV(X) is a morphism of complexes of R-modules 

i+(X):Uv+(X)^C^ODt(Gv,X)<<cx<<<x, 

with U^{X) satisfying appropriate finiteness conditions. 
The Selmer complex associated to the local conditions A (A) is defined as the total 

complex 

Tot 

Ccont(GK,S, X)H2~lwww Ç&vGSfC°cont(Gv,Xyx 

veSf u t ( x x x x 

The corresponding object of the derived category will be denoted by 

R T / P 0 = BTf(GK,s, X; A(X)) G £>.(flMod), * = 
ft, X = r,T*(l) 

coft, X = A, A*(l) 

and its cohomology by H)(X) = HÌ(GK,s, X; A(X)). If we put 

U-(X) = Cone(U+(X) C'cont(Gv,X))xx, 

then the exact triangle 

R I 7 ( X ) —> RTcont(GK,s, X) uv-(x)xx 

vesfx 
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10 CHAPTER 0. INTRODUCTION 

gives rise to a long exact sequence 

(0.8.0.1) > 

vesf 

W-\U-{X))^H){X) 

H2~l{GK, D{T/m 
H2~l{GK, D{T/m 

vesf 

H2~l{GK, D{T/mnT)(l)) 
H2~l{GK, D{T/mnT)(l)) 

In particular, the canonical map 

HJ(X) —> Hç0nt(GK,s,X) 

need not be injective. 

0.8.1. In the present work we consider only Greenberg's local conditions, defined 

as follows (these are the only local conditions that can be handled by elementary 

methods; the general case would require a heavy dose of crystalline machinery, which 

is not yet available). Fix a subset £ C Sf containing all primes above p and put 

S' = 5 / - E. 

(i) For v G £, assume that we are given a morphism of complexes of admissible 

R[GV\-modules —> X; put 

Uv(X) — C*ont(Gv,X+). 

(ii) For v G X' we take the "unramified local conditions" 

U+(X) = C'UV(GV,X). 

Morally, these should defined as 

"CZont(Gv/Iv,T^oCZont(Iv,X)) > C'ont(Gv/Iv,C'ont(Iv,X)) —> C'ont(Gv,xy\ 

where Iv C Gv is the inertia subgroup. Unfortunately, there does not seem to be 

a satisfactory general formalism of the Hochschild-Serre spectral sequence for con­

tinuous cohomology. As a result, we define C*r by explicit formulas. For example, 

if X = A0 is concentrated in degree zero, then 

C[U{GV,X) — C*ont{Gv/IVi (X°)Iv) 

is quasi-isomorphic to the complex 

(X°< {mnT)(l)) x°y> 

in degrees 0,1; here fv G Gv/Iv denotes the geometric Frobenius element. 

0.9. Duality for Selmer complexes 

In order to obtain a duality result similar to 0.7.1 for various R T / ( X ) , it is necessary 

to impose suitable "orthogonality constraints" on the local conditions. For example, 

we require, for all v G Sf, the composite morphism of complexes 

U-(X) C'cont(Gv,X)^D(C'cont(Gv,D(X)(l))) [-2] — . D(U+(D(X)(1))) [-2] 

(in which the map a underlies Tate's local duality) to be a quasi-isomorphism. 
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For Greenberg's local conditions 0.8.1, this follows from a suitable orthogonality 

of X + and L>(X)(1)+. 
This implies that the following pairs of Selmer complexes are related by Pontrjagin 

duality: 

(0.9.1) R f / X = T,A),X = T,<<<<A),X R f [ 3 < < ] 

Rf/X = T,A),X = w<<T,A),Xx<< R<<f[3] 

In general, (0.9.1) cannot be completed to a full duality diagram 

(0.9.2) 

KTf(T) 
w<< 

<< 

BTf(A) 

D 

RT/(T*(i))[3] 

<< 

RI704*(1))[3], 

as the local conditions need not be compatible with respect to <£. In other words, 

there is an exact (= distinguished) triangle 

$(C/+(T)) —> U+(A^))^<wwwErr„($,T) 

involving an "error term" Errv(<I>, T) , which leads to another exact triangle 

$ ( R T / ( T ) ) — > 5 f / ( A ) —* 

x<<< 

Err .($,T). 

For Greenberg's local conditions 0.8.1 we have Errv($,T) = 0 for v G S, but not 

for v G in general. For example, assume that R — Zp and T is a free Zp-module 

of finite rank, concentrated in degree zero. As before, A = V/T for V = T ®zp Qp-

The unramified local conditions at v G £ ' are quasi-isomorphic to 

X = T,A), x<< <^ùm x<< 
(X = T,A), 

hence <&(U^(T)) is quasi-isomorphic to 

<H2~l{GK, <p^m X = T,A), 
< ( ^ ) d i v 

w<<< 
( ^ ) d i v 

It follows that Errv($,T) is quasi-isomorphic to 

( ^ ) / ( ^ ) d i v 
^$ùùù 

( ^ " ) / ( ^ " ) d i v 
X = T<<,A), 

<^$ù 
# U , T ) t o r s 

The cohomology groups of Errv($,T) are finite groups of common order 

|tf0(Err„($,T))| = ^ ( E r r ^ T ) ) ) = X = T,A), x<<< 

/tors 

equal to the "local Tamagawa factor" of T at v G which appears in the formulation 

of the Bloch-Kato conjecture in the language of [Fo-PR] (this is a generalization of 

the "fudge factors" in the conjecture of Birch and Swinnerton-Dyer). 
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Similarly, there is an error term for the horizontal arrow@ in (0.9.2). Under a 
suitable boundedness hypothesis, the arrow corresponds to a cup product 

(0.9.3) KTf(T)®RKTf(T*(l)) ^ Lüi-3] 

0.10. Comparison with classical Selmer groups 

Let E be an elliptic curve over Q, with good reduction outside a finite set of primes 
S D {Pi oo} . The classical p-power descent on E gives rise to Selmer groups 

Sel(GQ>s,-)cJff1(GQ,5,-) 

(for — = T = T„(E) or — = A = E\v°°]), sitting in exact sequences 

0 — E(Q) ®ZP^ Sel(GQ,s, T) —> TPU1{E/Q) — 0 

0 —> E(Q) ® Qp/Zp —> Sel(GQ,s,^) — W{E/Q)\p°°] 0. 

We also use the notation 

Sel(GQ,s, V) = Se\{GQ,s,T) ®Zp QP 

for V = VJE) = TJE) ®z„ QP. 
Assume that E has ordinary reduction^ at p and, for simplicity, that p 7̂  2. As 

a representation of Gp = Gqp, the Tate module T is reducible. There is an exact 
sequence of Zp[Gp]-modules 

0 —> T+ —> T —> T~ —> 0, 

in which eachwtois free of rank 1 over Zp and Ip acts trivially on Tp (i.e., Tp is 
unramified). Consider Greenberg's local conditions for T, given by 

X = T,A), 
X = T,A), 

с* 
^ c o n t 
X = T,A),X = 

( G p , T + ) , V = V 

v <E Sf, v ^ p. 

One deduces from (0.8.0.1) an exact sequence (cf. 9.6.3, 9.6.7) 

0 H°(GP,T-) — H}(T) Sel(GQ,s,T) —> G —> 0, 

in which C is a finite group and 

H°(Gp,Tp ) -
x<< 

[0, 

if E has split multiplicative reduction at p 

otherwise. 

In other words, Hj(T) is an "extended Selmer group" in the sense of Mazur, Tate 
and Teitelbaum [M-T-T] and the term H°(GP,T~) detects the presence of a "trivial 
zero" of the p-adic L-function of E. This is one of the simplest instances of the fol­
lowing general principle: classical Selmer groups correspond to complex L-functions, 
while Selmer complexes to £>-adic L-functions. 

(4)z.e., either good ordinary or multiplicative reduction. 
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0.12. DUALITY FOR GALOIS COHOMOLOGY IN IWASAWA THEORY 13 

0.11. Iwasawa theory 

The formalism of big Galois representations greatly simplifies Iwasawa theory. Let 

K be a number field and S as in 0.7.1. Assume that we are given an intermediate 

Galois extension K C C Ks with T = Gal(i\"oo/i^) ^ Z£ for some r ^ 1 (in fact, 

one can treat in the same way also "tame Iwasawa theory", when T —> Z£ x A, for a 

finite abelian group A) . Put G = GK,S-

Writing KOQ — |J KA as a union of finite extensions of K, we define the Iwasawa 

algebra of T over R as 

R = R{Tj = \\mR[G&\(Ka/K)}. 
a 

As in the classical case (R — Zp), any choice of an isomorphism V ^ Z£ gives an 

isomorphism of i^-algebras 

R^RlXu...,Xr\w<<<. 

We denote by 

Xr : G — » T c—> R[T]<<* 

the tautological character of G and by 

t:R —><<R 

the iiMinear involution satisfying ¿(7) = 7-1 for all 7 G T. 

If M is an R[G}-modu\e and n G Z, we define #[G]-modules M < n > and ML by 

requiring that 

(i) M < n >= M as an R-module; g G G acts by 

9M<n> = xr{g)ngM-

(h) ML = M as an MCl-module; 7 G T acts by 

7mi : 1(7)m = (7 X)m. 

0.12. Duality for Galois cohomology in Iwasawa theory 

The main point is that cohomology of ̂ -representations over can be expressed 

in terms of cohomology of ^-representations over K (cf. [Gre4, Prop. 3.2]; [Col, 

Prop. 2]). 

Let T, T* (resp., A, A*) be bounded complexes of admissible R[G]-modules, of 

finite (resp., co-finite) type over R. In Iwasawa theory one is often interested in the 

cohomology groups 

HÎw(Koo/K,T)= Jim Wcont(Ga\(Ks/Ka),T) 
a 

H'iKs/KocA) = lim H*cont(Gcil(Ks/Ka),A) 
a 
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(and their counterparts with compact support). An easy application of Shapiro's 

Lemma (cf. Sect. 8.3 and 8.4) shows that these are the cohomology groups of the 

following objects of D(RMod): 

KT^Koo/K^T) = Rrcont(GK,S,^r(T)) 

KT(KS/K00,A)= RTcont(GK^s,Fr(A)), 

where 

^r(T)= (T®RR) < -1 > 

Fr(A) = Hompco„t(iî, A) < - 1 > 

(and similarly for cohomology with compact support). 

The crucial observation (cf. 8.4.6.6) is the following: if T, T*, A, A* are related 

(over R) as in (0.5.1), then J^r(T), ^ r ( T * ) , Fr{A), Fr(A*) are related by the duality 

diagram 

(0.12.1) 

X = T,A), 
9) X = T,A), 

x<< 

Fr(A) 

D 
<< 

FT(A*y 

over R (here we use the notation^ (—) = R H o m ^ ( - , CĴ T), and similarly for $ and D). 

Applying the Poitou-Tate duality 0.7.1 (over R) to (0.12.1), we obtain a duality 

diagram in Z)(^Mod) 

(0.12.2) 

R r ï w ( i W K , T ) 

w< 

BTiKs/K^A) 

9) 

D 

R r c J w ( i W ^ * U ) ) l 3 ] 

<< 

B.Yc{Ks/KOQ,A*{l))L[S[ 

and spectral sequences 

(0.12.3) 

T(KS/K00,A)= RTcont(GK^s,Fr(A)),T(KS/K00,A)= RTcont(GK^s,Fr(A)), 

H^iKoo/KiT<<<) 

T(KS/K00,A)= RTcont(GK^s,Fr(A)),T(KS/K00,A)= RTcont(GK^s,Fr(A)), 

H%L(Koo/K,T)<< 

In the classical case R — 7jv the ring R = Zp[[r] = A is the usual Iwasawa algebra. 

The spectral sequence 

<<^2 
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0.13. DUALITY FOR SELMER COMPLEXES IN IWASAWA THEORY 15 

was in this case constructed in an unpublished note of Jannsen [Ja3] (who also con­

sidered the case of non-commutative T). 

Back to the general case, recall that an jR-module M is pseudo-null if it is 

finitely generated and its support supp(M) has codimension ^ 2 in Spec(R). As 

codim^supp^^'-7)) ^ h the- spectral sequence Er degenerates in the quotient 

category (^Mod) / (pseudo-null) into short exact sequences 

T(KS/K00,A)= RTcont(GK^s,Fr(A)),T(KS/K00,A 

in which E^71 has no i?-torsion and E\'n 1 has support in codimension ^ 1. 

0.13. Duality for Selmer complexes in Iwasawa theory 

Given suitably compatible systems of local conditions U+(X) along the tower of 

fields {Ka}, one can define Selmer complexes 

BTfMKoo/K,X), BTfiKs/K^Y)xww<^$ùù(X = T,T*(1), Y = A, A*(l)) . 

Although over each finite layer Ka the diagram (0.9.2) may involve non-zero error 

terms, the limit of these error terms overw<<is very often pseudo-null (or co-pseudo-

null). 

For example, Greenberg's local conditions 0.8.1 induce similar local conditions 

over each Ka. If we assume that no prime v G Yf splits completely in K^jK, then 

(cf. 8.9.9) 

(0.13.1) 

T(KS/K00,A)= R<T w<< 

c<< 

BTf iKs /K^A)w< 

<^ùm 
BffMKoo/K,T*(i)Y[3]<< 

<< 

RTfiKs/K^A+MYfi<<]w<< 

becomes a duality diagram without any error terms, if we consider the top 

(resp., bottom) two objects in Z)^((^Mod)/(pseudo-null)) (resp., in Z)co^(^Mod/ 

(co-pseudo-null))). Equivalently, for every prime ideal p G Spec(i?) of height 

ht(p) = 1, the localization of (0.13.1) at p is a duality diagram in jD(^_Mod). As 

in 0.12, this leads to exact sequences of i?p--modules 

(0.13.2) 0 ^ ^{H%l{K^/K,TfiKs/K^AT\l))^)L- ^/,Iw(^oo//f,x<<<<<TL 

Hom^^^/TfiKs/K^fi^T^l)),^); -0, 

in which X± is a shorthand for (XL)p and 

m.jKoo/K,^!)) ^x<w<<<<< D(Hó

f-«{Ks/Kxww^^^<y^ùm$$A) ) 
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(and similarly for T and A*(l)). If R has no embedded primes, then we obtain 
isomorphisms 

/,Iw(^oo//fx<<<<,/,Iw(^oo//f,/,Iw(^oo//f,/,Iw(^oo//f,/,Iw(^oo//f,w<<<< 
D(HJ(Ks/K00,A))D(HJ(Ks/K00,A))D(HJ(Ks/K00,A))<xw<<w<< 

in (^Mod)/(pseudo-null).<<< 
If there is a prime v E Ef that splits completely in K ^ / K , X W < then the above state­

ments hold for those prime ideals p G Spec(R) of height ht(p) = 1 which are not oi 
the form p = pR, where p e Spec(R) has ht(p) = 1 (cf. 8.9.8). 

In particular, if R is regular and no prime v G ? splits completely in K^jK, then 
the i?-modules 

(D(HJ(Ks/K00,A)))t 
l tors 

and [/,Iw(^oo//f/,Iw(^oo//f,,w<^$ L 
tors 

are pseudo-isomorphic. This is a generalization of Greenberg's results ([Gre2, 
Thm. 2]; [Gre3, Thm. 1]), according to which for R = Zp and K ^ / K < < the cyclotomic 
Zp-extension^5) the two A-modules in question have the same characteristic power 
series (more precisely, Greenberg works with his "strict Selmer groups" SAtT(Koo) 
and S^^(Koo)<<; their relation to our Hj is explained in 9.6). A similar result for 
Selmer groups of abelian varieties defined in terms of flat cohomology was proved by 
Wingberg [Win]. 

If the complex T = cr^o T is concentrated in non-positive degrees, then one can say 
much more: the horizontal arrow in (0.13.1) becomes an isomorphism after tensoring 
with Rq, for any minimal prime q of R (Sect. 8.9.11-Sect. 8.9.12). 

Greenberg [Gre2] also defined "non-strict" Selmer groups SA 3 SATT. One of their 
interesting features is the fact that a trivial zero over K can sometimes be detected 
by the A-module 5A(^OO) (but not by the Selmer group SA(K) over K). Although 
the Pontrjagin duals of SA(Koo) and Hj(Ks/Koo, A) may often have the same char­
acteristic power series, they need not be isomorphic as A-modules, as S^^oo) is a 
subgroup of SU(ifoo)? but a quotient of Hj(Ks/-Koo? A) (cf. 9.6.2-9.6.6). It seems that 
in the presence of a trivial zero H\(Ks/'^oo, A) has better semi-simplicity properties 
than SA(K<x>)-

0.14. Classical Iwasawa theory 

0.14.0. Traditionally, the main objects of interest in Iwasawa theory have been the 
following: 

(i) The Galois group Gal^M^/Koo) of the maximal abelian pro-p-extension of Koo, 
unramified outside primes above S. 

(5)And assuming, in addition, that both D(HJ(KS / K^, A)) and D(Hj(Ks / Koo, A*(1))) are tor­
sion over A = Z f̂lrll. 

ASTÉRISQUE 310 



0.14. CLASSICAL IWASAWA THEORY 17 

(ii) The projective (resp., inductive) limit X(X) (resp., A^) of the p-primary parts 
of the ideal class groups of Oxa-

(hi) The projective (resp., inductive) limitx<<(resp., A'^) of the p-primary parts 
of the ideal class groups of OKa,sa, where Sa is the set of primes of Ka above S. 

These are closely related to HTiw(Koo/ K, T) and Rrc5iw(K00/K, T) for T = 
Zp,Zp(l) (with R = Zp, R — A = Zp[r]). Can one obtain anything interesting 
from the general machinery (Sect. 0.12-Sect. 0.13) in this classical setup? 

0.14.1. First of all, the spectral sequence 'Er in (0.12.3) for T = Zp and T = Zp(l) 
gives very short proofs of the following well-known results (cf. 9.3): 

(i) The Pontrjagin dual of A'^ contains no non-zero pseudo-null A-submodules. 
(ii) If the weak Leopoldt conjecture holds forww<<{i.e., H2(Ks/i^oo, Qp/Zp) = 0), 

then GalfMoo/i^oo) contains no non-zero pseudo-null A-submodules. 

0.14.2. For T ^ Zp, Iwasawa [Iw] constructed canonical isomorphisms in 
(AMod)/(pseudo-null) 

ExtXCXoc, A) ^ DiAoo), E x t i ( A ^ , A) ^ D(AfOQ) 

One expects analogous statements to hold for arbitrary r —> Zrp (cf. [McCa2]). 
Our machinery gives only partial results in this direction, such as the following 

(cf. 9.4^9.5): 
(i) There is a canonical morphism of A-modules 

a' •.X'00^Extlw<A(D(A'00),A). 

(ii) Coker(o/) is almost pseudo-null in the sense that there is an explicit finite set P 
of height one prime ideals p G Spec (A) such theit Coker(a/)p = 0 for all p G Spec (A), 
ht(p) = 1, p i P.D(HJ(Ks/K00,A))D(HJ(Ks/K00,A)) _ 

(hi) The characteristic power series of D{A'OQ) divides that of X^. 

Slightly weaker results can be proved for X^ and A^. 
In 1998 the author announced a proof of the fact that Coker(a;) is pseudo-null. 

Unfortunately, the argument for exceptional p G P turned out to be flawed, which 
means that the claim has to be retracted. 

0.14.3. Greenberg's local conditions have built into them a fundamental base change 
property (cf. 8.10.1) 

BTfMKoo/K,T)®R<<<R ^ Rf/(<T) 

with respect to the augmentation map R —» R. This can be interpreted as a de­
rived version of Mazur's "control theorem" for Selmer groups, according to which the 
canonical map 

Se\(GK,s,E\p°°]) SeKGA^s, Eb00])1 
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has finite kernel and cokernel (assuming that T ^ Zp and E has good ordinary 

reduction at all primes dividing p). 

More generally, there are canonical isomorphisms 

( 0 . 1 4 . 3 . 1 ) BTf^iKn/K^&äRw<<^ùlGaliL/Kmm)w<<} m^ BTf^(L/K,T) 
L 

lor arbitrary intermediate fields A C L C Koo 

U.14.4. A typical situation m which Mazur s control theorem tails lor the classical 

Selmer groups but holds for the extended Selmer groups Hj( —, E[p°°}) is the following: 

E is an elliptic curve defined over Q with multiplicative reduction at p and K^/K 

is the anti-cyclotomic Zp-extension of an imaginary quadratic field K in which p is 
inert. Note that a trivial zero is again lurking behind this example. 

0.14.5. Our duality results also show that, in the classical case when R = Zp and 

T = T° is concentrated in degree zero, the objects RX/,iw(^oo/K, T) can often be rep­

resented by relatively simple complexes (see 9 .7 ) , which then control R r j j W ( L / K , T) 

and the corresponding height pairings for all subextensions L/K of K^/K, thanks 

to (0 .14 .3 .1 ) . These results were used, in the context of classical Selmer groups, in 

the work of Mazur and Rubin [M-R2] on "organizing complexes" in Iwasawa theory 

of elliptic curves. 

0.15. Generalized Cassels-Tate pairings 

One of the main applications of the duality theory for Selmer complexes is a con­

struction of higher-dimensional generalizations of Cassels-Tate pairings (cf. Chap­

ter 10 ) . These pairings are used in 10.7 to prove several versions of the following 

general principle (for Greenberg's local conditions): the parity of ranks of extended 

Selmer groups Hj(T\) associated to a one-parameter family T\. of self-dual Galois rep­

resentations (with respect to a family of skew-symmetric isomorphisms T\ ^ T£(l) 

respecting the local conditions) is constant. In [N-P, Ne3, Ne5] and in Chapter 12 

we deduce from this principle parity results for ranks of Selmer groups associated to 

modular forms, elliptic curves and Hilbert modular forms, respectively. 

On should keep in mind the following topological analogue (see 10 .1 ) : if X is a 

compact oriented topological manifold of (real) dimension 3, then Poincaré duality 

with finite coefficients induces a non-degenerate symmetric pairing 

H2(X,Z)tms x H2(X,Z)tms Q/Z. 

0.15.0. Let us return to the exact sequence ( 0 . 1 3 . 2 ) , assuming in addition that 

depth(i^p) = dim(iip-) = 1. Under this assumption the first term in ( 0 . 1 3 . 2 ) is canon-

ically isomorphic to 

Hoin^_ D(HJ(Ks/K00,A)) 
( 1 ) ) 

x 1 v 

<< 
w< -tors 

<^ùm 
ù^$$$ 

ASTÉRISQUE 31C 



0.15. GENERALIZED CASSELS-TATE PAIRINGS 19 

where IR_ ^ H°(ujR)pSR_ (Frac(i?p)/Rp) denotes the injective hull of the (Rp)-

module Rp/pRp (e.g. IR_ = Frac(i?p)/i?p, if Rp is a discrete valuation ring). As a 

result, one obtains a non-degenerate bilinear form (cf. 10.3.3, 10.5.5) 

D(HJ(Ks/K00,A))D( 
D(HJ(Ks/(Ks/K00,A -ors 

Y (^(W^ni))!)^D(HJ(Ks/K00,A)) 
I -tors 

x<< 

This pairing is of particular interest lor q = 2. In the self-dual case, i.e., when 

there is a skew-symmetric isomorphism Tp ^ T*(l)p compatible with isomorphisms 

(T+)p ^ ((T*(l))+)p for all v G E, then the induced pairing 

;o.i5.o.i) (, ):(hÎÎW(Kqo/K,T)¥) 
<w -tors 

D(HJ(Ks/K00,A)) ̂mm 

P (-Rp-)-tors 
w<<< 

is skew-Hermitian (cf. 10.3.4.2), 

0.15.1. All of the above makes sense in the absence of T (i.e., for R = R and p = p) 

when we obtain bilinear forms (cf. 10.3.2, 10.5.3) 

Hj(T)p 
i?p-tors 

H4f~q(T*(l)] 
p i?p-tors 

Irpi 

which can be degenerate (because of the presence of error terms in (0.9.2)). 

In the self-dual case, the induced pairing 

pm^$$w<< 
x<<<< RD-tors 

p^ùm$ 
x<<<< .Rp-tors 

^$ù<< 
kjpm^ù 

is skew-symmetric (cf. 10.2.5). 

For R = Zp, p = (p) and T — Tp(E) (where E is an elliptic curve with ordinary 

reduction at all primes above p), we recover essentially the classical Cassels-Tate pair­

ing on the quotient of Se\(Gx,s, E[p°°]) by its maximal divisible subgroup (combining 

10.8.7 with 9.6.7.3 and 9.6.3). 

Perhaps the simplest non-classical example comes from Hida theory (cf. [N-P]). 
For simplicity, let us begin with an elliptic curve E over Q, with good ordinary 

reduction at p (if p = 2, then the following discussion has to be slightly modified). 

It is known that E is modular [B-C-D-T], hence L(E,s) = L(/e,s) for a newform 

/e G S2(T0(N), Z), where N is the conductor of E. 

Our assumptions imply that p \ N and Je = /2 is a MEMBER of a Hida family of 

ordinary EIGENFORIW6) fk G Sk(To(N), Zp), FOR weights k G Z^2 sufficiently CLOSE to 2 

in the p-adic space of weights Zp x Z/(p — 1)Z. 
The Galois representations associated to various fk can be interpolated by a big 

Galois representation 

9 ' GQ,s c<<^ùAutfl(T), 

(6)ln this introduction we ignore the phenomenon of p-stabilizatior 
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where S consists of all primes dividing Np (and infinity) and R,T are as in (0 .1 .2 ) . 

Replacing T by a suitable twist ([N-P, § 3 . 2 . 3 ] ) , one obtains a representation (also 

denoted by T) with the following properties: 

(i) There is a prime ideal V G Spec(R) with ht('P) = 1 such that 

(T/VT) ®z„ Qp VJE). 

Moreover, Rj> is a discrete valuation ring, unramified over A-pnA-
(ii) T is self-dual, i.e., there is a skew-symmetric isomorphism 

T - ^ T * ( 1 ) = x<<<HomA(r ,A)(l) . 

(iii) There is a self-dual exact sequence of RV[Gqp]-modules 

3 —> T£ —><< Tv —<<<> Tp —> 0, 

in whichw<<is free of rank one over Rj> and there is an isomorphismx<</VT^ ^ 

VP{E)+ (compatible with that in (i)). 

The corresponding big Selmer complex R r / ( G q ? S , T-p) satisfies the base change 

property 12.7 .13.4 (i) 

( 0 . 1 5 . 1 . 1 ) B r F ( T V ) ® R V R V / ^ W < ^ M M C < 

which gives an exact cohomology sequence 

0 H)(TV)/V — HUVJE)) — H2f(Tr)\P]c<<^ùm0, 

in which the middle term is equal to the classical Selmer group Sel(GQ5)s, VP{E)). 

The existence of a canonical non-degenerate skew-symmetric pairing 

H}{T<p)Rv-tOYS x HJ(T<p)Rvm-tOTS —> FrcLc(R-p)/R-p 

then implies the following result (see 12 .7 .13 .5 ) . 

0.15.2. Let E be an elliptic curve over Q with a good ordinary reduction at p. Then: 

(i) There exists a canonical decreasing filtration by Qp-vector spaces on S = 

S e l ( G Q . , K ( £ ) ) : 

S = S1 ^s2d... 

(ii) There exist non-degenerate skew-symmetric pairings 

Sl/Sl+l x S*/5i+1w<< — » Qp (i> 1) 

depending on the choice of an isomorphism T = 1+qZp —» Zp, and otherwise canonical 

(where q = p (resp., q = 4 ) if p ^ 2 (resp., p = 2 ) ) . 

(iii) The common kernel 

x<<$^^ ^w<< 

2^1 

is equal to the "generic subspace ofx<<< 

SSen = I m H } ( V P ( D ^ 
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In particular, 
dimQp(5) = dimQp(5gen) (mod 2). 

Above, dimQp(S^en) = dim^ H}(V), where ^ = Frac(i?p), Y = TD(HJ(Ks/K00,A))D(HJ(Ks/ and 
Hj(y) = Hj(T-p) Srv^w<<is the Selmer group associated to the whole Hida family 
passing throughw<< 

A similar result holds for extended Selmer groups Hj of self-dual Galois represen­
tations associated to Hilbert modular forms (see 12.7.13.5). 

The results of [N-P] show that certain non-vanishing conjectures for the two-
variable p-adic L-function of E would imply (at least for p > 3) that 

dim rx{l,r},Qp = 
0, if 2 I ords=1L№,s) 

1, if 2|ords=iL(.E,s) 

(in the language of 12.7.13.5, /i}(Q, V) = 0 (resp., = 1) for infinitely many Vhence 
diniQp (5gen) = dimF°° is also equal to 0 (resp., to 1)). 

0.15.3. Self-duality in Iwasawa theory is more complicated; because of the presence 
of the involution i, we obtain skew-Hermitian pairings (Sect. 10.3.4.2(h)). In an im­
portant dihedral case it is possible to get rid of the involution and obtain, as in 0.15.2, 
skew-symmetric pairings. 

Consider, for example, the following situation. Let K = Q ( \ /D) , D < 0, be an 
imaginary quadratic field and K ^ j K w < < the anti-cyclotomic Zp-extension of K. This is 
a dihedral extension of Q, i.e., 

r+ = Gal(A00/Q) = rx{l ,r}<<, 

where 
r2 = l, r 7 r - 1 = 7 - 1 (7erAzp)<<<. 

This implies that, for every i?[r+]-module M, the action of r G T+ induces an iso­
morphism of R\T]-modules 

r:M^ML<<. 

Applying this remark to M = Hj ^(K^/ K, Tp(E)), where E is an elliptic curve over 
Q with good ordinary reduction at p, the non-degenerate skew-Hermitian pairing 

< , > : (Hllw(Koo/K,Tp(E))v) rx{l,r}, x ( H l J K ^ / K ^ E ) ) , ) < < < < 

Frac(Ap)/Assp 

from (0.15.0.1) (where R = Zp, R = A = Zp[r ] , T = TP{E), p e Spec(A) = 
Spec(Zp|rj), ht(p) = 1, p (p)) induces a non-degenerate skew-symmetric pairing 

x<<pm (Hllw(Kx/K,Tp(E))p)<<<sx<< ( t f £ I w ( i W t f , r P ( £ ) ) p ) . < < < < Ap<ss -tors 

Frac(Ap)/Ap, 
{x,y) = (x,ry). 
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This implies that, for each prime ideal p as above, we have 

Hf,iw(K°o/K, Tp(E))Lp (D(Sel(GKootS,E\p°°))))px<< 

with 

(D(Se\(GK^s,E\p°°]))p)A^ots •Y®Y 

for some Ap-module Y of finite length. The control theorem 0.14.3 for Selmer groups 

then gives a congruence analogous to that in 0.15.2 (iii) 

(0.15.3.1) dimQp (Se\(GK,s,Vp(E))) = vkAD(Se\(GKaotS,Elp00})) (mod2) 

(which holds in a general "dihedral" context; see 10.7.19). 

If p 2 and K satisfies the following "Heegner condition" 

(Heeg) rx{l,r}, rx{l,r}, Every prime dividing Ne splits in K, 

then everything works even for p = (p) (see 10.7.18). A recently proved ([Cor, Va]) 
conjecture of Mazur [Maz2] implies that, assuming (Heeg), the R.H.S. in (0.15.3.1) 

is equal to 1. As shown in [Ne3], the congruence (0.15.3.1) for suitably chosen K 

implies that 

dimQp (Sel(GQ,s,yp(£))) = ovds=1L{E,s) (mod2) 

(still assuming that E has good ordinary reduction at p). 

A generalization of this parity result to Hilbert modular forms is proved in 

Chapter 12. 

If 

dimQp (Sel(GK,s,Vp(E))) = 1 (mod2), 

the congruence (0.15.3.1) together with the control theorem 0.14.3 imply that 

dimQp (Sel(GK>,s,Vp(E))) > [K1 : K], 

for all finite subextensions K'/K of K^jK (cf. 10.7.19). The phenomenon of system­

atic growth of Selmer groups in dihedral extensions was systematically investigated 

by Mazur and Rubin [M-R3, M-R4] (cf. 12.12). 

0.16. Generalized height pairings 

0.16.0. Our formalism also gives a new approach to j9-adic (in fact, R-valued) height 

pairings, which greatly simplifies all previous constructions (due to many people, 

including Zarhin, Schneider, Perrin-Riou, Mazur and Tate, Rubin, and the author; 

see the references in [Ne2] and in Sect. 11.3 below). Let 

J = Ker(R —> R) 

be the augmentation ideal of R\ there is a canonical isomorphism 

JI J2 rx{l,r}, — r ®zp R 

7 - 1 (mod J ) i—> 7 (8) 1 (7 G T). 
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Assume that TR is flat over R. For T as in (0.12.1), denote &r(T) by T. The exact 

triangle 

T ®R J/J2 —> T/J2T —> T/JT —> T <g)R J/J2[l] 

is canonically isomorphic to 

(0.16.0.1) T ®R VR T/J2T —> T —> T ®R Tr[1]. 

Greenberg's local conditions for T induce similar local conditions for each term 

in (0.16.0.1); the corresponding Selmer complexes also form an exact triangle 

in Dbft{RMod) 

RT/ (T) ®R TR —> KTf(T/J2T) —> RT/ (T) —> RT/ (T) ®R TR [1], 

L, 
which can also be obtained by applying RTf(T)®R ( - ) to the exact triangle 

JI J2 —•* R/J2 ^ R ^ JI J2 [1]. 

The cup product (0.9.3) and the "Bockstein map" 

(3 : RI7 (T) RT/ (T) ®R TR [1] 

induce a morphism in Z)j¿(#Mod) 

Bff{T)hRBff(T*(l)) -^LÜ®RTr [-2], 

which is a derived version of the height pairing. In practice, the only interesting 

component of this pairing is given by 

h : H)(T) ®R H}(T*(1))x<<<<H°(u) ®R TR, 

which can be written as 

h(x®y) = Tr((3(x)Uy). 

This construction makes sense also in the case when T is a finite abelian group of 

exponent p171 and R is an Z/pmZ-algebra. It is very likely that there is a similar 

cohomological formalism behind real-valued heights. 

There is also a more general version of this construction, which yields pairings 

BTf,iw(L/K,T)®RlGai(L/K)i B T / , i w ( £ / i f , r ( l ) ) ¿ 

-+ (j ®R R{Gal(L/K)} ®R GaKKoo/L)^ [-2] 

for arbitrary subextensions L/K of K^/K (assuming that G a l ^ o o / L ) ^ is flat 

over R). 
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0.16.1. This approach to height pairings has many advantages over traditional treat­

ments even in the simplest case when R — Zp and T = Tp(E), where E is an elliptic 

curve over Q with ordinary reduction at p. For example, 

(i) The pairing 

h : H}{Tp{E)) ®R H}(TP(E)) — Zp 

has values in Zp; there are no denominators involved. 

(ii) If E has split multiplicative reduction at p, then h is a natural height pairing on 

the extended Selmer group (Mazur, Tate and Teitelbaum [M-T-T] and their followers 

used an ad-hoc definition). 

(iii) Universal norms in Hj(Tp(E)) (i.e., the image of Hj lw(Koo/TP(E))) lie in 

Ker(/?), hence are automatically contained in the kernel of the height pairing. 

0.16.2. The definition of h in terms of the Bockstein map ¡3 also sheds new light on 

the formulas of the Birch and Swinnerton-Dyer type proved by Perrin-Riou [PR2, 
PR3, PR4, PR5] and Schneider [Sch2, Sch3]. These formulas express (for Y ^ Zp) 

the leading term of the "arithmetic p-adic L-function" (i.e., of the characteristic power 

series of det^RTyjw(i<'00/iir, T)) as a product of the determinant of the height pairing 

h with, essentially, the p-part of the various rational terms appearing in the conjecture 

of Birch and Swinnerton-Dyer. 

In our approach, such formulas boil down to the additivity of Euler characteristics 

in a suitable exact triangle (see 11.7.11). For example, in the classical case R = Zp, 
the leading term in question is equal, up to a p-adic unit, to the product of 

det(/i) 
3 

w<<< 
5/(T)torsÏ 

i(-ir 

with a certain fudge factor. As in the classical case, all this works under the following 

assumptions: 

(i) The ^-modules H)>Iw(Koo/K, X) (X = T,T*(1)) satisfy suitable finiteness 

properties. 

(ii) h is non-degenerate. 

If (i) holds but (ii) fails, then it is necessary to consider also higher order terms 

Er in the Bockstein spectral sequence and suitable higher order height pairings that 

generalize the "derived heights" of Bertolini and Darmon [B-Dl, B-D2]. 

In [PR3], Perrin-Riou considered the case of anti-cyclotomic Zp-extensions and 

proved a suitable A-valued version of the formulas alluded to above. This result is 

also covered by our machinery. 

Burns and Venjakob [Bu-Ve] combined our approach to the formulas of the Birch 

and Swinnerton-Dyer type with the formalism of non-commutative Iwasawa theory. 
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0.17. Parity results 

The symplectic pairings constructed in Chapter 10 can be used to generalize the 

parity results proved in [Ne3] to Hilbert modular forms and abelian varieties of GL(2)-

type over totally real number fields. We refer the reader to Sections 12.1-12.2 for a 

detailed description of our results, which include, for example, the following general­

ization of [Ne3, Thm. A] (see Corollary 12.2.10 below): 

Theorem. — Let F be a totally real number field, Fo/F an abelian 2-extension, E an 

elliptic curve over F which is potentially modular in the sense of 12.11.3(1) below^ 

and p a prime number such that E has potentially ordinary (= potentially good ordi­

nary or potentially multiplicative) reduction at each prime of F above p. Assume that 

at least one of the following conditions holds: 

(1) j(E) i OF. 

(2) E is modular over F and 2 { [F : Q]. 
(3) j(E) G OF, E has good ordinary reduction at each prime of F above p, the 

prime number p is unramified in Fo/Q and p > 3. If E does not have CM, assume, 

in addition, that IUI^GF —> Aut(£'[p])) D SL2(FP). 

Then: for each finite Galois extension of odd degree F\/FQ, 

r k z ^ ^ O + c o r ^ I H ^ / F ! ) ^ 0 0 ] =oids=l L(E/Fus) (mod 2). 

These parity results can be combined with (generalizations of) (0.15.3.1), giving 

rise to many situations in which Selmer groups "grow systematically" in the sense of 

[M-R3]. See Sect. 12.12 for more details. 

0.18. Contents 

Let us give a brief description of the contents of each chapter of this work. In 

Chapter 1 we collect the necessary background material from homological algebra. 

We pay particular attention to signs, as one of our main goals is to construct higher-

dimensional generalizations of the Cassels-Tate pairing, and verify that they are skew-

symmetric. The reader is strongly advised to skip this chapter and return to it only 

when necessary. In Chapter 2 we recall the formalism of Grothendieck's duality the­

ory over (complete) local rings. In Chapter 3 we develop from scratch the formalism 

of continuous cohomology for what we call (ind)-admissible R[G]-modules. Chap­

ter 4 deals with finiteness results for continuous cohomology of pro-finite groups. In 

Chapter 5 we deduce from the classical duality results for Galois cohomology of finite 

Galois modules over local and global fields (due to Tate and Poitou) the corresponding 

results for big Galois representations. In Chapter 6 we introduce Selmer complexes in 

(7)Potential modularity of E seems to be well-known to the experts [Tay5]; a proof is expected to 
appear in a forthcoming thesis of a student of R. Taylor. 
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an axiomatic setting and prove a duality theorem for them (as a consequence of the 

Poitou-Tate duality in our formalism). In Chapter 7 we investigate a generalization 

of unramified cohomology (over local fields) in our set-up. In Chapter 8 we apply 

Shapiro's Lemma to deduce duality results in Iwasawa theory from those over num­

ber fields. Chapter 9 is devoted to applications to classical Iwasawa theory, namely 

to p-parts of ideal class groups (resp., of 5-ideal class groups). It also includes com­

parison results between the extended Selmer groups Hj, Greenberg's (strict) Selmer 

groups and classical Selmer groups for abelian varieties. In Chapter 10 we construct 

and study various incarnations of generalized Cassels-Tate pairings. We pay partic­

ular attention to the self-dual case, which is important for arithmetic applications. 

In Chapter 11 we construct generalized p-adic height pairings and relate them to the 

formulas of the Birch and Swinnerton-Dyer type. In Chapter 12, we apply the results 

from Chapter 10 to big Galois representations arising from Hida families of Hilbert 

modular forms of parallel weight, and also to anticyclotomic Iwasawa theory of C M 

points on Shimura curves. This allows us to deduce a far-reaching generalization of 

the parity results from [Ne3]. 

0.19. Directions for further research 

The fact that Selmer complexes 'see' trivial zeros of p-adic L-functions and satisfy 

the base change properties (Sect. 0.14.3) and (0.15.1.1) indicates that they - and not 

the usual Selmer groups - are the correct algebraic counterparts of p-adic L-functions. 

It would be of some interest, therefore, to reformulate all aspects of Iwasawa theory 

from this perspective. 

0.19.1. Non-commutative Iwasawa theory. — It seems very likely that the 

results discussed in 0.11-0.13 can be generalized to a fairly large class of non-

commutative p-adic Lie groups T. One would expect the duality diagram (0.12.1) 

to hold over R — R\£\ again with cuR = CJR 0R R (this time as a complex of 

i?-bimodules) andJ^r, FR defined as in 8.3.1. Note that both ^ ( M ) and Fr(M) are 

i?-bimodules equipped with an involution compatible with the bimodule structure, 

and the action of G = GK,S commutes with one of the i?-rnodule structures. It 

seems that this extra structure can be used to generalize the cohomological theory of 

admissible it![G]-modules to the non-commutative setting. 

0.19.2. Local Iwasawa theory. — It would be highly desirable to develop a the­

ory of local conditions at primes dividing p that would go beyond Greenberg's local 

conditions. One should view Perrin-Riou's theory [PR6] interpolating the Bloch-

Kato exponential in the local cyclotomic Zp-extension as a first step in this direc­

tion. Another challenge is posed by the families of Galois representations arising from 

Coleman's theory of rigid analytic families of modular forms. It is clear that in this 

ASTÉRISQUE 310 



0.20. MISCELLANEOUS 27 

generality one would have to work with more general coefficient rings R. In fact, 
there should be a common generalization of 0.19.1 and 0.19.2, perhaps in the context 
of "Fréchet-Stein algebras" introduced by Schneider-Teitelbaum [Sch-Te]. One can 
also envisage a version of the theory involving directly étale cohomology of towers of 
varieties, rather than Galois cohomology. 

0.19.3. Euler systems. — The machinery of Euler systems is a powerful tool for 
obtaining upper bounds for the size of (dual) Selmer groups. It would seem natural to 
incorporate Selmer complexes into this theory, which would allow for the treatment 
of trivial zeros. 

In practice, elements of an Euler system are obtained from suitable elements of 
motivic cohomology to which one applies the p-adic regulator or the p-adic Abel-
Jacobi map. It is a natural question whether one can, in the presence of a trivial zero, 
canonically lift an Euler system from the Selmer group to its extended version Hj. 
This can be done, for example, for the Euler system of Heegner points in the presence 
of an "anticyclotomic trivial zero" ([B-D3, §2.6]). 

0.20. Miscellaneous 

0.20.1. An embryonic version of Selmer complexes appears in [Fol] (following a 
suggestion of Deligne). The first consistent use of derived categories in Iwasawa 
theory is due to Kato [Kal]; his approach has been incorporated into the general 
formalism of Equivariant Tamagawa Number Conjecture [Bu-Fll, Bu-F12]. Recent 
articles of Burns-Greither [Bu-Gr], Burns-Venjakob [Bu-Ve], Fukaya-Kato [Fu-Ka] 
and Mazur-Rubin [M-Rl, M-R2, M-R3] are also closely related to our framework. 

0.20.2. To our great embarrassment, it has proved impossible to keep the length 
of this work under control, even though much of what we do is just an exercise in 
linear algebra. This is a consequence of our early decision not to use any homotopical 
machinery (such as infinite hierarchies of higher-order homotopies) in our treatment 
of Selmer complexes, only brute force. 

0.20.3. The idea of a 'Selmer complex' occurred to the author while he was staying at 
Institut Henri Poincaré in Paris in spring 1997. It was further developed during stays 
at the Isaac Newton Institute in Cambridge in spring 1998 and (again) at Institut 
Henri Poincaré in spring 2000. During the visits at IHP the author was partially 
supported by a grant from EPSRC and by the EU research network "Arithmetic 
Algebraic Geometry". Main results of this theory were presented in a series of lectures 
at University of Tokyo in spring 2001; this visit was supported by a fellowship from 
JSPS. The first version of this work was completed during the author's visit at Institut 
de Mathématiques de Jussieu in Paris in October 2001. The author is grateful to all 
these institutions for their support. He would also like to thank D. Blasius, D. Burns, 
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O. Gabber, R. Greenberg, H. Hida, U. Jannsen, B. Mazur, K. Rubin, P. Schneider, 
A.J. Scholl, C. Skinner, R. Taylor and A. Wiles for helpful discussions and inspiring 
questions, and to C. Cornut, D. Mauger, J. Oesterle, L. Orton, J. Pottharst and the 
referee for pointing out several inaccuracies in the text. 

0.20.4. To sum up, this work gives a unified treatment of much of (commutative) 
Iwasawa theory^8) organized around a small number of simple, but sufficiently gen­
eral principles. We hope that our attempt to Grothendieckify the subject will help 
integrate it into a wider landscape of arithmetic geometry. 

Selmer groups are dead. 
Long live Selmer complexes! 

(8)\Ve consider only the algebraic side of the subject. The relation of Selmer complexes to p-adic L-
functions remains to be explored, but it is natural to expect that det-^ HT fiw(K oo / K, T), whenever 
defined, should be closely related to a suitable analytic p-adic L-function. 
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CHAPTER 1 

HOMOLOGICAL ALGEBRA: PRODUCTS AND SIGNS 

This chapter should be skipped at first reading. Sect. 1.1 and 1.2 collect basic 
conventions involving signs, tensor products and Horn's in derived categories. In 
Sect. 1.3 we define and study abstract pairings between cones. Such pairings will 
be used in Chapter 6 as a fundamental tool for developing duality theory for Selmer 
complexes. 

1.1. Standard notation and conventions 

We follow the sign conventions of [B-B-M] (with one important correction; 
see 1.2.8 below). We fix an abelian category C and work with the corresponding 
category of complexes C(C). 

1.1.1. Translations ( = shifts). — For n G Z, the translation by n of a complex 
X (resp., of a morphism of complexes / : X —> Y) is given by 

x[ny = xn+\ dlx[n] = ( - i ) T , № = p+n. 

1.1.2. Cones. — The cone of a morphism of complexes / : X —> Y is equal to 

Cone(/) = Y ®X[1] 

with differential 

d1 — 
aCone(/) -

w<< 

o 

fi+l 
<<k^ù : Yl 0 rx{l,r}, —•x<<< 0 Xl+2. 

There is an exact sequence of complexes 

0 — • y - ^ C o n e ( / ) ^ X [ l ] — • 0, 

in which j and p are the canonical inclusion and projection, respectively; the corre­

sponding boundary map 

d : H2(X[1}) = Hl+1(X) Hl^(Y) 

is induced by fl+1. 
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1.1.3. Exact ( = distinguished) triangles. — These are isomorphic (in the de­

rived category D(C)) to triangles of the form 

X ^ F - ^ C o n e ( / ) - ^ X [ l ] , w < < $ 

or, equivalently, to 

C o n e ( / ) [ - l ] P - U ] X - ^ r - ^ C o n e ( / ) . 

The translation of an exact triangle 

X - U Y ^ U Z - ^ X \ I ] < 

is equal to 

X [ 1 ] ^ Y [ 1 ] ^ Z [ 1 ] ^ B X [ 2 ] < < < . S S 

1.1.4. Exact sequences. — For every exact sequence of complexes 

(1.1.4.1) 0 —> X^Y-^Z —><<< 0, 

the morphism of complexes 
q : Cone(/) —> Z<<< 

equal to g (resp., to zero) on Y (resp., on X[l]) is a quasi-isomorphism (Qis). The 

corresponding map in the derived category 

h : Z ^ - C o n e ( / ) ^ > X [ l ] < < < 

defines an exact triangle 

X - L , Y - ^ Z - ^ X [ 1 ] w < < < 

such that the map Hl(h) : Hl(Z) -> Hl(X[l]) = H%+l(X) is equal to the coboundary 

map arising from the original exact sequence (1.1.4.1). 

Assume that, for each i <G Z, the epimorphism in C 

rx{l,r}, rx{l,r}, 

admits a section 
sì: Z* — > Y \ gzst = id. 

Then there is a unique collection of morphisms in C 

(5%'.Z% —> Xl+1<< 

characterized by 
dySi — Sidlz — fi+i(3i. 

As 

dq'x1Pi — —Pi+idzi 

the collection of maps (5 = (ft) is a morphism of complexes 

P : Z — > X [ 1 } . < < 

The morphism of complexes 

r = (s, -0):Z — > Cone(/)<<< 
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is a section of q, which implies that the morphism of complexes 

ß = -por : Z —> X[l] 

represents the 'boundary' map h in the derived category D(C). 

1.1.5. Homotopies. — A homotopy a between morphisms of complexes f,g : X —> 

Y (i.e., a collection of maps a = (a1 : Xl+l —» yz) such that da + ad = g — f) will be 

denoted hy a \ f ^ g. lî u : X' ^ X (resp., v : y —* Yf) is a morphism of complexes, 

then a • u = (a1 o w<<<< (X')ï+1w<< ̂ ) (resp., v * a = o a1 :Rf/X = T,A),X = T,A),X Rf[3] (F7)')) is 

a homotopy a* u \ fu gu (resp., v * a : vf ^> vg). A second order homotopy a 

between homotopies a,b : f g (i.e.qq, a collection of maps a — (a1 : X%Jr2 —» F2) 

such that ad — da — b — a) will be deqnoted by a : a Z <<6. 

Assume that we are given complexes X9, Y*, ZZ and collections of maps h = (hl : 
Xì+1 Y1), h' = ({h')* : Гг+1 w<<<Zl). Then 

dh + hd:X* —• Y\ ww dh! + ft'd : Y* —> Z9 

are morphisms of complexes, 

(dh' + h'd) • /i, /i' • (d/i + fed) : 0 —> (dfe' + c<<wwo (dh + /id) 

are homotopies and 

H = h'h : (dh' + h'd) *h—*h'*<W(dWh + hd) 

is a 2-homotopy between these homotopies. 

1.1.6. Functoriality of cones ([Ve2, §3.1]). — Let tri(C) be the category with 
objects / : X —• Y (morphisms of complexes in C) and morphisms (g,h,a) 

X f 

9 
<< << 

<< 
Y' 

h 

Y 

where g : X —• X', h : Y —• Y' are morphisms of complexes and a : f'g hf is a 
homotopy. The composition of 

X f Y (9,h,a) x ' 
^mm 

•Y' 
(g ,ti,a') X" f" >Y" 

ls defined as (g'g, h'h, a'*g-\-h'*a), where h'*a : h!f'g ^ h'hf, a!-kg : f"g'g ^ h'f'g. 
A morphisn 

dh! + ft'd : Y* —> Zdh! + ft'd : Y* —> Z 
dh! + ft'd : Y* —> Zdh! + ft'd : Y* —> Z 

in tri(C) defines a morphism of complexes 

Cone(g, h, a) : Cone(/) —> Cone(f') 

given by 

Cone(g, h, a)1 = 
rhl 

0 
a1 

x<<< 
: Y1 © Xl+l dh! + ft'd : Y* — 
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In other words, "Cone" is a functor 

Cone: tri(C) — • C(C). 

1.1.7. Homotopies in tri(C). — By definition, a homotopy 

[b,b',a) : (g, h, a) —> (g', h', a') 

between two morphisms 

(g, h, a), (<?', h', a') : (X-UY) =4 (Jf ' -Cy') 

in tri(C) consists of homotopies 

b:g —> w<<<ò' : fx<<<< ti 

and a second order homotopy 

a : f *b + a' ^> b' * f + a. 

Such a homotopy in tri (C) induces a homotopy 

x<< 

<< 

<< 

-b 
: Cone(g, ft, a) —> Cone(</, ti, a). 

1.1.8. Assume that we are given the following cubic diagram of complexes: 

=^^ 

AI 

Y 

f'. 
<^$ù 

<^m 

<ù$ 
<< 

u 

w< 

#1 

-A2 

A 2 

<< 

^x<< 
w< 

rn 

w<< 

\ 
h' 
û << 

w<< 

w< 
w<< 

k-2 

32 

B2 

In other words, Ai,<<<<, B2 are complexes in C; u,..., ft are morphisms of complexes 

and h : v o fix<<<<f2 o u, • • •,w<<<: /2 ° ft2 ̂  ft ° /2 are homotopies. 

Assume, in addition, that the boundary of the cube is trivialized by a 2-homotopy 

H =wx<<<(Hi:A[+2^(B'2)%i.e., 

H : v' <• ki + <<m <<* w<</1 +<< ft • ftv<wwwk<<2* u + ti * a\ + f'2* L 

Then the triple (fci,<< &2<<, ̂ 0 defines a homotopy 

— (/3i/i,/32/2,m*/<wxxx1+/32*/) = (/31,/32,m)o(/1,/2,/i)w<<<^$ùùù, 

— (/3i/i , /32/2,m*/1+/32*/i) = (/31,/32,m)o(/1,/2,/i), 
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i.e., the diagram 

Cone(i¿) 
(/l,/2,/Q 

Cone(i>) 

(ai ,a2,£) 

Cone(ur (f[,fí,h') 
> 

Cone(v') 

w<<^$ùù 

is commutative up to homotopy. 

1.1.9. A covariant additive functor F : C —> C induces a functor on complexes 

F : C(C) —> C{C') given by dlF^x^ = F(dlx). The identity morphisms define (for all 

n G Z) canonical isomorphisms of complexes 

F{X[n]) ^ F{X)[n\. 

For a contravariant additive functor F : Cop —* C we define F : C(C)op ->• C(C') b 

4 W = (-i)i+1 W " 1 ) -

1.1.10. If G : (C')op —> C" is another contravariant additive functor, then 

dG(F(x)) = -G{F(dx)). 

We define an isomorphism of complexes 

G(F(X)) ^ (G o F)(X) 

to be equal to (—\)x times the identity morphism in degree i. 

1.1.11. Truncations. — If A is a complex, we use the usual notation for the 

truncations 

a<iX=[-- XL~2 —• X%~1 —> XI — 0 — 0 

T^X = [ - . • X1-2 —> X1-1 —> Ker(c^) —> 0 —> 0 

a^iX=['" 0 —> 0 —> X1 XL+1 —> XL+2 ••• 

T>iX = [•- 0 —> 0 — > C o k e r ^ 1 ) —> XL+1 —> X*+2 ••• 

1.2. Tensor products and Horn 

In the rest of Chapter 1, C = ( # M o d ) will be the category of modules over a 

commutative ring R. If X* is a complex and x £ X 2 , we denote the degree of x 

by x = i, 
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1.2.1. For complexes X — X*,Y — Y* we define the complexes Hom^(X, Y) and 

X ®R Y by 

Hom™(X, Y) = 

w<<< 

Hom^( 

(X ®RY)« 

iG2 

dh! + ft'd : Y* —> Z 
dh! + ft'd : Y* —> Z 

with dmerentials 

df=dof + (-l)f~1fod 

d(x ®y) = dx®y + (~l)xx <g) dy. 

[f Y = Y° is concentrated in degree zero, then Hom^(X, Y) — F(X) for F(-) — 

Hom#(—,Y°) (with the sign conventions of 1.1.9). 

If F is a bounded (resp., bounded below) complex of injective R-modules and X 

is any (resp., bounded above) complex of R-modules, then Hom^(AT, Y) represents 

R H o m ^ X , Y). 
An element / G Hom^(X, Y) satisfies 

H 9 1 lì df = 0 <^> / is a morphism of complexes / : X —> Y 

f = dg <^=> g is a homotopy g : 0 —^ / . 

There is also a "naive" version Hom^naive(A, Y) of Hom^(A, Y) , in which the differ­

ential of / : X1 —> FJ is equal to 

dnaWef = dof+(-iyfod. 

1.2.2. Morphisms of complexes u : X —• X , v : Y —• Y induce morphisms 

Rom9(u,v): Hom^(A ' ,F ) —> H o m ^ ( l , r ) 
v o / o u 

and 
u®v:<<®RY<<<—>w<$ùùX'®RY' 

x (g) y w<<I—> ^$u(x) (g) v(y) 

1.2.3. Tensor products of complexes admit various symmetries, such as 

Associativity isomorphism: 

(X®RY)®RZ ^ X®R(Y^ 
( nr (Sà ?/Ì (So y I > nr. <St) ( 11 

Transposition isomorphism: 

s12:X®RY —> x c Y ® R X 

x®y I—> ( — l)xy y ® X 
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Another transposition isomorphism: 

523 : (A ®R A) ®R (Y ®R B)(X 0^ F) ® (X 0 ^ F) ®r {A ®R B) 

(x 0 a) 0 (y ®R B)x<<<cc i - l ) a y ( x 0 y) 0 (a 0 ò) 

7.2.4. Lemma. — TT&e followinq diaqram is commutative: 

(X ®R A) 0fì (Y 0fî B] 

sr. 

(Y®RB) ®R (X 0 # A) 

S23 (X 0fí Y) 0 ^ (A 0fî 5 ) 

S120S12 
S23 (F 0 ñ X ) 0fî ( 5 % < < < < 

Proof. - dh! + ft'd : Y* —> Zdh! + ft'd : Y* —> Zdh! + ft'd : Y* —> Z 

1.2.5. With the sign conventions of 1.2.1, the canonical isomorphism 

RomR(X,Y)[n] Hom^(X,F[n]) 

does not involve any signs, i.e., it is given in all degrees by the identity maps. 

1.2.6. The adjunction morphism on the level of complexes 

adj : Hom^(A 0 ^ Y, Z) —> H o m ^ X , Hom^(F, Z)) 

f(X 0^ F) ®r {A ®R B) 1—> {x i-> (y h-> f(x®y))) 

induces a moronism of i?-modules 

Homc(ilMod)(X ®RY,Z) —> Uomc (RMod)(X, Horn*R(Y,Z)), 

which preserves homotopy classes (by (1.2.1.1)). Both of these maps are monomor-

phisms; they are isomorphisms, provided X and Y are bounded above and Z is 

bounded below. 

1.2.7. The evaluation maps 

evi : Hom'o (A, Y) (g)R X —> Y 

f®x № 
and 

ev2 : I ® f ì H o m . o ( I T ) 

x<<< 

Y 

(-l)xff(x)w<< 

are morphisms of complexes making the following diagram commutative: 

(1.2.7.1) 

Hom^(A,F) 0 * X evi Y 

S12 

X®R H o m ^ ( X , y ) ev2 
Y 

We have adj(evi) = id under the adjunction morphism 

adj : Homc(i?Mod)(Hom^(A, Y) ®R X, Y) 

Homc(ñMod)(Hom^(A, Y), Hom^(X, Y) 
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More generally, there are evaluation morphisms 

evi : HomUX, Y) ®R Hom%(W, X) —> HomUW, Y) 

9 ® f < < 9° f< 

ev2 : Rom'R(W, X) ®R Hom^(X, Y) —> Rom^W, Y) 

f ® 9 < ( - l ) % o / < < 

satisfying evi = ev2 o s12. Another generalization of evi is given by the morphism 

Uom'R(X,Y) ®R (X ®R Z) Y ®R2. 

f ®{x®z) <x=^$mùù 

which corresponds to 

Hom^(Hom^(A, Y), Hom^(A ®R Z, Y ®R Z)) 

f .—> / 0 idz 

under the adjunction map. 

1.2.8. The biduality morphism 

eY : X —> Hom^(Hom^(A, F) , Y) 

is given on x G X1 by 

c ^ ( ( - i ) ^ r ) f e e z 

where 
X% Homß(Homß(X*, Yl+k), Yl+k) 

x K* : / — f(x)) 

is the usual biduality map. This corrects a sign error in [B-B-M, §0.3.4.2] - also 

discovered by B. Conrad [Con] where the authors give an erroneous sign (—l)1 

instead of ( — l)lk; that would not make ey a morphism of complexes. 

We have adj(ev2) = £y under the adjunction morphism 

adj : Romc{RMod)(X ®RRomR(X,Y),Y) 

Homc(ilMod) (X, Hom^(Hom^(X, Y),Y)). 

The statements of Lemmas 1.2.9-1.2.13, 1.2.16 below follow immediately from the 

definitions; we leave the details to the reader (for the homotopy versions of 1.2.11-

1.2.13 it is sufficient to recall that adj preserves homotopy classes). 

1.2.9. Lemma. — The following diagram (and a symmetric diagram, in which the roles 

of evi and ev2 are interchanged) is commutative: 

X®RUom'R(XX)w<< 

^mmùù 

Hom^(Hom^(I , Y), Y) ®R Hom^(A, Y) 

ev2  ± 

ev 

Y 

Y. 
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1.2.10. Lemma. — Assume we are given a morphism of complexes f : X —> 
Hom^(X, y ) ; denote the composite morphism of complexes 

X^Hom^(Hom^(X, Y), Y) Hom*(/,idy; RomR(X,Y) 

6?/ g. Then the following diagram is commutative: 

X®RX 
f®idY 

KomUX,Y) ®RX 

idx®g X®R BomR(X,Y 

evi 
ev2 

y 

1.2.11. Lemma. — If the following diagram of morphisms of complexes is commutative 
(resp., commutative up to homotopy) 

X®R Yf 

/<S>id 
Y®RY' 

X 

f a.d](h) 

w<<< 

id®/' 

h 

X®RX' 

9 
<< 

Hom^(X',Z) 
Hom'(/',id) 

RomR(Y',Z). 

so is 

1.2.12. Lemma. — If the following diagram of morphisms of complexes is commutative 
(resp., commutative up to homotopy) 

X®RY 
<<w 

X' ®R y 

u 

I 
u 

z 

h 
<<< 

so is 
X <adj(n) 

^mm 
Hom^(y,Z) Horn* (id,h) RomR(Y,Z') 

X' adj(î/) Hornby', Z') Horn* (g,id) RomR(Y,Zf). 

1.2.13. Lemma. — Let A, B, B', U, U', C be complexes of R-modules and 

A®RBMU, << A®RB'̂ U'A®RB<<'̂ U',,W<<<̂ $WW <<< B'®RC-^B, U ' ® R C - ^ U < < W W $ < ^ ^ 

morphisms of complexes. If the diagram 

(A®RB') ®RC -

/'<8>id 

U'®RC 

A®R {B'W<< ®RC) 
id®6 

A®RB 

f 

u<< <p^mm 
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is commutative (resp., commutative up to homotopy), so is 

A 

adj(/') 

Hom^(£',l7') 

(X 0^ F) ®r {x<<^$$A ®R B) 

adj(/; (X 0^ F) ®r {A ®R B) 

Hompfid.u) 
HomJi(B/ ®RC,U) 

Hom (̂6,id) 

1.2.14. Lemma. — // 

X®RY 

si2°{f<8>g) 

Y®RX 

X 

<< 

Z 

h 

z 

is a commutative diagram of morphisms of complexes, so are 

Y 

£z 
Hom^(Hom^(r,Z),Z) 

adj(»02 

Hom#(adj(A),/i) 

Hom^(X, Z) 

Hom#(/,id) 

Hom^(X, Z). 

and 

Y 

£zof 
Hom^(Hom^(X, Z),Z) 

adj(A) 

Horn* (adj(/i)o<7,id) 

HomUY,Z) 

Horn* (id,/i) 

Hom^(y,Z). 

Proo/. — Let y e YJ, x e X1. Then Hom'(/, id) o adj(/i) o g(y) sends x to fi(g(y) (g) 
/(#)) = (—l)u'ft(A(# (0 2/)). In the notation of 1.2.8, the only component of £z{y) — 
((-l)jkyl*)kez contributing to Horn*(adj(A), h) oez(y)(x) is (-l)J*y**; its image in 
Hom^(X, Z) also sends x to ( —l)*Jft(A(x <g> y)). A similar argument works for the 
second diagram: Horn*(id, ft) o adj(A)(x) sends y to h(X(x 0 y)) = ( — l)lj jj,(g(y) (g) 
fix)), while the only component of £z ° /(#) = (( — l)lhf(x)l*)kez contributing to 
Hom#(adj(/x) o g/id) o £z (/(#)) is (-l)2J/(x)**, the image of which in Rom*R(Y, Z) 
sends y to {-l)ljfi(g(y) <8> / (z)) . • 
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1.2.15. For each n G Z, the following formulas define isomorphisms of complexes: 

sn : X'[n\ ®R Y'c<<<(X' ®R Y')[n] 

x 0 y I—> x ® y 

s' : X' ®R ( y [ral) ,;:m(X' ®fl Y')\n] 

x®y i—> (-\)nxx®y 

tn : Hom^(X, ,y ) ^ EomR(X'[n},Y'[n]) 

fx<opm^ùùù(-l)n7/. 

1.2.16. Lemma. — Given a morphism of complexes u : A* ®R B* —» C* and n G Z7 
put 

v = u[n] o 4 : A9 ®R (B-[n])^(A- ®R B')[n]^*C*[n]. 

Then adj(i>) is equal to the composite map 

A* ̂ ^Hom^ (Bm , C- ) -^Hom^ (B* [n], C# [n] ) . 

1.2.17. Tensor product of homotopies. — Assume that 

f i :X—>X' , , : ^ùùg t :Y^Y 'x<<<< (¿ = 1,2) 

are morphisms of complexes and 

U-fl~^f 0^ F) ®r {A ®R B) 92 

homotopies between them. Then the formulas 

(u 0 v)1(x 0 2/) = u{x) 0 gi(y) + (-l)x/2(x) 0 v(y) 

(u 0 v)2(x ®y) = u(x) 0 #2(j/) + ( - i r / i ( ^ ) ® (̂2/) 

define two homotopies 

(u 0 v), : /1 0 01 /2 0 92 (j = 1, 2) 

between the morphisms 

fi®9i 

The formula 

Q(X 0T/ ) l)xi¿(x)x<<<w< 

defines a second order homotopy 

a : (u 0 v)i — » (i¿ 0 v)2. 
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1.2.18. If X, Y are complexes of /^modules, then the maps 

x®y\—> (—l)x x ® y, y®x\—> y ® X 

define isomorphisms of complexes 

X®R (Y[l]) ^ (X ®RY)[1], (Y[1])®RX^(Y®RX)[1]w<<^^, 

which make the following diagram commutative: 

X®R (Y[l]) 

Sl2 
(Y[1])®RX 

(X®RY)[1] 

S12[1] 

(Y®RX)[1]. 

1.2.19. Lemma. — Assume that the following commutative diagram of morphisms of 

complexes has exact rows and columns: 

0 

0 

0 

0 

A" 

i" 

B" 

j " 

C" 

0 

PA 

PB 

PC 

0 

Af 

wx 

B' 

3 
<< 

0 

OA 

OJ3 

< 

0 

A 

i 

B 

j< 

C 

0 

0 

0 

0 

Then the diagram 

Hq(Af) &A 

H^fC) 

-d 

Hq(A) 

dC) 

dA 

Hq(C") 

d" 
Hq+l(A") 

pc 

PA 

Hq(Bf) 

j' 
Hq(Cf) 

d' 

Hq+l(A') 

niolmp 

(?c 

(TA 

Hq-l(C) 

d 

Hq(A) 
xww 

Hq(B) 

J 
Hq(C) 

d 

Hq+1(A) 

is also commutative, and if [cn] G Hq(C"), [bf] G Hq(B') are cohomology classes 
satisfying pc[c"} = j'\b'\, then there is a unique coset [a] + Im(9) G Hq(A) + Im(<9) 
such that i[a] — O\B[£/]. This coset satisfies 

dA[a] + d"[c"} G lm(dAd) = lm{d"dc)-
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Above, д, д', д", дл and дс denote coboundary maps associated to the original 
diagram. 

Proof. — This is a well-known fact, which can be verified by an explicit calculation. 

1.3. Products 
In this section we construct products in a slightly more general context than consi­

dered by Niziol ([Ni, Prop. 3.1]). The main difference is that we allow certain diagrams 
to commute only up to homotopy. In what follows, R is a commutative ring and all 
complexes are complexes of R-modules. 

1.3.1. Assume we are given the following data: 

1.3.1.1. Complexes Aj, Bj, C3 (j = 1,2,3). 

1.3.1.2. Morphisms of complexes 

Aj-1^Cj< Bj 0' = 1,2,3). 

1.3.1.3. Morphisms of complexes 

Uл : Ai ®R A2 —> A3 
UB : Bi 0Я B2 —> B3 
UC : Ci ®R C2 —> C3 

1.3.1.4' A pair h = (hf, hg) of homotopies 

hf : U c o ( / i 0 / 2 ) ^ / 3 O U A 

hg : UC °(gi 0 g2) - ^ ? 3 ° U B 

We define new complexes Ej by 

Ej — Cone Aj 0 Bj 
<ww 

C3 [-1]. U = 1,2,3) 

i.e., 

E^ = A](&B™®C^-\ 
d(dj, bj,sss Cj) = (daj, dbj, — fj(aj) + gj(bj) — dcj). 

An element ej = (aj, bj, Cj) has degree ej = aj = bj = 1 + Cj. 

1.3.2. Proposition. — Given the data 1.3.1.1-1.3.1.4, then 
(i) For every r G R the formula 

(ai, bi, ci) Ur,h (û2, b2, c2) = (ai UA a2, bi UB b2, cx Uc (r/2(a2) + (1 - r)g2(b2)) 

+ (-l)ai((l - r)/i(ai) + rgM) UC c2 - (hf(ax 0 a2) - hp(6i 0 62))) 
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defines a morphism of complexes 

,Bj,Cj, fj, gj, U*, ft)w^^ 
,Bj,Cj, fj, gj, U*, ft) —> ( 

(ii) For n , r2 G R, the formula 

k((au òi, ci) 0 (a2, 62, c2)) = (0, 0, (-l)ai (n - r2) ci Uc c2) 

defines a homotopy k :(X 0^ F) ®r {A ®R B) Ur2^. 

(iii) If h! = (h'ph'g) is another pair of homotopies as in 1.3.1.4, then 

Ur,̂  -Ur^ : (ai,bi,ci)(8)(a2,62,c2) i-> (0, 0, (ft/ - ftj)(ai 0 a2) - (ft̂  - h'g)(bi 0 b2)). 

If a : hf h'f, /3 : hg h'g is a pair of second order homotopies, then the formula 

fe((ai, bu ci) 0 (a2, 62, c2)) = (0, 0, a(ai 0 a2) - /3(6i 0 62)) 

defines a homotopy k : Ur^ ^ Ur^/. 

Proof — Explicit calculation (cf. [Ni, Prop. 3.1]). • 

1.3.3. Functoriality of products. — Assume we are given another piece of data 
as in 1.3.1.1-1.3.1.4, namely morphisms of complexes 

Aj >Cj< Bj, 

products U* (for * = A,B,C) and homotopies ft = (ftj, Jig), yielding complexes Ej, 
A morphism between the data 

(Aj ,Bj,Cj, fj, gj, U*, ft) —> (Aj, Bj, Cj, fj, gj, U*, ft) 

consists of the following: 

1.3.3.1. Morphisms of complexes 

(X 0^ F) ®r {A ®R B) 

f3j : Bj —> Bj 

(X 0^ F) ®r {A ®R B) 

(¿ = 1,2,3) 

1.3.3.2. Homotopies 

Uj : fj o otj x<<<<-fj o fj 

Vj : gj o fa ^ 7j o 9j 
(J = 1,2,3) 

1.3.3.3. Homotopies 

ka : UA o (ai ® a2) - ^ « 3 ° U y i 

x<<^ùm ka : UA o (ai ® a2) -^«3S° 

fc7 : Uc o (71 g) 72) —» 73 o Uc 
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1.3.3.4- A second order homotopy Kf between 0 and the composition of the six 

homotopies associated to the faces of the following cubic diagram: 

Ai 0 A' w<< -A3 

\AI®A2 

/L<8>/2 

Y 
Ci ®c2 

^p^x<< 
/L<8>/2 

A1 0 A2 
<< 

<< <$ 
. «3 

(UI (8)112)1 

7I®72 

Ci 0C2 

^^ 

~C3 

f, 

^^ 

^^ 

73 

A3 

h 

^^ 

C3 

In other words, Kf is a collection of maps 

KF = {K) : (A1 ®R A2y —> (Ca)'-2) 

satisfying 

dl<7 - K/d = -fc7 * (/x 0 /2) - 73 * ft/ + ^3 * UA 

+ /3 * ka + / i j * (ai 0 a2) - Uc • (ui 0 1/2)1, 

i.e., trivializing the boundary of the cube (the homotopy (u\ 0 1/2)1 was defined 

in 1.2.17). 

1.3.3.5. A second order homotopy 

x s = (K; : (Sx ®iî B2y —> (c3y~2) 

satisfying an analogous condition, with (A, / , a, u) being replaced by (B, g, /3,v): 

dKg - Kgd = -fe7 *<<www 0 p2) - 73 * hg + V3 * UB 

+ gz*k(3 + hg*{(3i 0/32) - U c * ( w i 0 v 2 ) i , 

BX®B2 UB 
• £3 

9i® 92 

Ci ®c2 

<^$ùù 

BX®B2 

9i® 92 
Uc 

(1̂ 1(8)̂ 2)1 

7I®72 

Ci 0C2 

UB 

53 N 

x<< 

-C7, 

<^ù 

Uc 

73 

c<< 

<< 

#3 

53 

Îa 

c3 
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1.3.4. Proposition 

(i) Given the data 1.3.3.1-1.3.3.2, then the formula 

<Pj{aj, bj,Cj) = {aj {aj), f33 (bj), ~/3 (c3) + u3 (a3) - v3 (bj)) 

defines a morphism of complexes 

(p..Ej^E3 w<<;,:^ù(j = 1,2,3). 

(ii) Given the data 1.3.3.1 1.3.3.5 and r G R, the formula 

H((ai,bi,ci) (g) (a2,b2,c2)) = 

(kJai ®a2),k0(bi <g) 62),-&y(ci ® (rf2(a2) + (1 - r)g2(b2)) 

+ w<<<(- l )a i ( ( l - r ) f1(a1)+rg1(b1))®c2) 

+ (-l)ai7i(ci)Uc(™2(a2) + (1 - r)v2(b2)) 

- ( - l )a i ((1 - r)Ul(ai) + rvi(6i))uc(72(c2) + u2(a2) - v2(b2)) 

- Kf(ai (g) a2) + ^ ( 0 ! 0 62)) 

defines a homotopy 

H : Ur>£ o ((^i (8) <p2) - ^ ^ 3 ° Ur,fc, 

i.e., tfte diagram 

Ei ®R E2 

<^$ùm 

# 1 ®R E2 

w<< 

w<<< 

#3 

^3 

#3 

¿5 commutative up to homotopy. 

Proof. — The first part is a special case of 1.1.6, while (ii) can be proved by a tedious, 

but routine calculation. • 

1.3.5. Transpositions. — Assume that, in addition to the data 1.3.1.1-1.3.1.4, we 

are given the following objects: 

1.3.5.1. Morphisms of complexes 

TA :A3 —> A3 

TB : Bj —> Bj 

TC : Cj —> C3 

0? = 1,2,3) 

1.3.5.2. Morphisms of complexes 

\J'A : A2 ®R Ai —> A3 

U'B : B2 ®R B1 —> B3 

U'c : C2 ®R d —> C3 
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1.3.5.3. A pair ft' = (h'f, ft') of homotopies 

ft'/ : U ' c o f / ^ / ^ / a o U ^ 

^ : u c ° (̂ 2 ® 9i) " ^ 5 3 ° U'B 

1.3.5.4- Homotopies 

Uj x<-<. f joTA^Tco f j 

Vj : gj oTB —> Tc o gj 
(i = 1,2,3) 

1.3.5.5. Homotopies 

ta : UA os12 o (TA ® TA)x<<<TA o UA 

tp : l/B 0812 o (TB 0 Tg) c<<<<TboUb 

ty : U'c osi2 o (Tc <8> Tc) - ^ T c o U c 

1.3.5.6. A second order homotopy # / trivializing the boundary of the following cube: 

Ai <G> A2 

x<< 

Ci 0 C2 

<<$^^ 

^A®TA 

x<<w 

^$ùùw<< 
Û OSI2 

/3 

/L<8>/2 
UC 

x<<; 

<p^mmù 

Ci ®c2 

<^$ù 

w<^mùù 
-c3 

<< 
TA 

•¿3 

x<< 

T7 

/3 

^3 

Û OSI2 
•c3, 

i.e., satisfying 

dHf - Hfd = -t7 • ( / i 0 /2) - Tc • hf + [/3 * UA + /3 * ta 

+ ft/ * (512 o (TA 0 TA)) - (u'c o Sl2) • (/7i 0 U2)i. 

1.3.5.7. A second order homotopy Hg trivializing the boundary of an analogous cube 

in which (A, a, f) are replaced by (B, (3, g). 

With these data, the formula 

(a2,b2lc2) U ^ / (a i , 6 i , c i ) = (a2 UA ai,62 U'jg 61,c2 U'c (rfi(ai) + (1 - r)#i(6i)) 

+ (- l )a2(( l - r)/2(a2) + r02(&2)) U'c ci - (ft'f (a2 0 ttl) - ft'(62 0 61))) 

(for a fixed r G i?) defines a morphism of complexes 

U ^ , :E2®RE1 —>E3. 

The complexes 

Aï — Aj, j — 5j , Cj — Cj, 
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morphisms of complexes 

fj = fj,9j = 93,0*3 = TA, f33 = TB,13 = T C , 

Uj = Uj,Vj = V3lUA = UfA o 5 1 2 , 0 B = U'B o s i 2 , U C = l / c O S i 2 , 

homotopies 

ka = tQl kp = tp, fc7 = £ 7 , hf = h'f * s i 2 , hg = hfg * s i 2 

and second order homotopies 

Kf = Hf, Kq = Hq 

satisfy the conditions 1.3.3.1-1.3.3.5. Applying Proposition 1.3.4 and observing that 

the following diagram of morphisms of complexes 

Ei ®R E2 
x<<< 

E3 

S12 

E2 ®R E1 
l — r,h' E3 

is commutative, we obtain the following statement. 

13.6. Proposition 

(i) Given the data 1.3.5.1 and 1.3.5.4, then the formula 

T3\a3lb3,c3) = (TA(a3),TB(b3),Tc(c3) + U3(a3) - V3(b3)) 

defines a morphism of complexes 

T3 : Ej —> Ej. 

(ii) Given the data 1.3.5.1-1.3.5.7 and r £ R, the diagram 

Ei ®R E2 <<x< 

si2o(Ti®T2) 

E2 ®R Ei 
^ù$xq,; 

Es 

r3 

Es 

is commutative up to homotopy. 

1.3.7. Corollary. — Under the assumptions of Proposition 1.3.6(H), the following 

diagrams are commutative up to homotopy: 

E2 

eE3 

KomR{UomR(E2, E3), E3) 

adJ(Ui-r,h')°T2 

Hom*(adj(Ur,h),T3) 

(X 0^ F) ®r {A ®R B) 

Horn* (7i,id; 

Hom'R(EuE3) 
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(X 0^ 

x<<<< 
(X 0^ F) ®r {A ®$ùù<R B)w<< 

a d j ( U r , ^ ) 

H o r n * ( a d j ( U /

1 _ r h,)oT2,id 

H o m U ^ , E 3 ) 

H o m # ( i d , T 3 ) 

R o m U < < < E2,E3). 

Proof. — Apply a homotopy version of Lemma 1.2.14 to the diagram in Proposi­

tion 1.3.6(h). • 

1.3.8. Bockstein maps. — Assume that, in addition to the data 1.3.1-1.3.4, we 

are given an R-module YR and the following objects: 

1.3.8.1. Morphisms of complexes 

/3jiZ ' Zjx<<<Zj [1] 0^,Bj,Cj, fj, (j = 1, 2; Z = A, £?, C) 

1.3.8.2. Homotopie: 

UJ ' fj [1] ° Pj,A — * ft,C ° fj 

vj :gj[i\ofa<<B —<> Pj<<<,c°g3 

= 1,2). 

Above, the map 

/ , [1] 0 id : Aj [1] 0 ^ Y<<<<RCj [1] 0^w< 

is abbreviated as fj [1] (and similarly for gj [1]) 

1.3.8.3. Homotopies 

h z : U Z [1] o (id 0 / 3 2 > z ) — U Z [1] o ( / 3 1 > z 0 id) ^^^^(Z = A, B, C). 

Again, we write Uz [1] instead of 

UZ [1] <8> id : (Z i ® * ( Z 2 [1])) <8>* T f l — • Z 3 [1] 0 # YR. 

1.3.8. A. A second order homotopy H* trivializing the boundary of the following cubic 

diagram: 

Ai 0 A2 

fl®Î2 

CX®C2 

^$ùmm 

w<<< 

(X 0^ F) ®r {A ®R B) 

/i®(/ 2[l]) 
/3 i ,c®id 

fi®u2 

^$ùw<< 
C i ® ^ ! ] ) ® ! * 

> A i [ l ] ® i 2 ® r H 

/i[l]®/ 2 

UA[1] 

p^ù<<< 

Ci[lw<]0C 20r f l 

v U c [ l ] 

Mi] 

Uc[l]< 

he 

Ml] 

<<< 
h A , 

Az[l}®T<R 

\h[i)< 

c3{i]®r<<R 

S O C I É T É M A T H É M A T I Q U E DE F R A N C E 2006 



48 CHAPTER 1. HOMOLOGICAL ALGEBRA: PRODUCTS AND SIGNS 

i.e., such that 

dHf - Hfd = uc[l] • {ui 0 f2) + /3[1] • hA + hf[l] • (id 0 /?2>A) 

- UC[1] • (/1 0 u2) - ftc • (/1 ® /2) - hf[l] • 0 id). 

Above, we implicitly use the canonical isomorphisms from 1.2.18. 

1.3.8.5. A second order homotopy Hg trivializing the boundary of an analogous cube 

in which (A, / , u) are replaced by (B, g, v). 

1.3.9. Provosition 

(i) Given the data 1.3.8.1-1.3.8.2, the formula 

ßjAa3^3^cj) = (ßjAao)i ßj,ß(bj), -ßj,c(cj) - Uj(aj) + Vj(bj)) 

defines a morphism of complexes 

ßjiE:Ej ^ Ĵ . [1] ®Ä rÄ (j = 1,2). 

(ii) Given the data 1.3.8.1-1.3.8.5 and r G R, the diagram 

Ei ®R E2 
^^$ùw<<< 

Ei ®R (E2[1])®RTr 

x<<^mmù 

w<^mm 

Ei\l] ®RE2®rTe 

m$ù^^ 

E3[l] ®RTr 

is commutative up to homotopy. 

Proof — The proof is analogous to that of Proposition 1.3.4. In (ii), we again use 

the canonical isomorphisms 1.2.18. • 

1.3.10. Proposition. Given the data 1.3.5.1-1.3.5.7, 1.3.8.1-1.3.8.5 and r G R, the 

diaqram 

Ei ®R E2 

Sl2 

E2 ®R Ei 

w<^$ùù 
Ei[l] ®RE2 ®RYR 

w<<< 
E3[l] ®RTR 

x<< 
E3[l] ®RrR 

$^^ù 
E2[l] ®REi ®RTr 

r2[l]®Ti 
E2[l) ®REi ®RTe 

Ji-r,fc'[l] 
E3[l] ®RTr 

is commutative up to homotopy (above, Tj are as in Proposition 1.3.6 (i)). 

Proof. — Combine Proposition 1.3.6(h) and 1.3.9(h) (using the canonical isomor­

phisms 1.2.18). • 
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1.3.11. The morphisms (3j^x arise naturally in the following context (for simplicity, 

we suppress the index j from the notation). Assume that 

0 A" PA A' <7A A 0 

<$^ù <<< f 

0 C" PC w< <Jc cw< 0 

II 
g 

g' g 

n B" PB B' apt B - 0 

is a commutative diagram of morphisms of complexes with exact rows. Assume, in 

addition, that in each degree i e Z the epimorphism 

a\ : (A')1 —> X1^^$xq(X = A, B, C) 

admits a section 

s\ : X1 — • (X 'Yx<<< (X = A, B, C). 

Writing 

E = Cone (Ol e B^-<^C) [-1] 

(and similarly for E',E"), then the maps 

PE = (PA,PB,PC1) X1 —• w<(X'Yx<<,< 

define an exact sequence of complexes 

0 _ > E"^E'^E —•<<< 0 

and 

5£ — (sAi sBi< SC X) 

is a section of aE (i G Z). 
The recipe from 1.1.4 yields morphisms of complexes 

ßx'X —> X" [1] (X = A, B, C, JE) 

characterized by 

(1.3.11.1 p x [ l ] o & = ( i o S x - ^ o ^ c w w w ( X = A,B,C,E) 

and such that 
X1 —• (X'Yx<<< (X = A, B, X1w<< 
X1 —• (X'Yx(X'Yx<<< (X = A, B,<< 

is an exact triangle in the derived category. In order to express /3E in terms of /3A, PB 

and /3(7, we compute 

d(s£;(a, 6, c)) — s#(d(a, 6, c)) 

= d(sA(a), SB(6), «C(C)) - (sA(da), sB{db), sc(-dc - / ( a ) + g(b))) 

= ((dsA-sAd)(a), (dsB-sBd)(b), -(dsc-scd)(c)-(ffsA-scf)(a) + (g''sB-scg)(b)), 
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hence 

(1.3.11.2) f3E(a,b,c) = ((3A(a),pB(b),-Pc(c) - u(a) +v{b)), 

where 

A u C" V B 

are morphisms of complexes characterized by 

PC °u = f o SA - sc o / 

pc o v = g ' o s B - s c o w < ^ $ ù ù g. 

As 

- dC' o ( / ' o sA- SC o f) + (/' o s A - SC o / ) o dA 

= (d o se — se o d) o / — / ' o [d o s A — s A ° d) 

(and similarly for (B,g) instead of ( A , / ) ) , the morphisms u and v are, in fact, 

homotopies 

u:f"{l}o/3A^ f3cof 

v<< :g<<"[l]°0B—>0c°9-

In the special case when X" = X ®R TR (X — A, B, C) we thus obtain the 

data 1.3.8.1 1.3.8.2, as well as the formula for x<<from Proposition 1.3.9 (i). 
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CHAPTER 2 

LOCAL DUALITY 

In this chapter we recall the formalism of Grothendieck's duality for .R-modules 
([LC, RD]) . At first reading there is no need to continue beyond 2.10.4 (the sub­
sequent sections are used in the construction of generalized Cassels-Tate pairings 
in Chapter 10). 

2.1 . Notation 

Throughout Chapters 2-11 (with the exception of Sect. 2.10), R will be a complete 
Noetherian local ring with maximal ideal m and residue field k = R/m. The dimension 
of R will be denoted by d (it is finite, as R is Noetherian and local). The total ring of 
fractions of R will be denoted by Frac(i?). 

Denote by ( ^ M o d ) the category of all /^-modules, by ( # M o d ) # (resp., ( ^ M o d ) ^ ) 
the category of it'-modules of finite (resp., co-finite) type (i.e., of modules satisfying the 
ascending (resp., descending) condition for submodules) and ( ^ M o d ^ = ( ^ M o d ^ H 
(i^Mod) coft the category of .R-modules of finite length. 

2.2. Dualizing functors 

Let I be an jR-module. The functor 

D(-) = RomR(-,I) : (*Mod)op x<<<(RMod) 

is dualizinq if the canonical homomorphism 

(2.2.1) e : M —> D(D(M)) 

is an isomorphism for every M G (#Mod)fl . 
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2.3. Matlis duality 

2.3.1. Matlis Duality ([LC, Prop. 4.10]; [Br-He, Thm. 3.2.13]) 
(i) D is dualizing iff / is an injective hull of k (defined, e.g., in [Br-He, Def. 3.2.3]). 
(ii) Fix such / (it is unique up to a non-unique isomorphism); the functor D is 

then exact and induces equivalences of categories 

(flMod)°p <=- UMod)fl 

(RMod)°p ^ (RMod)coft 

The map (2.2.1) is an isomorphism for every M in (^Mod)^ or (^Mod)co/^. 

2.3.2. From now on, I will be as in 2.3.1(h). The functor D, being exact, can be 
derived trivially. For every complex M* of i?-modules and n G Z put 

Dn(M*) = Hom^(M#,/[n]) = D(Mm)[n] 

(with the sign conventions of 1.2.1). It follows from 2.3.1 (ii) that the canonical map 

e = eI[n] : M —> Dn(Dn(M)) 

is an isomorphism for every M in L>yt(#Mod) or Dco^t(^Mod) 

2.3.3. The simplest examples of / are the following: 

(i) I = R if R = k is a field. 
(ii) / = K/R if R is a (complete) discrete valuation ring with fraction field K. 
(iii) I = R[l/xi . . .Xd\l ( Yli=i R[l/xi ...Xi... xd}) ifR = k{xi,..., xd\ is a power 

series ring. 

2.3.4. We shall often use the fact that for every projective (resp.. inductive) system 
(Mn)n6N of i?-modules of finite (resp., co-finite) type such that M = limMn (resp., 
M = lini Mn) is also of finite (resp., co-finite) type, the canonical map \im D(Mn) —» 
D(M) (resp., D(M) —» limD(Mn)) is an isomorphism. 

2.3.5. Lemma. — Let f : M —» N be a homomorphism of R-modules. Then 

(i) M = 0X1 —• (X'Yx<<< (X = A, B, D(M) = 0. 
(ii) The homomorphism e : M —» D(D(M)) is infective. 
(iii) / = 0 ^ D(f) = 0. 

Proof — If M ^ 0, choose non-zero x G M, y G / . By 2.3.1 applied to Rx there 
exists an injective morphism Rx —> / ; it extends to a morphism / : M —» / satisfying 
f[x) ^ 0. This proves (i) and also shows that e{x) ^ 0, proving (ii). As regards 
(iii), the morphism / factors as / = gh with g : f(M) —• N injective ( =^> D(g) 
surjective) and h : M —• f(M) surjective ( = > D(h) injective). This implies that 

D(f) = 0 ^ D(g) = 0 c<<<D(f(M)) = 0 c<<<f = 0. • 
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2.3.6. Lemma. — If M is an R-module of finite (resp., co-finite) type, then every 
surjective (resp., infective) R-linear endomorphism f : M —> M is bijective. 

Proof — If M is of finite type, see ([Mat, Thm. 2.4]). If M is of co-finite type, the 
previous statement applied to the dual endomorphism D(f) : D(M) —>> D(M) implies 
that D(f) is bijective, hence so is / = D(D(f)). • 

2.4. Cohomology with support at {m} 

2.4.1. Every R-module M defines a quasi-coherent sheaf M on X = Spec(i^). Its 
cohomology with support at the closed point {m} C X will be denoted by 

H\m}(M) = Him}(Spec(R),M). 

An explicit complex representing 

KT{m}(X,M) e Db(RMod) 

can be constructed by using an exact triangle 

(2.4.1.1) R r { m } ( X , M ) -^BT(X,M)ss <<-^KT(X-{m},M)x<<BT{m}(X,M)[l] 

2.4.2. First of all, RT(X, M ) is represented by M in degree zero. To get a complex 
representing R X ( X — { m } , M ) , fix a system of parameters of R, i.e., a <i-tuple of 
elements x\,..., Xd 6 m such that R/(x\,..., xj) has finite length. Then hi = {Ul = 
Spec(RXi) | i = 1,..., d} is an open covering of X — {m} such that all intersections 
Ui0 D ••• fl Uip = Spec(RXiQ...Xip) are affine. This implies that the Cech complex 
C*(M) = u>(M, (xi)) = Cm(U,M) with 

CP(M, fa)) = 
io<---<ip 

Mx x = CP{R, (Xi)) ®RM (0 < p < d) 

and the standard differential 

{5pA)la...lp+l 
P+l 

3=0 
\ - l ) ° A X 1 — • ( X (io < ••• < 2p+i) 

represents RT(X - {m}, M) 

2.4.3. It follows from (2.4.1.1) that R T { m } ( X , M ) can be represented by 

C-(M) = C#(M, (Xi)) = C o n e ( M - U c , ( M , (x,))) [-1] 
X1 —• (X'Yx<<< (X = A, B, X1 —• (X'Yx<ww 

where i : M —>• ®j=1MXj is the canonical map. The complex C*(M) is concentrated 
in degrees [0, d) and is equal to C*(R) ®RM = M ®R C'(R). 
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2.4.4. For example, if R = Zp, then Cm(M) = [M -4 M®Zp Qp], #{°m}(M) = Mtors 

and ii"|m|(M) = M 0Zp Qp/Zp. 

2.4.5. There is an alternative description of C*(M) in terms of Koszul com­

plexes ([LC, §2]). For a commutative ring A, an A-module M and a sequence 

y = (2/1,.. ., yr) of elements of .A, the Koszul complexes are defined inductively as 

K'A(A,<< {Vl))=<<\A^A} 

(in degrees 0,1), 

K'A(A, y) = K'A(A, (yi, . . . , yr)) = ^(A,w<<<<gu K'A(A, (y2,..., y,)) 

and 
K\{M, y) = i ^ ( M , (2/!,..., yr)) = K\{A, y) ®A M. 

If M is a Noetherian A-module, then each cohomology group of K\(M, y) is a Noethe­

rian A/(yi,..., yr)A-module. 

The morphisms K\(A, (y™)) —• K\(A^ (?/™+1)), given by the multiplication by y1-

in degree i = 0,1, define morphisms of complexes K\(M, yn) —> K*A(M, yn+1), where 

yn = {Vii • • • 5 2/?)- In the situation of 2.4.3, there is a canonical isomorphism of 

complexes 

l im^(M ,xn)x<<<C*(M ,x) . 
n 

2.4.6. For every complex of ^-modules M* we define C*(M#) = M* ®'R C*(R). 

If M* has cohomology of finite type, then C*(M*) represents RTsm\(X, Mm), hence 

Hi(C-(M-)) = H\m}(M-). 

2.4.7. Lemma ([LC, §3.10, §6.4]). — For every M e (RMod)ft and i ^ 07 

(i) iJ |m|(M) is an R-module of co-finite type. 

(ii) H\m}(M) = 0 foris< depth(M). 

(iii) Hl{m]{M) = 0 foriw<<> dim(M). 

(iv) x<<<àim(D{H\m}(M)) )^ i . 

(v) Hl{m](M) ^0 fori = dim(M) and i = depth(M). 

2.5. Local Duality ([RD, Ch. V]) 

(i) There exists a dualizing complex uj £ D^t(RMod) (unique up to isomorphism) 
with the nronertv 

(X = A, B, 
c<< 

0, 

i — d 

i + d. 

We fix an isomorphism Tr : H^my(uj) /. 

(ii) uj can be represented by a bounded complex of injective ii-modules cj#, sup­

ported in degrees [0,6/]. 
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(iii) For every R-module M of finite type and i G Z, the Yoneda pairing 

H\m](M) x E x t ^ M ^ ) iï{dm}H ^ J 

induces isomorphisms 

ff«m)(M)^I)(Ex4-(M,W))x<<^^$ 

E x t ^ ( M , . ; ) ^ £ > ( f f | m } ( M ) ) . < < 

(iv) A triangulated version of (iii): for every object M of D^(^Mod) (resp., 

^/^(i^Mod)) the canonical map 

r) : R H o m ^ M , ^ ) x < < D ( R r { m | ( M ) [ d ] ) 

(defined in 2.8.1 below) is an isomorphism in D^RMOÔ) (resp., D^(^Mod)) . 

2.6. Grothendieck Duality ([RD, Ch. VI) 

For every object M oiDft(RMo&) (resp., Dft(RMod)), 2>(M) := RHom#(M, a>) is 

an object of D^(^Mod) (resp., / ^ ( ^ M o d ) ) and the canonical map e = ^ : M —> 

@ (@ (M)) is an isomorphism. 

E? = 

2.7. Remarks 

(i) H 1 ( U J ) X < < D ( < < H ^ ( R ) ) < vanishes for i > d - depth(iî) (resp., i < 0) by 
Lemma 2.4.7(h) (resp., 2.4.7(hi)) and is non-zero for i — 0 and i — d — depth(i^) by 
Lemma 2.4.7(v). Furthermore, dim(i7z(cj)) ^ d — i, by Lemma 2.4.7(iv). 

(ii) In particular, R is Cohen-Macaulay (i.e., depth(i?) = d) iff uo H°(UJ) is 
concentrated in degree zero (in which case OJ ^ D(H^my(R))). 

(iii) R is Gorenstein (i.e., R is quasi-isomorphic to a bounded complex of injective 
/^-modules) iff OJ ^ R. 

(iv) In order to stress their dependence on R we sometimes denote / , D, Q), UJ 
by IR, DR, Q)R, UJR. 

(v) The hvper-cohomologv spectral sequence 

= ExtR(M,HJ(u)) => Ext£j(M,uo) 

implies that 

ExtH(M,uj) = RomR(M,H°(Lj)) = RomR(M, D(Hd{m}(R))), 

for every i?-module M. 

(vi) If depth(i?p) = 1 for all p e Spec(i?) with ht(p) = 1, then OJ ^ H°(UJ) in 

JD((jRMod)/(pseudo-null)), using the language of 2.8.6 below (this follows from 2.7 ( i ) -

(ii) applied to the (non-complete but see 2.10) localizations Rp). 
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2.8. Relating D, ® and $ 

2.8.1. The functors 

D : Dft(RMod)op < > Dcoft(RMod) 

® :Z^(ßMod)op ^$ùùDft(RMod) 

(which map Z}^ to DT) are related to 

* ( - ) := Rr{m}(- ) [d] : £^(ßMod) — D ^ M o d ) 

(which maps D± to D±) as follows. 

First of all, we have 

*(-) = ((-)<s>Rm)[-d})[d}x<<. 

The natural transformation of functors r\ : @ =>• D o <J>, denned by 

$ ) ( - ) = RHomfl(- ,w) RHomfi((-)®fl$(fi)[-rf] ,W®fl$(fi)[-df 

= RHomfl($(-) [ -d] ,*(u;) f -dl ) 

^RHomfl(^(-)^(^))RHom(id'T^RHomfl(<I>(-), / ) 

= D o $ ( - ) , 

is an isomorphism, by local duality 2.5. 

The natural transformations 

£i : id = > D o D , ^ : id ^,Bj 

are isomorphisms, by Matlis and Grothendieck duality, respectively. As a conse­

quence, the natural transformations 

X1 —• (X'Yx<<<'Yx<<< (X = Aw<,<^^d  

X1 —• (X'Yx<<< (X = A, B,<<<<WWDDD 

are isomorphisms, too. It follows from the fact that the composition 

®fl$(fi)[-rf],W®fl$®fl$(fi)[-rf] 

is the identity (and from an analogous statement forf^) that the following diagrams 

of natural transformations are commutative: 

w< 
<^mù 

& o® o® 

7b 
w<< 

Do® 

® 
<^$ùù Do Do® 

71 \D*ib 

Do<$> 

id ei 

c<< 

® oQJ 
<p^ùm 

DoD 

x<< 

D o $ o® 
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2.8.2. To sum up: the following duality diagram of functors 

®fl$(fi)[-rf],W®fl$ 

w< 

Dfoft(RModr 

2> ®fl$(fi)[-rf],W®fl$ 

. D 
x<< 

* ^ O F T U M O D ) 

(and its analogue without ± , =p) is commutative up to various natural isomorphisms 
of functors: 

• ej : id ==> Do D (Matlis duality). 
• ew : id =^>f^ oQ) (Grothendieck duality). 
• r] : @ =̂ => D o $ (local duality). 

2.8.3. In particular, ib(R) induces an isomorphism §(R) ^ D(@(R)) — D(uj), hence 

$ ( - ) ^ ( ( - ) I ^ ( ^ ) M ] ) M ^ ( - ) I ^ M 

(the last arrow is given by s'_d [d], in the notation of 1.2.15). This can also be deduced 
from the adiunction isomorphism 

adj : RRomR(A,RRomR(B,C)) BHomR( A® RB,c) 

(which is a derived version of 1.2.6; it holds in D+(RMod) for all A, B e D (#Mod), 
C e L>+(^Mod)) applied to B = D(uj) and C = I: 

R H o m ^ ( - , ^ ) ^RRomR(-, D{D(uj))) ^ RHom^ ((-)®RD(lj), i) . 

For example, for R = Zp we have / = Qp/Zp, Zp and C#(Zp) = [Zp —> Qp] (in 
degrees 0 and 1); this is quasi-isomorphic to Qp/Zp [—1]. If M is a free Zp-module of 
finite type, t hen^ (M) = HomZp(M, Zp), $ ( M ) = M ®Zp Qp/Zp and 

D ( ( D ( M ) ) A H o m Z p ( M 0 z p QP/ZP,QP/ZP) = 0 ( M ) . 

2.8.4. All of the above makes sense on the level of complexes: fixing a system of 
parameters xi of R and a bounded complex of injective i^-modules uj* representing uj, 

we have 

$(X') = (X* ®RC*((xi),R))[di 

D(X*) = H o m ^ ( A V ) 

3)[X*) =Hom^(A#,cj#). 

As / is injective, the isomorphism Tr can be represented by a quasi-isomorphism 

Tr : <S>(oj9) —> J, 
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unique up to homotopy. The morphisms ry(X*), ip(X9), £(X*) are genuine morphisms 

of complexes (of course, they are all quasi-isomorphisms). For example, rj(X*) is given 

by 

@(X')=HomRss(X',u)'s)ss —>Uom'R{X' ®RC'(R),u>' ®RC'{R)) 

-^HomR<<<((X' ®R C'(R))[d], (LU' ®r C'(R))[d}) Horn* (id,Tr 
•Homi ($ (X- ) , / ) 

= D o $ ( r ) . 

2.8.5. For T e Dft(RMod) put T* = ®{T), A = $(T) - Rr{m}(T)[d], A* = D{T). 

Loosely speaking, we can think of these four objects as being related by the diagram 

T 
w<< 

<< 

A" 

<< 

^ùm 

w<< 

A* 

E? = 

2.8.6. In the notation of 2.8.5, the hyper-cohomology spectral sequence of® applied 

to T* is given by 

E x t 4 ( f f - J ( T * ) , w ) = • Ht+j(S>{T*)), 

i.e.. 

(2.8.6.1) E%j = <<<<Ert*R(D(Hj(A)),u)c<<Hl+3\T). 

It follows from local duality 2.5 and Lemma 2.4.7 (iii) (iv) that E^3 = 0 for i < 0 and 

that s\xpp(EoJ) has codimension ^ i in Spec(i^). By 2.7 (v) we have 

É°'j =KomR(D{H*{A)),H°{Lj)). 

Recall that an i?-module M of finite (resp., co-finite) type is pseudo-null (resp., co-

pseudo-null) if supp(M) has codimension ^ 2 in Spec(R) (resp., if D(M) is pseudo-

null). 

It follows that, in the quotient category (RMod)/(pseudo-null), the spectral se­

quence (2.8.6.1) degenerates to a collection of short exact sequences 

(2.8.6.2) 0—> Ext1R(D(HJ~1(A)),uj) —>HJ{T) — > E x 4 ( D ( № ( A ) ) , o ; ) —> 0. 

Recall also that, for each prime ideal p G Spec(i?) with ht(p) ^ 1, the localization 
M i—» Mp defines an exact functor (RMod)/(pseudo-null) —> (R Mod). 

2.8.7. Proposition. — In the situation of 2.8.5 there are svectral seauences 

<<^ùm m+jAW(T)) Hi+J(A) 

'mEl'3 Hl+d}(D(H-i(A))) D(H-l-i(T)). 
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Proof. — The hrst spectral sequence Er is just the hyper-cohomology spectral se­
quence for It can be constructed explicitly as follows. Represent T by a complex 
M* of ^-modules; then A is represented by N* = (M* ®R C*(R))[d]. Filter TV by 

the subcomplexes 

F*N' = (M* ®Ra^+d(C'(R))){d}. 

We have 

GRV(iV) = (M- ®RCi+d(R))[-i], 

as C* (R) is a complex of flat i?-modules. The corresponding spectral sequence satisfies 

E[d = Hj(M9) ®R Cl+d(R) = Hj(T) ®R Cl+d(R), 

hence 
®fl$(fi)[-rf],W®fl$®fl$(fi)[-
,Bj,Cj, fj, gj, U*, ft)W< 

as claimed. The second spectral sequence Er is obtained from (2.8.6.1) by applying 
D and using local duality 2.5(iii). • 

2.8.8. Lemma. — For every R-module M of finite type, the R-module Ext°R(M, UJ) 

(resp., Hdm^(M)) is torsion-free (resp., divisible). In particular, H°(UJ) is torsion-

free. 

Proof — We know from 2.7 (v) that Ext°R(M,uj) = HomH(M, D(Hdm}(R))). If r eR 

does not divide zero, then the exact sequence of local cohomology 

HfclWrR) <— <Hfm}(R)<^Hfm}(R) c<<<<Htm}(R/rR) = 0 

(in which the last term vanishes by Lemma 2.4.7 (iii)) shows that multiplication by r on 

D(Hdmy (R))i and hence also on ExtR(M, UJ), is injective. It follows that multiplication 

by r on Hdmy(M) = D(Ext°R(M, UJ)) is surjective. The last statement is a consequence 

ofH°(v) = Ext°R(R,uj). • 

2.8.9. As in 2.8.6, it follows from Lemma 2.4.7 (iii)—(iv) that E^3 ,'E^3 in Proposi­
tion 2.8.7 are co-pseudo-null for i ^ 0 , - 1 . This implies that in the quotient cate­
gory (ftMod)/(co-pseudo-null) the two spectral sequences degenerate into short exact 

sequences 

0 — Hfm}(W(T)) -^W(A) — Hd{-]{W+\T))x<<<0 

0 —w<<<DDD Hfm}(D(H\A)))<<$$^^>D(H3(T))x<^ùùHd-\{D(W-\A)))x0, 

(the second one being just D(2.8.6.2)). It follows from Lemma 2.8.8 and Lemma 2.4.7 

(iv) that Hfm}(HJ(T)) (resp., ExtR(D(H^1 (A)),UJ)) is the maximal ^-divisible 

(resp., i?-torsion) subobject of H°(A) (resp., HJ(T)) in (#Mod)/(co-pseudo-null) 

(resp., (#Mod)/(pseudo-null)). 
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2.8.10. Much of the previous discussion can be reformulated in terms of an analogue 

of the duality diagram 2.8.2 for appropriate quotient categories: 

DJRMod/(pseudo-null) )op 

Dcoft(RMod j (co-pseudo-null) )op 

0 

D 

D/t(#Mod/(pseudo-null)) 

x< 

Dcofi(RMod/(co-pseudo-null)) 

2.8.11. It is sometimes convenient to use another normalization off^ and <I>, namely 

®d{-) =®(-)[d] =BHomRDD(-,u)[d\ =RHomÄ(- ,a ; [d]) 

$_d(-) = *(-)[-d\ = Rr{m}W<<(-) = (-)(8)Ä$-d(Ä). 

Then the map Tr defines a quasi-isomorphism Tr : 3>_d(u;[<i]) —-» I and the dia­

gram (2.8.2) is replaced by 

Dft(RMod)°v 

x<< 

D±oft(RModr 

w<< 

D 

Dft (RMod) 

<p^mm 

1 D ^ ( Ä M o d ) , 

which is commutative up to natural isomorphisms of functors 

r]d :®d =^SS Do$®fl$(fi)[-rf],W®fl$<<_Sd, W<<: $-d ^ Do®<<<dl 

^[d] : id®fl$(fi)[-rf],W®fl$ ° ^ d , £i : i d ^ Do D. 

Here 7/d is given by 

^ d ( - ) = R H o m Ä ( - , w [ d ] ) W R H o m f i ( ( - ) | f i $ _ d ( J R ) , w [ d d ( f i ) ) 

= RHomfl($_d(-),$_d(c;[d]); RHom(id,Tr) RHomfl($_<J(-),7) 

= ö o $ „ d ( - ) , 

and ipd^d are defined as in 2.8.1, with 3> (resp., S>) replaced by $_d (resp., ®d)-

Fixing the same data as in 2.8.4, we can define the functors <£_d and ^ on the level 

of complexes; this will be used in the following Lemma. 

2.8.12. Lemma 

(i) The morphism of complexes £,d{R) • ®-d(@d{R)) = ®-d{w[d]) —• I is equal 

to Tr. 
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(ii) For every complex X* of R-modules with cohomology of finite type, the following 
diagram of morphisms of complexes is commutative: 

(X W < < < ® R @ d ( X ) ) ® R Q - d ( R ) £ £ £ 

X ® R ( @ d ( X ) ® R $ - d ( R ) ] < < < 

®fl$(fi)[-rf<<],W<<®fl$ 

e v 2 ® i d 
®d(R) ®R <S>-d(R) = *-d(@d(R)) 

id®£d(X) 

Tr 

I 

e v 2 < < 

X ® R D ( X ) < ¨ 

Proof — This follows from the definitions. 

2.9. Relation to Pontrjagin duality 

In this section we assume that the residue field k = Fpr is a finite field of charac­
teristic p. 

2.9 .1 . Under this assumption, every R-module M of finite type is compact, Hausdorff 

and totally disconnected in the m-adic topology. The Pontrjagin dual of M is equal 

to 

MD = Homcon t (M ,R /Z) = Homcont(M, Qp/Zp) 

= l i m H o m Z p ( M / m n M , Qp/Zp) 
n 

= lim H o m ^ ( M / m n M , HomZp ( ^ / m n , Qp/Zp)) 
n 

= lim Homfl (M, HomZp (R/mn, Q p / Z p ) ) 
n 

= Honi f i (m, lim HomZp( i? /m", Q P / Z P ) ) 

= H o m ^ M , RD) 

It follows from 2.3.1 (i) and Pontrjagin duality that RD = I is an injective hull of /c, 
hence D(M) = MD for every /^-module M of finite type. 

2.9.2 . Similarly, if N is an i?-module of co-finite type equipped with discrete topo­
logy, then N = limiV[mn] and the adjunction isomorphism 

n 

№ = HomZp(JV, QP/ZP)X<<¨¨¨ ¨Homfi(Af ,HomZp(JR,Qp/Zp)) 

factors through the submodule of the R . H . S . equal to 

H o m f l f j V , l ug H o m Z p ( i ? / m n , Q p / Z p ) ) = H o m ^ i V , Rd) = D(N) 

Thus the functor D coincides with the Pontrjagin dual on both (RMod) ft and 

(RMod)coft. 
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2.10. Non-complete R 

In this section we assume that R is local and Noetherian, but not necessarily 
complete. As above, d = dim(i2). 

2.10.1. Denote by R = limR/mn the m-adic completion of R, with maximal 
n 

ideal m — mR (similarly, put M = lim M/mnM for every R-module M). Recall that 
n 

R is faithfully flat over R ([Mat, Thm. 8.14(3)]). All statements in Sect. 2.2-2.4 
and 2.4.7 (ii)-(iii), (v) are true for R. 

2.10.2. Proposition 

(i) An injective hull IR of k — R/m (=R/m) has a canonical structure of an 
R-module. In fact, IR = IR. 

(ii) For every R-module of finite type M we have 

DR(M) = Horn* (M,J) = Homg (M,J) = DR(M) 

(where I = IR — IR). 
(iii) For every M as in (ii), the canonical maps 

RT{m}(M) Rr{m}(M) ®R R (= Rr{m](M)®RR) ^ Rr{ffl}(M) 

are isomorphisms. In particular, each H^my(M) has a canonical structure of an R-
module. 

(iv) For every M as in (ii), each H^my(M) is an Artinian R-module. 
(v) For every R-module of finite length N the canonical map e : N —> DR(DR(N)) 

is an isomorphism. 

Proof. — For (i)-(iii), see [Br-He, Ex. 3.2.14, Lemma 3.5.4(d)]. For (iv), see [Br-Sh, 
Thm. 7.1.3]. Finally, (v) follows from N = N. • 

2.10.3. Dualizing complex. — An object UJR of ^ ( ^ M o d ) is a dualizing complex 
for R if it can be represented by a bounded complex LU*R of injective R-modules and 
if it satisfies Grothendieck duality 2.6. If it exists, then UOR is determined (up to 
isomorphism) up to a shift LOR ^ OUR [n] ([RD, §V.3.1]). 

If R is a quotient of a Gorenstein local ring then UJR exists ([RD, §V.10]); the 
converse also holds [Kaw]. 

2.10.4. Local Duality ([RD, Ch. V]) . — Assume that UJR exists. Then 

(i) The undetermined shift in the normalization of OJR is uniquely determined by 
the condition 

#{m}(^R) 
f j , i = d 

10, i^d, 
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Fix an isomorphism Tr : H^my(cjR) —> I. 

(ii) For every i?-module M of finite type and i G Z, the Yoneda pairing 

H\m}(M) x ExtdR-*(M,qqq<<uRHfm]^R) ^ I 

induces isomorphisms 

HL^M) ^ £>fl(Extt-*(M,wH)) 

Extf*(M,Wfl) ^ Dfl(ff|m}(M)) = £>g(tffm}(M)). 

^ L ̂ ®fl$(fi)[-rf],W®fl$®fl$(fi)[-rf],W®fl$ ̂  
(iii) CJ^ = UJR ®R R = UR^RR is a dualizing complex for R. 

(iv) R is universally catenary. 

(v) For every prime ideal p G Spec(i?), the localization {OJR)P is a dualizing complex 

for RP. 

(vi) If RR D R is a local ring, free of finite rank as an i?-module, then UJR' exists 

and is isomorphic to Hom^(i?/, UJR) = HRomR(RF, OJ R) . 

(vii) The statements of 2.7(i)-(iii), (vi) hold. 

2.10.5. Lemma. — Let Mbe an R-module of finite type. Then 

(i) If mi Ass(R), then H°[m}(M) C Mtors. 

(ii) Ifdim(R) = 1, *Aen Actors C H°{m}(M). 

(iii) Ifdim(R) = depth(ii) = 1, £Aen Mtors = #{°m}(M). 

(iv) Hfm}(M) is R-divisible. 

(v) i/c^i? exists, then H°(OJR) is torsion-free over R. 

Proof. — The statements (i)-(ii) follow from the fact that 

MtorS = Ker M 

qGAss(iî) 

w<< 

H°{m}(M)=Kei M —> 
qGSpec(H)-{m} 

Mq 

Indeed, in (i) we have Ass(R) Ç Spec(i?) — {m}, while in (ii) Ass(R) contains all 

minimal prime ideals q C R, i.e., all elements of Spec(R) — {m} . The statement (iii) 

is a combination of (i) and (ii). As regards (iv) and (v), Lemma 2.8.8 and Proposi­

tion 2.10.2(iii) imply that Hdmy(M) is indivisible and H°(OJR) ®R R is torsion-free 

over R; we conclude by the faithful flatness of R over R (if r G R does not divide zero 

in R, it is not a zero divisor in R). • 

2.10.6. Example. — If dim(ii) = 1 and R is not Cohen-Macaulay, ther 

#tors = 0, H°{m}(R)^0. 
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2.10.7. Lemma. — Assume that dim(R) = 1 and fix x G m such that dim(R/xR) = 0. 

(i) Let C9 = [R-^RX] be the complex C9(R,x) (in degrees 0,1) from 2.3.3. Then 

®fl$(fi)[-rf],W®fl$ R [ — — 
Rx © Rx (-id,id) Rx 

and the morphism of complexes u : C9 —» C9 ®R C9 given by idR (resp., ( i d ^ , idj^)) 
in degree 0 (resp., 1) is a quasi-isomorphism satisfying s\2 ° u — u. The morphism 
of complexes v : C9 0R C9 —» C9 given by idR (resp., by the projection on the first 
factor) in degree 0 (resp., 1) satisfies vu = id and uv is homotopic to the identity. 

(ii) If x is not a zero divisor in R, then the canonical map Rx —» Frac(i?) is an 
isomorphism. 

Proof. — Easy exercise 

2.10.8. Corollary. — Assume that dim(R) — 1. Then the morphisms of complexes 

(X9 ®RC-)®R {Y9 ®R C9) 523 (X'®RY')®R (C ®HC") 
id(g)u 

(A* (giß Y ) 0 f iG" 
define a functorial cup product 

R r { m } ( X ) ® ß R r { m } ( F ) ^ R r { m } (X®RY) (X,Y eDft(RMod)) 

such that the following diagram is commutative 

nr{m](X)®RKr{m}(Y) 

«12 

Rr{m}(F)®f lRr{m}(X) 

w< 

U ^ 

<p^mm X®RY 

(̂ 12), 

x<<;,! Y®RX 

Proof. — Combine Lemma 1.2.4 and Lemma 2.10.7. 

2.10.9. Assume that dim(i2) = depth(i?) = 1. Then the filtration a^iC* induces, 
as in 2.8.7, a filtration on the complex X9 <S>R C* representing RF{m}(X*) (for every 
complex X* of R-modules with cohomology of finite type). The corresponding spectral 
sequence Er from Proposition 2.8.7 for T = X = X* G D^RMod) degenerates 
(E2 = i?oo) hito short exact sequences 

(2.10.9.1) 0 — Hlm}(H*-\X))<< — H\m}(X)D — Hfm](H\X))<<<< —<<< 0 

All terms in the above exact sequence are i^-torsion (by Lemma 2.10.5 (hi)) and the 
first term is indivisible (by Lemma 2.10.5(iv)). This implies that the cup product on 
cohomology 

H{m}(X)®RH<{m}(<<<Y)W<< W<{m} 'x®<RY<< ( l , y<<6^- ( f iMod) ) 
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induced by the cup product U from 2.10.8 factors through 

®fl$(fi)[-rf],W®fl$®fl$(fi)[-rf],W®fl$®fl$(fi)[-rf],W®fl$®fl$(fi)[-rf 
H[m}(X') ®R H(m}(Y') — H\+^(X' ®R Y')H[m}(X') ®R H<<<( 

i.e.. 

(2.10.9.2) Uij : H\X)TORS ®R №(F)tors —H[m}(X'w<<< (<<X®RY), 

and satisfies 

(2.10.9.3) (si2)*(z Uij ?/) =(si2)*(z Uij ?/) = Uji 
We can drop the upper-boundedness condition if we deal not with objects of the 
derived category, but with complexes of R-modules A#,F*,Z* with cohomology of 
finite type. We obtain products 

H[m}(X') ®R H(m}(Y') — H\+^(X' ®R Y') 

factoring through 
Uij : ̂ (X-)tors ®R HJ(Y')tols w<<<H$}(X' ®R Y') 

and satisfying (2.10.9.3). If 
u:X'®RY' —• Z' 

is a morphism of complexes of -R-modules, then the induced products 

« . o Uij : H'iX'Un ®R H>(Y')torsw<<<H\+UZ') 

depend only on the homotopy class of u. 

2.10.10. Assume that dim(R) = depth(iî) = 1 and that uoR exists. In the hyper-

cohomology spectral sequence 

EiJ — 
£J2 — 

ExtR(H^(X)^R)W<< H-I(X),H\UJR 
H-I(X),H\UJR 

(x e Dft(RMod)) 

we have 
r<<j2 -̂R { H - I ( X ) , H \ U J R ) ) W < < 

and E2J = 0 for i ^ 0,1, which gives short exact sequences 

(2.10.10.1) 0 Ex t^H-^ iX^&iu jR)]W<<< HH&IX))<< 

KomR(H-J(X),H°(L0R)) 0. 

Applying DR to (2.10.10.1) gives, by local duality 2.10.4(h), the exact se­
quences (2.10.9.1) for i — — j + 1. 

2.10.11. Lemma. — Assume that dim(i?) = depth(i?) = 1 and that cuR exists. Then 

(i) JR := H°(u;R) ®r Frac(i?)/R is isomorphic to IR. 
(ii) The exact sequence (2.10.10.1) is isomorphic to 

0—>Homi2(ff-^1(X)tors,/i2) Hj(@{X)) RomR(H-*(X),H°(u;R)) 0. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2006 



66 CHAPTER 2. LOCAL DUALITY 

(iii) HJ (® (X))tOTS is isomorphic to 

HomR(H-j+l(X)tors,IR)<< cww<EomR(H-j+1(X)tors,H°(LOR) ®RFrac(R)/R). 

Proof. — As R is Cohen-Macaulay, we have UJR ^ H°(LUR) in D(RMOO\). Fix x G m 

which is not a zero divisor in R. The iiMinear map a : IR —» JR, induced by 

RX —> Frac(i?) and 

IR(^H\m}{u>R)<<WW= Hlm}(H°(ojR)) = Coker(H°(coR) H°(uR) ®R Rx), 

is an isomorphism, since RX —> Frac(i2) is (Lemma 2.10.7(ii)). This proves the state­

ment (i). 

If M is an ^-module of finite type, so is TV = Ext#(M, H°(OJR)). AS 

coding (supp(Af)) ^ 1, we have 

Ext^(M, H°(UJR) ®R Frac(iî)) = N ®R Frac(i?) = 0, 

by Lemma 2.10.5 (iii). It follows that 

[H°(UJRX<<<X®R Frac(i?) —-> IR] 

is an injective resolution of UJR, which gives an isomorphism 

HomR(P, IR)V<<<<Ext^(P, H°(OJR)) 

for every torsion it-module P. Taking P = Mtorsi the long exact sequence of Ext s 

associated to 
0 —> M/P^M/PW<<—><<M HP + xM) —> 0 

shows that Ext)?(M/P,iir0(cjjR))/xExt)î(M/P,iir0(u;jR)) = 0, hence ExtlR{M/P, 

H°(^R)) = 0 by Nakayama's Lemma. It follows that 

E x t ^ ( M , i f ° ( ^ ) ) = Ex t^ (Mtors ,^° (^ ) ) ^ RomR(MtorSlIR). 

Taking M = H~J+l(X) concludes the proof of (ii). Finally, (iii) follows from (ii) and 

the fact that H°(UJR) is torsion-free (Lemma 2.10.5(v)). • 

2.10.12. Proposition. — Assume that dim(R) — depth(P) = 1 and that UJR exists. 

Given complexes of R-modules X*,Y* with cohomology of finite type and a morphism 

of complexes 
u:Xm0RYm —>UR[U} 

(where UJ*r is a bounded complex of injective R-modules representing UJR), denote by 

Ui,i-n-i : H\X')tms <®RHl-n~\Y')torsX<<<<<H\-^R[n})< = H\M]{LOR) 

^ I R ^ H°(COr) ®r FvaC(R)/R 

the cup products from 2.10.8 and (2.10.9.2) induced by u and Tr. Complete the map 

adj(u) : X* H o r n b y , c ^ [ n ] ) =@n(V) 

to an exact triangle in<<<D^RMOÛ) 

X* ,adj(u) w<<< > Err —> X*[l\. 
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Then the morphism 

adj(UM_n_,) : W(X*)tors —+ Rom^H'-^iY^jR) W<<<<= D(H1~n~i(Y9)tors) 

in (jRMod)fi has the following properties: 

(i) Ker(adj(U^i_n_i)) is isomorphic to a subquotient of Hl~ 1(Err). 
(ii) If ifz_1(Err) is R-torsion, then Coker(adj(Ui?i_n_i)) (resp., Ker(adj(Ui,i_n_i))Y) 

is isomorphic to a submodule (resp., a quotient) of jFP(Err) (resp., of H1-1 (Err)). 

In particular, if Hl~l(Err) = i7*(Err) = 0, then adj(U^,i-n-i) is an isomorphism. 

Proof. — This follows from the Snake Lemma applied to the following diagram, in 
which the hrst square is commutative up to a sign and the map / is the isomorphism 
Prom Lemma 2.10.11(h): 

Hl~l(Err) 

0 —H%(X*)tor, 

adj(Ui,i_n_i] 

D{Hl-n~ *(F-)tors) 

0 (si2)*(z Uij ?/) =(si2)*(z Uij 
(si2)*(z Uij ?/) =(si2)*(z Uij = 

-W(X') 

adj(u)* 

• W(@n(Y*)) Ext°R(H-n-*(Y-), UJR) 

iT(Err) • 

H\X*)/H\X*)to<<<^ -0 

0 

2.10.13. Torsion submodules 

2.10.13.1. The R-torsion submodule of an .R-module M is defined as 

Motors = Mtors = Ker(M —> M ®R Frac(fl)) = {m G M \ (3r \ 0 in R) rm = 0} . 

Note that 

(i) If depth(#) = 0, then Frac(ii) = R and Motors = 0 for all M. 
(ii) The set of r G R dividing zero is equal to the union of the associated primes 

of R: thus 

Mtors Ker M 

pGAss(̂ ) 

c<<< 

(hi) In particular, 

(R/m)tOTS = 0 m G Ass(iî)\X*)/H\X*)to^ depth(iî) = 0. 
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(iv) Let y C i? be a multiplicative subset of R. If r G i? does not divide zero in 

R, the same is true for its image under the canonical morphism R —>> Ry, which then 

induces a homomorphism of Ry>- algebras 

Fiduc(R)y = Frac(i?) <S)R Ry —> Frac(ii^). 

Similarly, for every P-module M there is a canonical (injective) homomorphism 

(Mfl-tors)^ — ( M ^ ) \ X * ) / H \ X * ) t o ^ re. 

(v) The maps in (iv) need not be isomorphisms, even = R — p for p G Spec(i? 

For example, if dim(i?) = 2, depth(P) = 0, dim(Pp) = depth(ix,p) = 1, then 

Frac(i?)0 = RtJ^ FracfPJ. 

2.10.13.2. Recall Serre's conditions 

(Rn) Rp is regular for all p G Spec(R) with ht(p) ^ n. 

(5n) depth(Pp) ^ min(ht(p),n) /or a// p G Spec(iî). 

The following implications hold (fEGAIV.2, §5.7-5.81): 

R is Cohen-Macaulay\X*)/H\X*)to^ satisfies (Sn) for all n ^ 0 =^> satisfies (.Si) 

R has no embedded primes R satisfies (Ro) and (Si) 

4=> is reduced <^= R is a domain. 

2.10.13.3. Lemma. — If R has no embedded primes, then 

(i) There is a canonical isomorphism 

Frac(P) 

ht(p)=0 
Rt3 • 

(ii) The canonical map Frac(i?)q —» Frac(i?q) is an isomorphism, for each q G 

Spec(P). 

(iii) If A is a finite abelian group, then the canonical map Frac(i?)[A] —» 

Frac(i?[A]) is an isomorphism. 

Proof 

(i) Combine [EGAI, §7.1.8-7.1.9] (cf. [Bou, §IV.2.5, Prop. 10(iii)] in the case 

when R is reduced). 

(ii) Fix p G Spec(P) with ht(p) = 0. If p C q, then (Rp)q (= Rp ®R Rq) = Rp = 

(Rq)p. If p <f- q, then there i s x G p , x ^ q . A s x 0 l = l 0 x i s simultaneously 

nilpotent and invertible in Rp ®RRq, we have {Rp)q = 0. Applying (i) to both R and 

Ra we get isomorphisms 

Frac(P)q 

ht(p)=0 

w<<^ùm 

ht(p) = 0 
p C q 

Rq ^ Frac(Pq). 
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(iii) The map in question is injective for arbitrary R. In order to prove surjectivity, 

we must show that, for every a E R[A] which is not a zero divisor, the cokernel of 

the iniective multiplication map 

multa : R[A] —> R[A],x<<multa (x) = ax 

satisfies 

Coker(multa) ®R Frac(jR) = 0. 

This follows from (i) and the fact that 

^p(Coker(multQ)p) = £Rp (Ker(multa)p) = 0 

for all p E Spec(i?) with ht(p) = 0. 

2.10.13.4. Corollary. —- If R has no embedded primes, then the canonical map 

(MR-tors)q > (Mq)jRq-tors 

is an isomorphism, for each R-module M and q E Spec(R). 

Proof. — Localize the exact sequence 

0 —> Motors —> M — > M ® R Frac(i?) 

at q and apply Lemma 2.10.13.3(h). • 

2.10.14. Assume that UJR exists, but impose no other conditions on R. In this case 

the statement of Lemma 2.10.7 (i) holds if we replace C* by the following complex in 

degrees 0,1: 
x<<<p^ùm R—^Frac(i^) 

(note that C* = Cm if dim(fl) = depth(fi) = 1, by Lemma 2.10.7(h)). 
Let X* and Y* be complexes of i?-modules. The exact sequence 

0 — - Hl-\X*) ®R {Frac(R)/R) c w w < H \ X * ®RC*) ^$ùùw\X')tOTS —> 0, 

together with the corresponding sequence for Y* and the construction of Corol­

lary 2.10.8, yield cup products 

Uij : /T(X-)tors ®R W(Y-)tOTS —> H^((X* ®R y ) ®R C*) 

satisfying 

(2.10.14.1) (si2)*(x Uij y) = {-l)ijyl)ji x. 

If UJ% is a bounded complex of injective iï-modules representing UJR and 

u: X* ®RY* —> uJR[n] 

a morphism of complexes, then u induces cup products 

Uu -n- i : Hl(X')tors ®fi H1~n~i(Y')tors H\wR ®R C), 
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with the target sitting in an exact sequence 

0 H°(UJr) ®R (Frac(R)/R)<< —> H 1 ^ ®R C7#) — + # V O T E R S 0. 

If R is Cohen-Macaulay (resp., if depth(i?p) = 1 for all p G Spec(P) with ht(p) = 1), 

then H1(UJR) is zero (resp., pseudo-null) and we obtain cup products 

UM_n_i : iT(X-)t0rs (8)« ^ ' - " - ^ y j t o r s — H\UJR) ®R (Frac(i?)/i?) 

in (ftMod) (resp., in (jRMod)/(pseudo-null)). 

If R has no embedded primes, then it follows from Lemma 2.10.13.3 (ii) and Corol­

lary 2.10.13.4 that the localization of Ui,i-n-z at each p G Spec(i?) with ht(p) = 1 

coincides with the cup product from Proposition 2.10.12, applied to RP. 

2.10.15. Assume that UJR exists and depth (i2p) = 1 for all p G Spec(i?) with ht(p) = 

1. In the category (#Mod)/(pseudo-null), the hyper-cohomology spectral sequence 

< E i , j 

satisfies 

E%j = ErtR{H-HX),H°{u>R)) 

(by 2.7(vi)) and El2'j = 0 for i ^ 0,1. This yields an analogue of (2.10.10.1) 

0 ExtR(H-i+1(X),H0(LOR))W<<<Hj(®(X)) b,w<<HomR(H-J(X),H°(u,R)) —> 0 

and an isomorphism 

Ext^t f -^^^W)b^ùmmmHj(®(X) )R- tor s<< 

in (#Mod)/(pseudo-null) (using Lemma 2.10.5 (v)). 

2.10.16. Proposition. — Assume thatujR exists and R has no embedded primes. Then, 

for each X G Z}^(#Mod) and j G Z, there is an isomorphism in (^Mod) / (pseudo-null) 

Homfl(tf-'+H*)tors, # V i 0 ®R (Frzc(R)/R)) 

Ext1R(H-^1(X),H°(ojR)) ^ ff'(0pO)tors, 

£/ie localization of which at each p G Spec(P) with ht(p) = 1 coincides with the 

isomorphism from Lemma 2.10.11 (iii), applied to Rp. 

Proof. — The construction in 2.10.15 yields an isomorphism in (#Mod)/(pseudo-null) 

Hi(@(X))tors ^ E x t ^ ( M , / / ° ( ^ ) ) , 

where M — H •7+1(X). For each p G Spec(i?) with ht(p) = 1, the canonical map 

ExtR(M,H°(wR))v = ExtRp(Mp,H0(ioR)v) 

-^Ext^ ((Mp)\X*)/H\X*)to^ H°(UJr)p) = ExtR(MR-TORS,H°(uR))p<<< 
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is an isomorphism (using Corollary 2.10.13.4 and the proof of Lemma 2.10.11(h)). 

This yields a canonical isomorphism in (#Mod)/(pseudo-null) 

E x t ^ ( M , # V I O ) ^ E x t ^ ( M ^ t o r s , # ° ( ^ ) ) . 

The boundary map associated to the exact sequence 

0 — > H°(UJR) — > H°(UJR) ®R Frac(i?) — > H°(LUR) ®R FY&C(R)/R — > 0 

gives an isomorphism in (#Mod) 

S : RomR{MR-torsi H°(uoR) ®R FY<IC(R)/R) ^ ExtR(MR-tOTSl H°(uR)). 

Then the composite isomorphism in (^Mod)/(pseudo-null) 

Hj(@(X))tOTa ^ ExtR(M,H°(cuR)) ExtR(MR-tors,H°(coR)) 

-^RomR(MR-tors, H°(ooR) ®R FY&C(R)/R) 

has the required properties under localization at each p G Spec(R) with ht(p) = 1 

(the minus sign comes from the fact that the map in 2.10.11 was defined using an 

injective resolution, hence differs from that defined in terms of S by a sign). • 

2.10.17. Proposition. — Assume that R is Cohen-Macaulay (resp., R has no embedded 

primes) and that UJr exists. Given complexes of R-modules X*,Y* with cohomology 

of finite type and a morphism of complexes 

u:X*®RY- —>0JR[n] 

as in 2.10.14, let 

Ui,i-n-2 Hl(X*)tors ®R H1 n l(Y')tors >H°(cuR) ®r (Frac(R)/R) 

be the cup products in (RMod) (resp., in (RMod) / (pseudo-null)) defined in 2.10.14-

Complete the m,a,r> 

adj(u) : X' — RomR(Y',ujR{n}) =@n(Y') 

to an exact triangle in Dft((RMod)/(pseudo-null)) 

X'^@n(V)X<<<<MMErr<< P¨£W<<*•[!]. 

Then the morphism 

adj(U,,i_n_,) : Hl(X*)tOTS • H o m f l ^ ^ - ^ y j t o ^ ^ N ®R (Fmc(R)/R)) 

in (RMod)/(pseudo-null) has the following properties: 

(i) Ker(adj(Ui?i_n_i)) is isomorphic to a subquotient of W~1(EYY) . 

(ii) IfHt~1(EYr) is R-torsion, then Coker(adj(U2?i_n_i)) (resp., Ker(adj(Uf,i-n-i)V 

is isomorphic to a subobject (resp., a quotient) of HL(Err) (resp., of H1~1(EYY)). 

In particular, if H1~1(EYY) = H1(EYY) = 0 in (j^Mod)/ (pseudo-null), then adj(U^i_n_z) 

is an isomorphism in (RMod)/(pseudo-null). 
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Proof. — The proof of Proposition 2.10.12 applies, with Proposition 2.10.16 replacing 
Lemma 2.10.11. • 

2.10.18. Proposition. — Let X and Y be R-modules of finite type with support of codi­
mension ^ 1 in Spec(R). Assume that, for each prime ideal p G Spec(R) with 
ht(p) = 1, there exists a monomorphism (resp., epimorphism, resp., isomorphism) 
of Rp-modules gp : Xp —» Yp. Then there exists a monomorphism (resp., epimor­
phism, resp., isomorphism) g : X —• Y in (^Mod)/(pseudo-null). 

Proof. — For each prime ideal P in the finite set 

A(X) = {pe supp(X) I ht(P) = 1}, 

denote by fp : X —» Xp the canonical map. The kernel of 

f = (fp):X-
peA(x) 

Xp 

is pseudo-null, and so is the cokernel of the canonical map 

Im(/) -

V£A(X) 

M / p ) . 

It is enough, therefore, to consider only the case when A(X) = A(Y) = {p} and 

X cXp-^Yp DY. 

There exists r G R — p such that r • gP(X) C V; restricting the map r • gp to X defines 
the desired morphism of R-modules g : X —• Y. • 

2.10.19. Corollary. — If R satisfies (R\) and X is an R-module of finite type with 
codim^(supp(X)) ^ 1, then X is isomorphic in (#Mod)/(pseudo-null) to 

X 
ht(p) = l i^l 

(R/pl)n{p'l)> 

where n(P, i) ^ 0 and only finitely many n(P, i) are non-zero. 

Proof — For each prime ideal P G A(X) (using the same notation as in the proof of 
Proposition 2.10.18), the localization Rp is a discrete valuation ring, hence 

x<< 

o^mm 

K / V P ^ p r ^ ) 

(where the sum is finite). The claim follows from Proposition 2.10.18 applied to X 

and 

Y = 
peA(x) i^i 

(R/pl)n(p,l)- I 
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2.10.20. Lemma. — Assume that dim(R) = depth(jR) = 1 and that UJr exists. Let 

M, N be R-modules of finite type and 

h: M®RN — > H°(LJR) 

a bilinear form. Denote the corresponding adjoint maps by 

a := adj(/i) : M —> RomR(N, H°(cuR)) 

ß := adj(fc o Sl2) : N —> Homß(M, H°{uR)). 

If for each minimal prime ideal q C R, the localization aq is an isomorphism, then: 

(i) For each minimal prime ideal q C R, ßq is an isomorphism. 

(ii) Ker(a) = Mtors, Kei(ß) = Ntors. 

(iii) DR(Coker(a)) ^ Cokev(ß). 

(iv) £R(Coker(a)) = ^(Coker(/?)). 

Proof 

(i) We have H°(ujR)q = IRqi hence hq : Mq ®Rq Nq -+ IRq, aq : Mq - » £>fiq(Aq); 
thus 

A, : Nq-^DR(DR(Nq)) 
x<<< \X*)/H\X*)to 

\X*)/H\X*)to^^ 
is an isomorphism by Proposition 2.10.2 (v). As regards (ii), we have Mtors Q Ker(a), 

since H°(iuR) is torsion-free. On the other hand, 

Ker(a) Ç Ker x< 

q 

<^mù — Aftors, 

since all aq are isomorphisms. 

(iii) According to (ii), the map a factors through 

M/Mtors Homfi( iV,F0(^)) 

(and similarly for /?). Fixing an injective resolution 

i:H°(u;R) ^umR 

for each Z — M. N the canonical map 

HomR(Z/ZtorsiH°(u;R))w<<<RomR(Z, H°(ooR)) 

resp., 

BomR(Z/ZtOTSlH°(u;R)) —-> Hom^(Z/Ztors ,^) = @{Z/ZtOT8) 

is an isomorphism (resp., a quasi-isomorphism, by Lemma 2.10.11). This implies that 

we have an exact triangle in D ^ ^ M o d ) 

M/Mtors^{N/Ntors)<<<x<<<<Coker(cv) 

Applying^, we obtain another exact triangle 

^(Coker(a)) —><<<< $>($><<(N/Nt0[S))^l@(M/Mtots). 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2006 



74 CHAPTER 2. LOCAL DUALITY 

As Q)(OL) O e = f3' and e : N/NTOVS —» 3> (@ (N / Nt0Ts)) is an isomorphism, we obtain 

(again by Lemma 2.10.11) isomorphisms in D^(^Mod) 

Coker(/3) ^ ^ ( C o k e r ( a ) ) [ l ] D(Coker(a)), 

hence an isomorphism Coker(/3) ^> D(Coker(a)) in (#Mod). Finally, (iv) follows 

from (iii). • 

2.10.21. In the situation of Lemma 2.10.20, we use the following; notation: 

£R(det(h)) := ^(Coker(a)) = £ R(Coker (f3)). 

2.11. Semi-local R 

2.11.1. Everything in Sect. 2.2-2.9 has a straightforward generalization to the case 

when R is an equi-dimensional semi-local Noetherian ring, complete with respect to 

its radical m. In this case R has finitely many maximal ideals mi , . . . ,mr and is 

isomorphic to 

R Rvni X • • • X Rmr. 

Similarly, every .R-module M decomposes canonically as 

\X*)/H\X*)Mmi e - - -0Mmr, 

and the theory in 2.2-2.9 applies separately to each itmi-module Mmi. 

2.11.2. If R is of the form considered in 2.11.1, so is every finite /2-algebra R' 

(e.g. R' — R[A] for a finite abelian group A) . 
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CHAPTER 3 

CONTINUOUS COHOMOLOGY 

In this chapter we develop a formalism of continuous cohomology for a certain 
class of i?[G]-modules. Our approach is purely algebraic; the fundamental objects are 
the "admissible" R[G]-modules, even though the cohomology can be defined even for 
"ind-admissible" modules (filtered inductive limits of admissible modules). Section 3.6 
can be ignored; it is unrelated to the rest of the article. 

3.1. Properties of i?-modules of finite type 

We shall repeatedly use the following standard facts about .R-modules of finite type 
([Bou, Ch. HI]). Let / : M —» N be an ^-linear map between R-modules of finite 
type; equip both M and TV with the m-adic topology. Then 

3.1.1. M and TV are Hausdorff and linearly compact. 

3.1.2. / i s continuous. 

3.1.3. Im(/) is closed in N. 

3.1.4. / is strict, i.e., the quotient topology on Im(/) = M/Ker( / ) coincides with 
the topology induced from N. 

3.1.5. If / is surjective, then it admits a continuous (not necessarily ^-linear) section. 

3.2. Admissible R[G]-modules 

Let G be a group acting itMinearly on an i?-module M. The action can be described 
either as a map 

AM : G x M —> M, \M(g, m) = g (m), 
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or by the induced map 

Pm : R[G] —^ End^(M; PA w<<< (m) — K rlgl(m) 

Throughout Chapter 3, G will be a (Hausdorff) topological group. 

3.2.1. Definition. — An i?[G]-module M is admissible iff 

(i) The image of pu is an /^-module of finite type; and 
(ii) The map G R[G] ^> IUI(pm) is continuous (if Im(pA/) is equipped with 

m-adic topology). 

A morphism between admissible R[G]-modules M, N is an R[G]-linear map / : M —> 
N. Admissible R[G]-modules form a full subcategory (^j^Mod) of (#[G]Mod). 

3.2.2. Lemma. — Let M be an admissible R[G}-module. Then 

(i) If N C M is an R-submodule of finite type, then R[G] • N is of finite type 
over R. 

(ii) M is the union of its R[G\-submodules that are of finite type over R. 
(iii) If N G M is an R[G\-submodule, then both N and M/N are admissible. 
(iv) / / / : H —> G is a (continuous) homomorphism of topological groups, then 

f*M (— M viewed as an H-module) is an admissible R[H]-module. 
(v) If H <\ G is a closed normal subgroup of G, then MH is an admissible G/H-

module. 

Proof 

(i) R[G] • N is contained in the image of 

lm(pM) ®RN —> EndR(M) ®fl M-^M 

(ii) This follows from (i). 
(iii) The commutative diagrams 

RIG] 
PN 

Endfl(JV) 

PA 

^mm 

EndR(M 

a' 

Horn/?(TV, M) 

R[G] 

PM/N 

End*( M/N) 

PM 

/3 

End^(M) 

x<< 

HomR(M,M/N)<< 

>how that both Im(p^) and Im(pM/N) are of finite type over R. The map 

Im(pM) ^~ a'(lm(pM)) - a(lm(pN)) 

induced by a' is m-adically continuous by 3.1.2, hence G —• Im(pyv) is continuous 
by 3.1.4. The same argument works for G —• Im(pM/N). 

(iv) This follows from definitions. 
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(v) The commutative diagram 

R\G] 

PM 

EndR(M) 

can R[G/H] x<<< EndR{MH) 

^mm 

HomR(MH, A a 

shows that Im(pMn) = (3 1 (a(lm(pM))) is of finite type over R. The composite map 

G can G/H PA4hz >lm(pMH ) - ^ а ( 1 ш ( р м W < < ) ) 

is continuous and the maps can,/? 7 (the latter is induced by (3) are strict, hence 

G/H —> I m ( p M n ) is continuous. • 

3.2.3. Corollary. — (^j^Mod) is an abelian category (satisfying (AB1), (AB2J). Its 
embedding into ( /^^Mod) preserves finite limits and finite colimits. 

3.2.4. Lemma. — Let T (resp., A) be an R[G)-module of finite (resp., co-finite) type 
over R. Equip T (resp., A) with m-adic (resp., discrete) topology. Then T (resp.. A) 
is an admissible R[G]-module iff the map AT G x T —> T (resp., XA : G x A —• A) 
is continuous. 

Proof. — Let M — T or A. If pmì • G —* IÏÏÎ(pm) is continuous, so is 

AM : G x M pMÌx'\dM \X*)/H\X*)to^\X*) 
\X*)/H\X*)to^\X* 

Conversely, assume that AT is continuous. By 3.1.4 it is enough to check that pri : 

G —> EndR(T) is continuous. By a version of the Artin-Rees Lemma ([Bou, §111.3 

Prop. 2]) there is no such that 

Ker(End^(T) —> Hom^T, T/mn+n°T)) c mnEndR(T) (Vn ^ 0). 

By continuity of AT1, for each n ^ 0 there is a neighbourhood of unity Un C G such 

that pM(Un) acts trivially on T/mn+n°T; thus pT(Un) C 1 + mnEndR(T) and pTi is 

continuous. 

If A^ is continuous, then there is, for each n ^ 0, a neighbourhood of unity Vn C G 

stabilizing pointwise A[mn]. Put T = D(A) with G-action given by (g(t))(a) — 

tig'1 (a)). Then, for g e Vn, {g - 1)T C Aftta71]1- = mnT. This means that 

AT is continuous, hence T is admissible. Admissibility of A follows from the next 

Proposition. • 

3.2.5. Proposition. — If M,N are admissible R[G]-modules, then both P = M ®R N 

and Q — Hom#(M, N) are admissible. 

Proof. — The modules 

lm(pP) C Im(lm(pM) ®R lm{pN) EndR{M)X<<®R<End<R{N)^EndR{P)) 

Im(pQ) C Im(lm(pM) ®R lm{pN) — • EndR(M) ®RW<<w<$^^<^EndR{Q)) 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 200C 



78 CHAPTER 3. CONTINUOUS COHOMOLOGY 

are both of finite type over R (the maps a,/3 are given by (a(f 0 g))(x 0 y)<< 

f(x) 0 g(y); (P(f <g) g))(q) = goqof). The diagonal action 

C (PMÌ,PNÌ) lm(pM) x Im(pjv) 
H-I(X),H<<\U^H-I(X),H\UJRW< 
H-I(X),<<H\UH-I(X),H\UJR<<<J 

is continuous, hence both ppi and pQi are continuous by 3.1.z 

3.2.6. Proposition. — Let M9 be a bounded above complex of admissible R[G]-modules 

with all cohomology groups Hl(M9) of finite type over R. Then there is a subcomplex 

N9 ^ M* (of admissible R[G}-modules) such that 

(i) Each AP is of finite type over R. 

(ii) The inclusion N9 ^ M* is a quasi-isomorphism. 

Proof. — If Ml = 0 for all i then take N9 = MV If Mj ^ 0 but Ml = 0 for i > j, 

choose an i?-submodule of finite type X° C A/P that surjects onto Hj(M9). Then 

№ = R[G] • Xj C AP is of finite type over R by Lemma 3.2.2 (i). Put Yj~l = 
d~1(NJ) D Z3~x = Ker(d : AP~l AP) and choose an i?-submodule of finite 
type XJ'1 C Yj~l such that dX3~l = dYJ~l and that X3~l n ZJ~l surjects onto 
Wl(M9). Again Nj~l = R[G] • XJ~l c Z^1 is of finite type over R. We put 
Yi~2 = d~l(Ni~l) and continue this process. • 

3.2.7. Corollary. — Let A9 be a bounded below (resp., bounded) complex of admissible 
R[G)-modules with all cohomology groups Hl(A9) of co-finite type over R. Then there 
is a bounded below (resp., bounded) complex B9 of admissible R[G]-modules of co-finite 
type over R and a map of complexes A9 —> B9 which is a quasi-isomorphism. 

Proof. — Applying Proposition 3.2.6 to M9 = D(A9) we get a subcomplex incl : 
N9 ^ D(A9). For B9 := D(N9) the canonical map 

A-̂ D(D(A-))-*<<x^$$$$^D$$(N-)<<^̂  = B* 

is a composition of two quasi-isomorphisms (using 2.3.2 and 3.2.6). If A* is bounded, 
s o i s B V • 

3.2.8. Proposition. — Denote by ( ^ j ^ M o d ) ^ ^ (resp., (R

d^Modww<<)Rco^) the category 
of admissible R\G]-modules of finite (resp., co-finite type) over R. Then the embed-
ding s 

(R%^od) R_ft — (SJG]Mod) — («1G]Mod)fl_co/ 

induce equivalences of categories 

D * ( ( £ } G ] M o d ) f l JSJG]Mod)w<p^ùmm(«1G]M<od) ̂ ^ ( ^ Mod) (* = - & ) 

D*(^[G]Mod)R_cJ^DR_cof^[G]x<<Mod)<< (* = +,6) . 

Proof. — Essential surjectivity follows from Proposition 3.2.6 and Corollary 3.2.7. 

Full-faithfulness is a general nonsense ([Ve2, §111.2.4.11). • 
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3.3. Ind-admissible R[G]-modules 

3.3.1. Definition. — Let M be an R[G]-module. Denote by S(M) the set of R[G]-
submodules Ma C M satisfying 

(a) Ma is of finite type over R; 
(b) The action A M « • G X Ma —+ M a is continuous (with respect to the m-adic 

topology on Ma). 

3.3.2. Lemma 

(i) 7 / M a G S(M), then N G S(M) for every R[G}-submodule N c Ma. 
(ii) If f : M ^ N is a homomorphism of R[G]-modules and Ma G <S(M), t/ien 

/ ( M a ) G 5 ( i V ) . 
(hi) I f M a , M p e S { M ) , < then Ma+ Mp eS(M). 

Proof. — All one needs to do is to check the condition (b) of the definition. In (i) 
(resp. (ii)) the continuity of A AT (resp., A J ( M q ) ) follows from the continuity of A M Q 

and the fact that the inclusion N ^ Ma (resp., the surjection / : Ma —» f(Ma)) 
is a strict map. The statement (hi) follows from (ii), as Ma + Mp is the image of 
Ma © Mp G S(M © M) under the sum map E : M © M M . • 

j(M) := 
MaeS(M) 

w<< 

is an R[G]~submodule of M, j(j(M)) = j{M) and f(j(M)) Ç j(N). 

3.3.4. Definition. — An i^G]-module M is ind-admissible if M = j(M). 

3.3.5. Proposition 
(i) Ind-admissible R[G]-modules form a full (abelian) subcategory ( ^ ^ d M o d ) of 

(i?[G]Mod); which is stable under subobjects, quotients, colimits and tensor products. 
(ii) The embedding functor i : ( ^ ^ d M o d ) —> ( / ^ M o d ) is exact and is left adjoint 

to j : U[G]Mod) ( ^GfMod) . 
(iii) The functor j is left exact and preserves injectives; the category ( ^ ^ d M o d ) 

has enough injectives. 
(iv) Every admissible R[G]-module is ind-admissible. 
(v) An ind-admissible R[G]-module M is admissible ifflm(pM) is an R-module of 

finite type. 
(vi) An R[G]-module M of finite (resp., co-finite) type over R is ind-admissible iff 

it is admissible. 
(vii) For M, N G ( ^ ^ d M o d ) , the canonical maps 

RomR[G]{M,N) 
MaeS(M) 

lim x<<RomRlG](Ma,N) lim x<<<<lim Hom^[Gl (Ma,Np) 
Maes(M) Npes(N) 

are both isomorphisms. 
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(viii) The categories of ind-objects Ind((^jGjMod)^ ) and Ind(^jG]Mod) are 
ca.nonicalla emi.ivalent to f ^ t ^ M o d ) . 

Proof 

(i) If M = j(M) is ind-admissible and TV is an i?[G]-submodule of M, then 
both N = \J(N n Ma) and M/N = \J(Ma/(N n MQ)) are ind-admissible 
(Ma E S(M)). This proves stability by subquotients. Every colimit lim M(/3) 
is a quotient of the direct sum M = 0 M ( / 3 ) . If each M((3) is ind-admissible, 
so is M = U ( ^ № ) « ! © ••• 0 M(/3n)aJ ( M ( A ) « . € S(M(f t ) ) ) . Finally, if 
M = j ( M ) and N = j(N), then M ®R N = U I M ( M « ®ft ^ ~^ M ®R N) = 

7 (M ®RN). 
(ii) The functors i,j form an adjoint pair almost by definition; i commutes with 

finite limits by (i). 
(iii) As i is exact, its right adjoint j preserves injectives (and is left exact by 

adjointness). For every ind-admissible R[G}-modu\e M there is a monomorphism 
i(M) —> J with J injective in ( ^ ^ M o d ) ; then M —> j(J) is a monomorphism with 
j(J) injective in ( £ ^ d M o d ) . 

(iv) Use (i), Lemma 3.2.2(h) and Lemma 3.2.4. 

(v) If M is an ind-admissible R[G]-module, then the canonical map 

u : Im(pA/) —> lim Im(pMa) 
x<<<<< 

is an isomorphism of i?-modules. If, in addition, IUI(pm) is an R-module 

of finite type, then u is a homeomorphism with respect to m-adic topolo­

gies on Im(pM) and Im(pMfV); thus G —» IVH{pm) is continuous and M is 

admissible. 

(vi) This follows from (v). 

(vii) The first arrow is an isomorphism by definition of colimits. As regards the 

second arrow, note that 

lim RomR[G]{MaiNp) RomR[G]{Mai N) 
^$ùx<<<< 

is an isomorphism, since the image of any R[G]-linear map Ma —» N is of finite type 

over R, hence is contained in some Np. 

(viii) For a category C, an object of Ind(C) is a functor F : J —» C, where J is a 

small filtered category. Morphisms in Ind(C) are given by 

H o m w u ^ F ' ) = limlimHomr(F(7),F/(7/)). 
J IF 

In the special case of C — (^ j^Mod), associating to F the colimit HmF(j) in 

(R\Q]Mod) defines functors 

Ind ( (£[G]Mod) R_ft) - ^ I n d (£JG]Mod) (SfcfMod) 
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It follows from (iv) (resp., (vii)) that S (resp., T o S) is an equivalence of categories. 

3.3.6. Lemma 

(i) If M e («}G]Mod) andN G ( g ^ M o d ) , then HomjR(M, TV) G ( ^ d M o d ) . 

(ii) If M e ( ^ ^ M o d ) and H < G is a closed normal subgroup of G, then MH G 

(kfG/dff]Mod). 

Proof 

(i) Write TV = [jNp with Np G S(N). The #[G]-modules KomR(M, Np) are 

all admissible (hence ind-admissible) by Proposition 3.2.5; it follows from Proposi­

tion 3.3.5 (i) that Hom#(M, TV) = lim Hom^(M, Np) is ind-admissible as well. 

(ii) By Proposition 3.3.5 (i), MH is ind-admissible as an R[G]-module. The claim 

follows from the fact that G —> G/H is a quotient map (i.e., G/i7 has the quotient 

topology). • 

3.3.7. Proposition. — Let G — \imG/U be the pro-finite completion of G with the pro-

finite topology (U runs through all normal subgroups of G of finite index). Ifk is finite, 

then the action pM '• G —> AutR(M) of G on every admissible (resp., ind-admissible) 

R[G]-module M factors canonically through the natural map G —» G; this makes M 

into an admissible (resp., ind-admissible) R[G}-module. 

Proof. — If M = \jMa (Ma G S(M)) is ind-admissible, then each group AutR(Ma) 

is finite and the map 

PM'G —> iimAutK(Ma) (C AntR(M)) 
Ol 

is continuous with respect to the pro-finite topology on the target, hence factors 

canonically through a continuous homomorphism G —» lim A\xtR(Ma). • 

3.3.8. Corollary. — If the natural map G G is continuous, then it induces equiva­

lences of categories 

(^g]Mod) ^ $[G]Mod), ( ^ M o d ) («fGfMod). 

3.3.9. Proposition. — Let M* be a bounded above complex of ind-admissible R[G]-

modules with all cohomology groups Hl(M*) of finite type over R. Then there ù 

a subcomplex N9 ^ M* (of admissible R[G]-modules) such that 

(i) Each Nl is of finite type over R. 

(ii) The inclusion TV* M* is a quasi-isomorphism. 

Proof. — The proof of Proposition 3.2.6 applies word by word. 
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33.10. Proposition. — The embeddings 

(RlG]Mod)R_ft = efin[dG]dMod)R_/f $G]Mod) — (ktcfMod) 

induce equivalences of categories 

D-((^[G]Mod)R_ft)=D'(^D-((^[G]Mod)R_ft)D-((^[G]Mod=D-((^[]D-((^[G]Mod)R_ft 

Proof. — As in 3.2.8. 

3.4. Continuous cochains 

3.4.1. Let G be a topological group and M an ind-admissible R[G]-module. 

3.4.1.1. Definition. — (Non-homogeneous) continuous cochains of degree i > 0 
on G with values in M are defined as 

C*ont(G,M) = lim Ciont(G,Ma) 
MaeS(M) 

where Clont(G, Ma) is the i?-module of continuous maps Gl —» Ma (Ma is equipped 
with m-adic topology). In other words, 

C*ont(G, Ma) = Hm G*ont(G, Ma/mnMa). 
П 

3.4.1.2. The standard differential 

(<fc)(#i,...,0i+i) = 

\X*X*)to^H\X*)to^ 
i 

3 = 1 
{-l)Jc(gu...,gJgJ+1,...,gl+l) + (-1)г ^ ( ^ , . . . , дг) 

maps C*ont(G,Ma) to С^п\(С,Ма) (by Lemma 3.2.4), hence 

• Qont(G, M)-^>C^t(G, M) — • 

becomes a complex C*ont(G, M) of .R-modules. 

3.4.1.3. Let M* be a complex of ind-admissible R[G]-modules. We define 
C*ont(G: M*) to be the simple complex associated to CJcont{G, Ml)\ its compo­
nent of degree n is equal to 

C™nt(G,M') = 
i+j=n 

\X*)/H\X*)to^ 

(if M* is bounded below, then the sum is finite and vanishes for n << 0) and the 
restriction of the differential ô^i to C3cont(G, Ml) is equal to the sum of 

(-1)*^ : G,:„:|;G. Д/' ! —* G^iG. M' ).(-1)*^ : G,: 

and 
( - 1 ) * ^ : G,:„:|;G. Д/' ! —* G ^ i G . M' ). 
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This sign rule implies that 

C;ont(G,M'[l}) = C'cont(G,M')ll}. 

3.4.1.4. Every morphism / : M * —> N* of complexes of ind-admissible [(7]-modules 
induces a morphism of complexes of i?-modules 

/ . : C - o n t ( G , M - ) — C'COAT(G,N') 

satisfying 

Qont(G,Cone(Af MN')) = Cone(Qont(G, M')^C'CONT(G, N')). 

3.4.1.5. It follows from Proposition 3.3.5 (i) that C*ont(G, —) commutes with filtered 
direct limits. 

3.4.1.6. Given a continuous homomorphism of topological groups u : G' —• G, an 
ind-admissible R[G] (resp., R[G'])-module M (resp., Mf) and an i?-linear map v : 
M —» M' such that v{u{g')m) = g'v{m) for all m G M, g7 G G', the pair (u,v) : 
(G, M) —> (G', M' ) induces a homomorphism 

/ ^ ^ ( G ^ ^ ^ G ^ ^ ^ ^ O 

GIVEN BY ( / ( C ) ) ( s i , . . . ,0-) = V ( C ( 7 i ( ^ ) , . . . X ^ ) ) ) -

3.4.2. Proposition. — Let 0 —> M'-^M—>M" 0 be an exact sequence of R[G\-
modules. with M ind-admissible. Then M' M" are also ind-admissible and 

0 x<<<<<C-CONT(G,M')^C'CONT(G,M)^C'ONT(G,M")CW<<0 

is an exact sequence of complexes of R-modules. More generally, the statement still 
holds if we allow M, M', M" to be complexes of ind-admissible R[G]-modules. 

Proof. — Ind-admissibility of Mf,M" follows from Proposition 3.3.5(i). Clearly 
Ker(a*) = 0 and(-1)*^ : G,: = 0. Writing M = UmMa with Ma G <S(M), it is enough 

a 
to consider the case of M of finite type over R. The surjectivity of (3* then follows 
from 3.1.5 and the equality Ker(/3*) = Im(a*) from the fact that a is strict. The 
statement for complexes is a formal consequence of the statement for modules. • 
3.4.3. Corollary. — The canonical map of complexes 7 : [M'-^M] —> M" (with M, 
M" in degree zero) induces a quasi-isomorphism 

7. : C'CONT(G, [M'-^M]) C'COBT(G,M") 

Proof. — The first complex in the exact sequence 

0 — C'ont(G, [M'-^M']) x<<Qont(G, [M'-^M])X<<C'CONI(G<<,M")X<<0 

is acyclic, being equal (up to a shift) to the cone of the identity map on G*ont(G, M'). 
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3.4.4. Proposition. — Let M* (resp., N* ) be a complex of ind-admissible R[G]-modules 

(resp., flat R-modules). Then the canonical morphisms 

C'coni(G, M') ®R N' — Qont(G, M' ®R N') 

N' ®R C'cont(G, M')x<<<Qont(G, N' ®R M') 

are isomorphisms of complexes. 

Proof. — The morphisms in question are given by the following collections of maps: 

Clont(G,M*)®RNb — Ciont(G,M«®RNb) 

a ® n Q o n t ( G , N' I—> ( ( # ! , . . . , #0 1—• (-l)lba(gu... ,g%) ® n) 

respectively, 

N«®RC*(G,Mb) — CiAG,N*®RMb) 

n ® a Q o n t ( G , N' i—> {(gll...1gJ) i—> n ® a(gx,..., g3)) 

(cf. 3.4.5.2 for the sign conventions). It is sufficient to treat the case when both 

M* = M and TV* = TV consist of a single module in degree zero. TV is admissible, 

as G acts trivially on it; thus M (g>R TV is ind-admissible by Proposition 3.3.5 (i). By 

Lazard's Theorem [La], TV = limNp is a filtered direct limit of free i?-modules of 

finite type. Writing M = lhnMa (Ma G <S(M)), we have 

C'JG, M) ®RN = l i m ( G - ( G , Ma) ®R Ne) 
x<< 

C'ont(G, M ®R N) = lim(Gc'ont(G, Ma ®R NB)) 
<<^$ù 

However, as TV^ ^> Rn^"> for some integer n((3), the canonical map 

G*ont(G, Ma) ®Qont(G, N' ®R M'R G'ont(G, Ma ®R Rn{li)) 

is an isomorphism for trivial reasons. The same argument works also for the second 

morphism. 

3.4.5. Cup products 

3.4.5.1. Let A, B be ind-admissible R[G]-modules. The cup product 

U : Clcont(G, A) ®R GcJont(G, B) — C ^ t ( G , A ®R B) 

is defined by the usual formula 

(a(J /?) (0i , . . . ,&+j) = a{gi,...,gl) 0 (g1 • • • gi){f3(gi+i,..., gi+j))-

As 

5(a U3) = (Sa) U 3 + (-lfa U (08), 

the maps U define a morphism of complexes 

U : C'coat(G, A) ®R Qont(G, B) w<<<<G'ont(G, A ®R B). 
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This product is associative (with respect to the associativity of X* 0 Y* (1.2.3)): 

(a UP) U7 = cvU O S U 7 ) . 

3.4.5.2. Let A*, B* be complexes of ind-admissible R[G]-modules. Recall that 

C?OBT(G,A'): 

i-\-a=m 

Qont(G,A«), 

with differential d = dA + (-l)aS on G*ont(G,Aa), where dA : G*ont(G,Aa) - » 

G*ont(G, Aa+1) is induced by dA : Aa -+ A^1 and (5 : Qont(G, Aa) G<+i(G, Aa) is 

the cochain differential. Similarly, d = dB + (-1)6£ on G^ont(G,£6) C G ^ ( G , £ • ) . 

The differential on G* = A* (g)R B* is equal to dc = dA <8> 1 + ( - l ) a l 0 dB on 

Aa ®# £6 C Ca+h. The individual cup products 

U# : Qont(G, A«) 0fî G^ont(G,5ò) — G*0+¿(G, A" ©fì B6) 

defined in 3.4.5.1 can be combined - with appropriate signs - to the total cup product 

U = ( ( - ! ) " < ) . 

The signs are chosen in such a way that 

S(a U(3) = (Sa) U (5 + (-l)deg^}cv U (S/3) 

(deg(a) = z+a for a G G*ont(G, Aa)). As before, this means that U defines a morphism 

of complexes 

U : C'cont(G,A') <g>RC'cont(G,B') C'cont(G,A' ®fi B ' ) . 

Again, this product is associative: 

(a U ¡3) U 7 = cv U (/? U 7) 

for a G G¿ont(G, Aa), /3 G C¿ont(G, 7 e G*ont(G, G«), as (-l)^(-l)(^> D-((^[G]D-((^[G]Mod) 
D-((^[G]Mod)R_ft)=D'(^ 

3.4.5.3. Let A, £ be as in 3.4.5.1. The formulas 

T : Q o n t ( G , A ) ^ Q o n t ( G , A ) 

№ ) ) ( ( / ! , . . . , # ) = ( - 1 ) ^ + 1 ) / V • • - ( 7 i ( a ( ^ , . . . ,^1-1)) 

define a morphism of complexes 

T:C'cont(G,A)—,C'cont(G,A)w<<< 

which is an involution (T2 = id) and is functorially homotopic to the identity 
(see 3.4.5.5 below for more details). 

The transposition T satisfies the relation 

(3.4.5.1) T(aUp) = {-l)ij(T0)\J(Ta) 

(îor a e CUt(G, A), f3€C'cont(G,B)). 
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3.4.5.4. For A\ B* as in 3.4.5.2, the involutions T on Clcont(G,Aa) commute with 

both 5 and cU, hence define a morphism of complexes T : C*ont(G, A*) —» C'ont(G, A*) 

(and similarly for 5*) . Again, T is an involution homotopic to the identity. The 

formula (3.4.5.1) implies that a e ClonAG,Aa) and (3 e CJconf(G,Bb) satisfy 

(s12UT(a U# ß)) = (-l)ah(-iy*(Tß) u £ (Ta) 

(where ($12)* is induced by 512 : ̂ 4* ®ß JB* ̂  B* ®R A*)] it follows that 

(s12)^T(aUß)) = (- l )*{- l)ab(- l) i j{- l )^D-((^[G]Mod)R_ft)=DD-((^[G]Mod)' 

In other words, the diagram 

C^ni(G,A')<B>RC^nt(G,B') 

«i2o(T ®T) 

C'cont(G)B-)®RC'oni(G,A-) 

U G- (G,A- ®ÄB«) 

To(sia). 
U Qont(Gw<<<<, N' ®R M' 

is commutative (all four maps are morphisms of complexes). 

3.4.5.5. A homotopy id ^ T, functorial in both G and M, can be defined as follows. 

Let G be any discrete group and Z[G]f the standard bar resolution of Z by free 

Z[Gl-modules: 

Z[G]f = 

Qont(G, N' 

Z [ G ] - M - - - I F T ] 

with differentials 

% i | • • • |&] = tfifel ' ' ' \9i] -
1-1 

3=1 

(-i)j[gi\ • • • \9i9i+i\- • • N + ( - i ) ÌP i l • • • L ^ - i ] . 

The cochain complex G#(G, A f ) of any complex of G-modules M* is equal to 

Hom^G7e(Z[G]f ,Af) . 

The formula 

T\9i\---\9i] = {-l)i{i+1),29i---9i\9;l\---\9ï\ 

extended by Z[G]-linearity, defines an involutive morphism of resolutions T : Z[G]f —» 

Z[G]® lifting the identity on Z. It follows from general properties of projective res­

olutions that there is a homotopy a : id T on Z[G]f. Moreover, any pair of 

homotopies a, a' : id T on Z[G]f is related by a second order homotopy b \ a ^ a'. 

Fixing a homotopy a : id ^ T on Z[Glf defines a homotopy 

Hom-'naive(a,idM) : i d — ^ T 

on G#(G, M ) , functorial in M. Let G = F be a free group on countably many gen­

erators gj (j G N) . The values of a([gi \ • • • | ^ ] ) , expressed in terms of the generators 

gj, define universal formulas for a : id ~» T on Z[F]f, valid for every G. Then 

Hom#'naive(a,idM) : id -w T on G*(G,M) will be functorial in both G and M (as 

in 3.4.1.6). 
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If we fix another homotopy a' : id T on ZLFl®, then 

Hom-'naive(6,idM) : Hom-'naive(a,idM) — Hom#'naive(a/, idM) 

is a second order homotopy, functorial in both G and M. 

3.5. Continuous (hyper-)cohomology 

3.5.1. Let G be a topological group and M (resp., M#) an ind-admissible R[G]-

module (resp., a complex of ind-admissible R[G}-modules). 

3.5.1.1. Definition. — The continuous cohomology (resp., hyper-cohomology) of 

G with values in M (resp., M#) is defined as 

Hiont(G,M) = Hl(C'ont(G,M)), resp., ^on t (G ,M«) = iT(Gc'ont(G, M ' ) ) . 

3.5.1.2. It follows from the exactness of lim that 

tf*ont(G,M) = lim Hlont(G,Ma). 
Maes(M) 

More generally, 3.4.1.5 implies that iJ^ont(G, —) commutes with filtered direct limits. 

3.5.1.3. Proposition. — The functors Hlconi(G,—) (i ^ 0) form a ô-functor on 

(£fdGadMod) with values in (^Mod), satisfying H®ont(G, M) = MG. 

Proof. — The fact that we have a ^-functor follows from Proposition 3.4.2. The 

cohomology in degree zero is equal to 

ffc°ont(G,M)= ww<im w<<H°ont(G,Ma) 
Maes(M) 

with 

tfc°ont(G, Ma) = \im(Ma/mnMa)G = MG, 

hence H°ont(G, M) = MG as claimed. 

3.5.2. Any decreasing filtration on M* by subcomplexes FPM* of (necessarily ind-

admissible) jRfG]-modules induces by Proposition 3.4.2 a filtration 

FPC'oat(G,M') = C'coat(G,FPM') 

satisfying 

gvFC'cont(G,M') = C'ont(G,grF(M')). 

This filtration defines a spectral sequence with 

(3.5.2.1) E^Q =W<<H%*(G,gfF(M-)), 

which under suitable conditions on the filtration FPM* converges to H^^[(G, M*). 

We shall need the following two special cases of (3.5.2.1). 
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3.5.3. The "stupid" filtration FPM* = a^pM* given by 

x<<<^ùùmùmù 
w<<p^mm 

o, 

i ^ V 

i < p 

satisfies gr^(M#) = Mp[—p] and gives rise to the first hyper-cohomology spectral 

sequence 

(3.5.3.1) ^ f 9 = #cgont(G, M*)x<p^mmH^t(G, M- ) , 

which is convergent if M9 is bounded below. 

3.5.4. The truncation filtration F~PM* = r<:pM* on M* is defined by 

Qont(G, N' ®R M' 
Qont(G, N' ®R M' 

o, 

ZP = Ker (M*^7kP+1) , 

x<< 

i > p 

i = p 

i < p 

Its graded quotients are 

(3.5.4.1) grPF(M-) = M-P-I/Z-P-[GR_ft)=D'(-P 

(with Z~p in degree —p). The cokernel of the map d in (3.5.4.1) is equal to H~P(M*). 

Applying Corollary 3.4.3, the spectral sequence (3.5.2.1) becomes after renumber­

ing the second hyper-cohomology spectral sequence 

(3.5.4.2) UEP2q = H^CHW)) => ffcp0+n?(G,M-), 

which is convergent if M* is cohomologically bounded below. 

3.5.5. Proposition. — Let u : M* —• N* be a quasi-isomorphism of cohomologically 

bounded below complexes of ind-admissible R\G]-modules. Then the induced map 

: C'cont(G,M') C'cont(G,N-) 

is again a quasi-isomorphism. 

Proof. — The map u induces a morphism of convergent spectral sequences (3.5.4.2) 

uEr(M*) —> uEr(N9), 

which is an isomorphism on E2. Hence the induced map on the abutments 

H l o n t ( G , M ' ) ^ W c o n t ( G , N ' ) < < ^ 

is an isomorphism as well. 

3.5.6. Corollary. — The functor 

x<< tedMod) C+(fiMod) 

M' Qont(G,M-) 
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preserves homotopy, exact sequences and quasi-isomorphisms, hence defines an exact 

functor 

RTco„t(G,-) : D+(^Gf Mod)w<mù D+(RMod). 

3.5.7. As in 2.4.2, fix a system of parameters (x,) of R. The shifted tensor product 

M-^(M' ®RC'((xi),R)){d} 

with the bounded complex of flat R-modules C'((xi), R) defines functors (independent 

of the choice of (ж*)) 

Ф : D* («[G]Mod; ->D* (mG]Mod) 

D* (^GfdMod) x<< ( S ^ M o d ) 

(for * = 0 , +, - , 6). If T e DR_ft(-), then Ф(Т) e D*R_coft{-) 

3.5.8. Proposition. — For every M ew<<m^ùù(^^^Mod), the canonical map 

Ф(КГсоп1(С, M)) — Rrcont(G, Ф(М)) 

an isomorphism in D+ (^Mod). 

Proof. — Represent M by a bounded below complex M9 of ind-admissible R[G\-
modules. The L.H.S. (resp., R.H.S) is represented by the complex (C*ont(G, M9) ®R 
C9{R))[d\ (resp., Cceont(G, (M* ®я C9(R))[d})). The statement follows from Proposi­
tion 3.4.4. 

3.5.9. Let J9 be a bounded complex of injective /^-modules. The functor 

M9 I—> Hom^(AT, J*) 

defined on complexes M* in (^jGjMod) preserves homotopies, exact sequences and 
quasi-isomorphisms; it defines an exact functor 

R H o m * ( - Г) : £>(£[G]Mod)°pw<<^$ £>($G]Mod) 

which mapsQont(G, N' ®R M' Mod) to D^(^G]Mod). 
If J'9 is another bounded complex of injective /^-modules and J9 —> J/# a quasi-

isomorphism, then the induced map 

Hom^(Me, Г) — > Horn^AT, J/e) 

is also a quasi-isomorphism. As a result, we obtain a bifunctor 

К Н о т я ( - - ) : D ( ^ ] M o d ) o p x Dò(inj - ^Mod) — , D(Rd[G]Mod). 

The same argument shows that Hom^(Me, J9) defines a bifunctor 

К Н о т д ( - , - ) : D~ (^d[G]Mod)°P x D+(RMod) —> D+ (^d[G]Mod). 
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3.5.10. Proposition. — For every ideal J C R, the functor 

F : ((H/J)[G]Mod)w<<^mm(i2[G]Mod) 

associated to the canonical projection f : R —> Rl J has the following property 

M G ((fl/j)[GlMod) is (ind-)admissible 4=> f*M G (m^iMod) is (ind-)admissible. 

If true, then Cc-ont(G, M) = Qont(G, f*M). 

Proof. — This follows from the definitions and the fact that an .R/J-module TV is of 
finite type iff f*N is of finite type over R. • 

3.6. Derived functor cohomology 

3.6.1. Derived functors of (-)G 

3.6.1.1. Denote by rder(G,-) : (^dGadMod) -> (RMod) the (left exact) functor 
M ^ MG. As the category ( ^ ^ d M o d ) has enough injectives, the right derived 
functor Of TderfG, —), 

R+rder(G,-) : D+(™(Gf Mod) - ^ D + ( H M o d ) , 

exists and can be computed using injective resolutions. The cohomological derived 
functors 

WDER(G, -) = £T(R+rdcr(G, - ) ) : № d M o d ) x<<(RMod)x<<<(i > 0) 

form a universal ^-functor. 

3 .6 .1 .2 .<<<< The derived functor R + F d e r ( G , M ) has the usual functoriality properties 
with respect to pairs of morphisms u : G' —> G, v : M —* M' as in 3.4.1.6. 

3.6 .1 .3 .x<< In particular, for a subgroup H C G equipped with induced topology and 
g G G, the morphisms u : gHg~l —» iJ, u(ghg~l) = /1, : M —> M , i;(m) = gm, 
induce the conjugation map 

Adfa) : R+rde r (# ,M)w<<<cR+rde r№r \M) . 

If 7J <] G is a normal subgroup of G, then the maps Ad(g) define an action of G 
on R+rder (^^0- The induced action on cohomology Hldev{H,M) factors through 
G/H (each he H acts trivially on H°er(H, M) = MH, hence on all Hzder(H, M ) , by 
universality of this 5-functor). More precisely, if J* is an injective resolution of M 
in (^j^dMod) and h G H, then Ad(h) is represented by the identity morphism of 
(J*)H; thus the action on H+T^er(H, M) factors through G/H. 
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3.6.1.4. Still assuming that H is a normal subgroup of G, the conjugation maps 
Ad(g) also act on the complex of continuous cochains C*ont(H, M). For every h G H 
there is a homotopy s between Ad(h) and the identity map acting on C*ont(H, M); it 
is given by 

(n(c))(/ii , . . . , /zn_i) 
n 

j=1 

[-I)1 1c(hi,...,hi-\,h,h 1hlh,...1h 1hn^1h). 

This implies that the action of G on Rrcont(ii, M) factors through G/H. 

3.6.2. Proposition 

(i) There is a canonical morphism of functors OQ • R+rder(C, —) —» Rrcont(G, —); 
denote by 0LG{—) : HLDEY(G,—) —» HLCONT(G,—) the corresponding morphism of 

S-functors. 
(ii) If H <\ G is a normal subgroup of G, then OH commutes with the action of G/H 

on both sides. 
(hi) Let n ^ 1. / / 0£_1(M) is an isomorphism for all M G (^dMod) and 

Hc0NT(G,—) is effaceable on (^^dMod); then OQ(M) is also an isomorphism for 
all M. 

(iv) Htont(G,-) is effaceable on ( g ^ M o d ) . 
(v) 0%(M),QQ(M) are isomorphisms for all M. 

Proof 

(i) Let M* be a bounded below complex in (^^dMod). Fix a morphism of com­

plexes M* —» J* which is a quasi-isomorphism and such that all J1 are injective. Then 

the morphism 6G(M*) in D+(#Mod) is represented by 

(J'f — C'coat(G, J - )^Cc 'ont (G,M-) . 

(ii) follows from the definitions and (iii) is a standard general nonsense. 
(iv) Given M G (^^dMod) we must show that there is a monomorphism u : M —> 

E in (^^dMod) such that the induced map on cohomology u* : H^ONT(G,M) —• 
H^ONT(G, E) is zero. Fix cocycles c3 G Ccfont(Gf, MA^) (for a suitable index set J and 
Ma(j) G S(M)) such that their classes in H^ONT(G, M) generate H^ONT(G, M) as an 
R-module. Let E be the .R-module E = M © (Bje j ^ with an ^-linear action of G 
given by 

rjcj(g)Arj}jeJ #(ra) 
Ma 

rjcj(g)Arj}jeJ (9 e G). 

For every finite subset JQ Ç J and MA € <S(M), the i?[G]-module 

E(J0,MA) : Ma 
Ejo 

MAU) 

je Jo 
R E 
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lies in S(E)] as E = (J E(JQ, Ma), lies in (^^dMod). There is an exact sequence 
in ( ^ d M o d ) 

0 M u E V 
jEj 

R 0, 

with u (resp., v) being the canonical inclusion (resp., the projection). For every i G J 
the cocycle 

g I—> u(ci(g)) (9-1) 0, rj 1 j = i 
0 j"i j=i 

with values in i£ is a coboundary, hence u* is the zero map as required. 
(v) 0Q(M) = id; the statement about 6Q(M) follows from (iii) for n = 1 and (iv). 

3.6.3. Let H < G be a closed normal subgroup of G. The functor rder(G, — ) is 
equal to the composition of Y der{G / H, — ) with the functor 

Tdcr(G,G/H,-) CAfcfMod) № A ] M o d ) 

sending M to MH. This functor preserves injectives, since it has an exact left adjoint, 
namely /* for / : R[G] —• R[G/H]. We have, therefore, a canonical isomorphism of 
functors 

R+rder(G, R+rder(G/ff, R+rdcr(G, G IH,-

and the corresponding spectral sequence 
(3.6.3.1) E^ Hider {G/H, RjY der {G,G/H,M)\ Hder (G, M) 

(for M e (S f^Mod) ; 

3.6.4. Proposition. — Let H <\ G be a closed normal subgroup of G. Denote by Resc,H 
the forgetful functor 

ResG,H (fli^Mod; (S^fMod) 

Then 

(i) There is a canonical morphism of functors 

ResG///,{l} R+rder(G,G/# , R+rder(tf,-)oResG,tf 

commuting with the action of G/H on both sides. 
(ii) The induced maps on cohomology 

KVdet(G,G/H,M\ Hder (H,M) 

are not isomorphisms in general, even for q = 1. 
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Proof 
(i) Denote the adjoint pair of functors from Proposition 3.3.5(h) by iG,jG. For 

M G (^^dMod) let J* be an injective resolution of iG{M) in (R[G]Mod); then jG(J*) 
(resp., JH{J*)) is an injective resolution of M (resp., of ResG,//(M)). The inclusions 
3G(J1) ÇZ 3H{J1) give rise to a morphism of complexes (jG(J*))H —> (JH(J'))H\ which 
represents a morphism 

ResG/Ht{1}(R+rdeT(G,G/H,M)) R+rder(H,ResG,H(M)) 
in D+(jRMod). This morphism does not depend on the choice of J* and has the 
required functoriality properties. 

(ii) It is sufficient to find G, H and M such that H\eT(H,M) ^ H^ont(H,M) is 
not an ind-admissible R[G/H]-module (since R1Tder(G1G/H, M) is ind-admissible). 
For example, let p > 2 be a prime number, R — Zp, K = Qp(/ip), = Qp(/ip°°), 
G = GalCKyiO, # = Gal^/i foo) , T = G/H = G^K^/K) ^ ZP, M = Zp(l) = 
lim/jLpn(K). In this case 
n 

Hlcont(H,M) lim 
n 

/71 (Gal(K/A:oo),/ip» lim(7^ <g> Z/pnZ) 
n 

is a non-torsion module over the Iwasawa algebra Zp[r], hence H^ont(H, M) is not 
an ind-admissible Zp[r]-module. • 

3.6.5. The whole point of Proposition 3.6.4(h) is that the forgetful functor Resc,// 
need not preserve injectives. Such a pathological behaviour never occurs for discrete 
groups and modules, when Res^,// has an exact left adjoint Z[G] ®z[H] (~)• This 
point is usually glossed over in standard treatments of the Hochschild-Serre spectral 
sequence, such as [We, §6.8.2]. 

3.7. Localization 

3.7.1. Let Ry =5? R be the localization of R at a multiplicative subse t^ C R. 
Put 

wRl l-1WR UJR ]R Ry L WR RRy'i 
this is an object of D ( /^ModJ which can be represented by a bounded complex of 
injective Ry-modules ooR®RRy (the localization M ^>y~lM preserves injectives). 
Define 

DrS(-1) KKomR DrS(-1) 
then the canonical map 

e : M DRS DRS(M) 
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is an isomorphism in Dft(Rs) Mod) for every M G Dft(RyMod). We have 

y ^ RHonifí ^ r ) M o m ^ BTcontiG^M) 

for X G Dl(^Mod), У G D + ^ M o d ) (resp., X G DJRMod), Y G L>6(inj - ^Mod)). 

3.7.2. Definition. — An f i ^ [G]-module M is admissible (resp., ind-admissible) if it is 
admissible (resp., ind-admissible) as an [G]-module. 

Admissible (resp., ind-admissible) [G]-modules form a full subcategory 
(t[G1Mod) of fed[G)Mod) (resp., (^$Mod) of (^fMod)) . This notation is 
slightly ambiguous; a priori, these categories depend not only on Ry, but also on R. 

3.7.3. Lemma. — If M e ( ^ g j M o d ) is of finite type over Ry, then M ^>S?~XN for 
some N G ( g ^ M o d ) = (^G]Mod) 

Proof. — The Rc/>-module 

M lim 
Mrv Foi M ) 

M lim 
MaeS{M) 

S-1M 

is Noetherian; thus M =У lN for some TV = Ma G S (M). 

3.7.4. Proposition 
(i) All statements of Lemma 3.2.2, Corollary 3.2.3, Proposition 3.2.5-3.2.6, 3.44 

hold if R is replaced by Ry. 
(ii) If M e D+ (^dMod), then the canonical map 

^ R T c o n t f C M ) BTcontiG^M) 
is an isomorphism in (R Mod) 

Proof. — (i) is easy; (ii) follows from Proposition 3.4.4 applied to N = Ry. 
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CHAPTER 4 

CONTINUOUS COHOMOLOGY OF PRO-FINITE 
GROUPS 

This chapter treats basic finiteness properties of continuous cohomology of admissi­
ble R[G]-modules in the case when G is a pro-finite group. Section 4.4 can be ignored; 
it is unrelated to the rest of the article. 

4.1. Basic properties 

Throughout Chapter 4, G is a pro-finite group, i.e. 

G lim G/U, 

where U runs through all open normal subgroups of G (they are all of finite index 
in G). 

4.1.1. Recall from Lemma 3.2.4 that an ii^G]-module T (resp., A) of finite (resp., 
co-finite) type over R is admissible if and only if G acts continuously on T equipped 
with m-adic topology (resp., on A equipped with discrete topology). Assuming this 
is the case, each of the G-modules M := T/mnT, A[mn], A is discrete, which means 
that 

Qont(G,M) lim C"(G/U,MU) C*(G,M) 

is the usual complex of locally constant cochains, hence 

#cont(G,M) H\G,M) (i > 0). 

4.1.2. Lemma. — The canonical maps 

lim 
n 

^cont [G,A[mn] ^cont [,A] 

^cont [G,T lim 
n 

^cont ; c ,T /mnr 

are isomorphisms of complexes. 

Proof. — This follows from the definitions. 
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4.13. Corollary. — For each i ^ 0 there are canonical isomorphisms 

lim —> n 
HL{G,A[mn\) HL(G,A) #cont(G,,4) 

and an exact sequence 

0 lim 
n 

{1>Hl-4G,T/mnT) HCont\GiT) lim 
n. 

H\G,T/mnT) 0. 

Proof. — lim is an exact functor. As regards lim, the projective system of complexes 
n i—» C'ont(G,T/mnT) is Mittag-Leffler (in fact surjective, by Proposition 3.4.2), so 
the usual "universal coefficient theorem" ([We, §3.5.8]) applies. • 

4.1.4. Lemma. — Assume that char(/c) = p > 0 and that H <\ G is a closed normal 
subgroup of G, with pro-finite order prime to p. Then the inflation map 

inf : Qont( G/H, MH) Ocont G,M) 

is a quasi-isomorphism. 

Proof. — The inflation map is induced by the pair of morphisms G —> G/H, MH c—» 
M (using Lemma 3.3.6(h)). According to 3.5.1.2 we can assume that M = T is of 
finite type over R. Corollary 4.1.3 further reduces to the case of M = T/mnT of 
finite length over R. In this case M is a p-primary torsion discrete G-module and the 
statement follows from the degeneration of the Hochschild-Serre spectral sequence 

(4.1.4.1) E2 Hl(G/H, HJ{H,M)) HI+J(G,M) 

(E? = 0 for j / 0). 

4.2. Finiteness conditions 

4.2.1. Consider the following finiteness conditions on G: 

(F) £R(H'1(G, M)) < oc for every discrete R[G}-module M of finite length over 
R and every i ^ 0. 

(Ff) diriik Hl(U, k) < oo for every open normal subgroup U < G and every i ^ 0. 

By Shapiro's Lemma, (F) for G implies (F) for every open subgroup of G; in 
particular (F) implies (Ff). 

4.2.2. Lemma. — We have implications 

(F) (F) TTÌ 

^cont 
(G,T) lim 

<— 
n 

Hl(G,T/mnT) (Vi ^ 0) 

Proof. — Assume (F1) holds. Given M as in (F), there is an open normal subgroup 
U < G acting trivially on M. Then (F) follows from the Hochschild-Serre spectral 
sequence (4.1.4.1), as G/U is finite and £R(H^ (U, M)) < oo by (Ff) and dévissage. 
The converse is true by Shapiro's Lemma, as observed in 4.2.1. 
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Assuming that (F) holds, the lim -term in Corollary 4.1.3 vanishes, as n i—» 
Hl~l(G, T/mnT) is a Mittag-Leffler system. • 

4.2.3. Proposition. — If G satisfies (F), then H^ont(G,T) (resp., H*ont(G,A)) is of 
finite (resp., co-finite) type over R for every i ̂  0. 
Proof. — Induction on d = dim(jR). There is nothing to prove for d — 0. If d ̂  1, 
choose x e m such that &\m(R/xR) = d - 1. The ^-module M = Hlcont(G,T) ^ 
lim Mn is the projective limit of a surjective projective system of i?-modules of finite 
n 

length Mn = Im(M -> H%(G,T/mnT)) satisfying mnMn = 0. Denote by jn : M -» 
Mn the canonical projection. The exact cohomology sequences of 

0 —>T[x] —>T-^ xT —>0 
0 —> xT ->T —>TlxT —>0 

(valid by Proposition 3.4.2) together with the induction hypothesis show that M/xM 
is of finite type over R/xR. Fix an epimorphism (R/xR)a -» M/xM and lift it to a 
homomorphism of R-modules / : Ra —> M. Put TV = Coker(/), Nn = Coker(jn o / ) , 
Kn — Ker(jn o / ) . The projective system Nn/xNn consists of ^-modules of finite 
length, has surjective transition maps and its projective limit 

lim 
n 

[N/XNN) lim 
^ n 

N ' x lim 
n 

Nn 0 

vanishes, being a quotient of N/xN — 0. It follows that, for all n, Nn/xNn = 0, 
hence Nn = 0 by Nakayama's Lemma. The projective systems of exact sequences 
0 - mnRa Kn Kn/mnRa > 0, 0 mnRa Ra * (R/mn)a 0 
imply that 

lim 
n 

(1) K 
1 v n 

lirr. (i: mnRa lim 
n 

Ra = 0, 
and the exact sequence 

0 Rn Ra Mn 0 
vields 

Ra lim Ma 
71. 

(= M lirr 
n 

(1 aN+0 

proving that M is of finite type over R. Dually, P = Hl(G,A) ^ limPn, where 

Pn — Im(i72(G, 74[mn]) —• P) is an injective inductive system, and P[x] is of co-finite 
type over R/xR. Fixing a monomorphism P[x] (^[^])6 and extending it to a 
homomorphism of R-modules g : P —» Ih, the vanishing of 

lim 
n 

(PnnKer(#))[m] lim 
n 

(nKer(g))[x] Kei(g)[x] =0 

implies that all maps Pn ^ P —> Ib are injective; thus g : P —> Ib is also injective, as 
required. • 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2006 



98 CHAPTER 4. CONTINUOUS COHOMOLOGY OF PRO-FINITE GROUPS 

4.2.4. Lemma. — If G satisfies (F), then the canonical maps 

lini 
n 

D(C"cont(G,T/mnT)) U D \imC'cont(G,T/mnT 

E 'limC'cont(G,A[mn\ 
^ n 

V lirr 
n 

D C'cont(G,A[mn}) 

are quasi-isomorphisms. 

Proof. — The induced map on cohomology H г(г¿) is equal to the composition 

lim 
n 

D H\G,T/mnT] 
UL D limH\G,T/mnT 

7?. 

U2 D(Wcont(G,T)) 

The map u\ (resp., 112) is an isomorphism by a combination of 2.3.4 and Proposi­
tion 4.2.3 (resp., by Lemma 4.2.2). Similarly, the composition of 

D{Hl(G,A) H-l{v) 
lin 

• n 
D ;Cc-ont(G,A[m"]V V2 lin 

n 
D(Hl{G,A[mn})) 

is an isomorphism by 2.3.4 and V2 is an isomorphism by the argument used in the 
proof of the second implication in Lemma 4.2.2. • 

4.2.5. Proposition. — If G satisfies (F), then the functor M 1—» Rrcont(G, M) maps 
DtftiìfcfMod) (resp., D+_coft('^fMod)) to £>+(flMod) (resp., D+coSt(RMoà)). 

Proof. — For M = T or A this is the statement of Proposition 4.2.3. The general 
case follows from the hyper-cohomology spectral sequence (3.5.4.2). • 

4.2.6. Lemma. — If char(A;) = p > 0 and cdp(G) = e < 00, then 
(i) Hxcout(G, M) = 0 for every i > e and every ind-admissible R[G]-module M. 
(ii) If M* is a bounded below complex of ind-admissible R[G]-modules with 

Hl(M*) = 0 fori> c, then H3cont{G, M-) = 0 for every j > c + e. 

Proof 

(i) By 3.5.1.2 we can assume that M = T is of finite type over R. It follows from 
Corollary 4.1.3 that Hlcont(G, M) = 0 for i > e + 1. For i = e + 1 we have 

ffCCO+NÌ(G,M) hm(1)i7e(G,T/mnr) = 0, 
n 

since n 1 ^ He(G,T/mnT) is a surjective projective system, 
(ii) This follows from (i) and the spectral sequence (3.5.4.2). 

4.2.7. Corollary. — Under the assumptions of 4-2.6, 

(i) The functor 

Rrcont(G, — ) Z ? + № d M o d ) D+(RMod) 

maps D b ( ^ f Mod) to Db(RMod). 
(ii) //, in addition, G satisfies (F), then Rrcont(G,-) maps D^_/t( '^dMod) 

(resp., DR_coft№GfMod)) to D*JRMod) (resp., D*JRMod)) for * = +,b. 
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Proof. — Combine Proposition 4.2.5 and Lemma 4.2.6. 

4.2.8. Perfect complexes. — Let A be a Noetherian ring. Recall ([SGA6, Exp. I, 
Cor. 5.8.1]) that a complex M* of A-modules is perfect (i.e., there exists a quasi-
isomorphism P* —> M*, where P* is a bounded complex of projective A-modules of 
finite type) iff the following conditions are satisfied: 

(a) (Vz G Z) Hz(Mm) is of finite type over A. 
(b) Hl(M*) = 0 for all but finitely many i G Z. 
(c) The complex M* has finite Tor-dimension, i.e., 

(3c G Z) (V7V G UMod)) (ii > c) Torf (M',N) = 0. 

Perfect complexes over A form a full subcategory Dparf(^Mod) of D ^ M o d ) . A 
theorem of Serre and Auslander-Buchsbaum ([Br-He, Thm. 2.2.7]) implies that, for 
our ring R, 

R is regular ^parf(^Mod) DURMOÛ). 

One says that M* G L> .(AMOC!) has perfect amplitude contained in \a. b] (nota­

tion: M G D [a, 61 
parf 

AMOCI) if the complex P* above can be chosen in such a way that 

Pl — 0 for every i < a and i > b. If this is the case, then 

M n[a,6-l] 
^parf AMod) Hb(Mm) = 0; 

more generally, 

jj[A,B] 
parf UMod) 

rj[c,d] 
parf AMod) pv[max(a,c),min(6,d)] . 

^parf ( AMod) 

([SGA6, Exp. I, Lemma 4.13]). The functor KRomA(-,A) maps D[°£l(AMod) into 

^ r a ] ( ^ M o d ) . 

4,2.9. Proposition. — Assume that G satisfies (F), char(/c) = p > 0 and cdp(G) = 
e < oo. Let 5^ be a multiplicative subset of R and Ry? the corresponding localiza­
tion. If M* is a bounded complex of ind-admissible R[G]-modules such that M* ®R 
Rcf G D^^\ Mod) (if we disregard the G-action), then Rrcont(G, M') <S>R RO? G 

^aar6f+el(vMod). 

Proof. —It follows from Corollary 4.2.7 that Rrcont(G, M*) is an object of 
Z)^(ftMod); it remains to verify that Rrcont(G, M*) ®R Ry has finite Tor-dimension 
over Ry>. As explained to us by O. Gabber, this follows by a standard "way-out" 
argument from the fact that Rrcont(G, —) commutes with filtered direct limits: let 
N* be a bounded complex of Ra?-modules; consider the canonical map 

yN (ont(G,M'[ R Ry RsN ĉont [G, (Af ®R Ry RSN 
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As Ry is flat over R, it follows from Proposition 3.4.4 that \w is an isomorphism 
of complexes whenever is a complex of flat Ry-modules. Given an arbitrary 
Re?-module N, choose its resolution F* by free R^-modules: 

F~2 F " 1 F° N 0. 

Fix k >> 0 and consider the truncated complex 

Fk (<J>-kF' F-k F0 

it satisfies 

(V? <k-b) H-'{{M* ®R Ry) ®Ry FJi) = T o r ^ ( A f ®R Ry, N) 

(W < fc - b) H-e((C;ont(G, A f ) ®R Ry) ®R F'k) 

= TGTV^ ["nt(G,M') RRy,N) 

The cohomology of the bounded complex (of ind-admissible i?[G]-modules) 

B' = (M* ®RRy) Refi Fk 

satisfies 

(V? >b-k) ~Hj(B9) t^O a 3 h 

It follows from Lemma 4.2.6 and the hyper-cohomology spectral sequence 

4'j TTÌ 

ĉont 
G,HJ(B-) TTI+3 JJcont G, B' 

that 

ЕУ ф О = U < Г e and (a ^ j ^ b or j <b-k 
Using the fact that \P» is an isomorphism, we get 

(W < k - b - e) 

T o r ^ (^cont ( G,M) RRy,N) -°cont (G,B) 
¿0 -b e £ -a\ 

This finishes the proof that C*ont(G, M9) ®R Ry has perfect amplitude contained in 
[a, b + e], since fc can be chosen arbitrarily large. • 

4.2.10. Proposition. — Let y c R be a multiplicative subset. If G satisfies (F), 
then RLcont(G,-) maps D\^_{t (^jgJMod) to D+(R^Moà). If, in addition, 

char(fc) = p > 0 and cdp(G) < oo, then Rrcont(G,-) maps JD^ ^ ( ^ g j M o d ) ¿0 

2 % Mod). 

Proof. — Combine Lemma 3.7.3, Proposition 3.7.4(h), Proposition 4.2.5 and Corol­
lary 4.2.7. • 
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4.3. The duality diagram: T, A, T% A* 

4.3.1. Let T G ^_/ t ( -d-dMod); put A = *(T) G ^ - c o / t ( ^ G f Mod). Proposi-
tion 3.5.8 then implies that the canonical map 
(4.3.1.1) (Rrcont(G,T) RTCONT(G,A) 

is an isomorphism in (#Mod). 
If we assume, in addition, that G satisfies (F), then Rrcont(G,T) (resp., 

Rrcont(G, A)) lies in /^(flMod) (resp., D^ojt(RMod)). Combining the spectral 
sequence (2.8.6.1) with the isomorphism (4.3.1.1) we get a spectral sequence 

(4.3.1.2) ^2 Ext*» :^(^ont (G,A)),u) TJI+1 JJcont (G,T) 

4.3.2. The construction from 3.5.9 defines functors 

f ( - ) = R H o m f l ( - , w ) ^fi-«(mG,Mod)°p • DR.ft(^[G]Mod) 

D(-) = R H o m f l ( - , / ) DR_ft(^[G]Mod)op DR-coft(R[G]M°d) 

which map D±(Ri[G]Mod) to DT (̂ d[G]Mod) (hence L>6(|d[G]Mod) to L>6(|d[G]Mod)) 
Together with $ these functors define a duality diagram 

^-/((a4c7]Mod)°P 

^-co/t(«[G]Mod)OP 

^fl-/t(fl[G,Mod) 

^-Co/t(SG]Mod), 

commutative up to functorial isomorphisms defined by the same formulas as in 2.8.1. 
This diagram makes sense for an arbitrary topological group G, not necessarily pro-
finite. 

4.3.3. Proposition. — LetT G D^_ftdMod); put A = $ (T) . ^55^me that G sat­
isfies (F). Then there are spectral sequences 

4-j = M+mdJHiONT(G,T)) HZl(G,A) 

'4'j=Hfâ(D(HZnt(G,A))) •D(H^(G,T)). 

Proof. — Apply Proposition 2.8.7 to Rrcont(G,T), Rrcont(G,A) instead of T,A 
(which is legitimate by 4.3.1). Of course, the spectral sequence 'Er is just D(4.3.1.2). 

4.3.4. In the special case when R = ZP and T is free over ZP, the spectral sequence 
Elf degenerates (assuming (F)) into a short exact sequence 

(4.3.4.1) 0 HLnt(G,T) HZl(G,A) HLt(G,A) Hj+i [G,T) tors as 
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which coincides - up to a sign - with a piece of the cohomology sequence of 

0 T V A 0 
where V = T 0z„ Q» 

4.3.5. Applying 2.8.6 and 2.8.9 to Rrcont(G, T), Rrcont(G, A) instead of T, A (again 
assuming (F)) we obtain exact sequences in (#Mod)/(pseudo-null) 

0 •E^R(D(H^t(G,A))^[ ^ o n t ( G , T ) Ext° , (D (^ont(G,^))^: 0 

resp., in (RMod)/(co-pseudo-null) 

0 fffm}(ffLt(G,T)) ^cont(G,A) Hf-HH^GtT) > 0 

0 II d ((Hlont(G,A))) D(HL„t [G,T) {m} (D(H£JG,A))) 0 

generalizing4.3.4.1).Again,Hd'm=Hfm}(HiOBt(G,T))(resp.,ExtR(D(H^(G,A)),u)) 

is the maximal ^-divisible (resp., i?-torsion) subobject of H3cont(G,A) (resp., 

HJcont(G,T)) in (^Mod)/(co-pseudo-null) (resp., (^Mod)/(pseudo-null)). 

4.4. Comparing R+Tder and Rrcont 

4.4.1. Proposition. Ifcdp(G) ^ 1, then 0G{M) : R+rder(G,M) -> Rrcont(G,M) 
is an isomorphism for every M G (^^dMod) . 

Proof. — The functors i^ont(G, — ) are effaceable for i = 1 (resp., i > 1) by Propo­
sition 3.6.2 (iv) (resp., because they are zero, by Lemma 4.2.6(i)). The claim follows 
from Proposition 3.6.2 (hi) by induction. • 

4.4.2. Definition. Denote by (£^dMod){m} (resp., (^[G]Mod){m}) the full sub­

category of (m^dMod) (resp., of (fl[G]Mod)) consisting of objects M satisfying 

M = U„>iM[m"] . 

4.4.3. For a given M G ( ^ f Mod){m}, every Ma e S{M) is an i?-module of finite 
length, hence it is discrete in the m-adic topology. This implies that the normal 
subgroup U = Ker(G —• Aut(Ma)) < G, which acts trivially on Ma, is open in 
G, hence M is a discrete G-module and G*ont(G, M) is the usual complex of locally 
constant cochains. Using the language of [Bru], ( ^ ^ M o d ) ^ is the category of 
discrete modules over the pseudo-compact i?-algebra 

R\G\ lim RÌG/U}. 

As in Proposition 3.3.5 (ii) there is an adjoint pair of functors i',f, where 

Ï ( E ^ M o d ) 
{m} 

(SferMod) 
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is the (exact) embedding functor and j'{M) = Un^i ^[™n]- As in Proposition 3.3.5, 
j' preserves injectives and ( ^ ^ d M o d ) ^ has enough injectives of the form j'(J), 

where J is injective in (^^dMod). The following statement is not an abstract non­
sense. 

4.4.4. Proposition. — The embedding functor i' : (^dG^dMod) {m} —> (^^dMod) pre­
serves injectives. 

Proof. — Let J be injective in (^^dMod) ^my We must show that for every diagram 

in ( ^ d M o d ) with exact row 

0 X u Y 

F 

J 
there is a morphism g : Y J such that f — gu. A standard argument using Zorn's 
Lemma reduces the problem to the case when X and Y are of finite type over R. In 
this case / factors through X/mnX for suitable n. By Artin-Rees Lemma, there is 
k > 0 such that 

KerK+fc : X/mn+kX Y/mn+kY" 

maps to zero in X/mnX. This implies that the projection X/mn+ —> X/mnX factors 
through Im(un+k)' In the diagram 

0 X u Y 

0 lm(un+k) Y/mn+kY 

X/mnX 

both Im(un+k) and Y/mn+kY are objects of (^^dMod){m}; it follows that there is 

h : Y/mn+kY -> J extending lm(un+k) J. The composition g : Y Y/mn+kY A 
J satisfies gu = f as required. • 

4.4.5. Lemma. — If G is a finite group, then 

(i) ( ^ d M o d ) = (fi[G]Mod). 

(ii) Qont(G,M) = C'(G,M), #ont(G,M) = H*(G,M) (M e (fl[G,Mod),i > 0). 
(iii) (Vi > 1) fl-*ont(G,-) ÎS etfaceaWe ( ^ f M o d ) = (fl[G]Mod). 

(iv) (Vi > 1) ^ o n t ( G , - ) ÏS etfaceaWe m ( ^ f Mod){m} = (fl[G]Mod){m}. 

(v) (Vi ^ 1) Hlcont(G,—) vanishes on injective objects of (j^cqMod) resp., 
(fl[G]Mod){m}. 
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Proof. — The statements (i), (ii) follow from the definitions. As regards (iii) and (iv), 
every M E (^[GjMod) embeds to the induced module Hom^(R[G\, M) which has 
trivial cohomology. Finally, (v) follows from (iii) and (iv). • 

4.4.6. Proposition. — Let G be a pro-finite group. Then 
(i) If J is injective m ( g ^ M o d ) {m}; then (Vz ^ 1) i^ont(G, J) = Wder(G, J) = 0. 
(ii) The map 

0G(M):R+Tder(G,M) RTcont(G,M) 
is an isomorphism for every M G (R1^ Mod), , 

Proof 
(i) Let U < G be an open normal subgroup. The functor Y&ev(G,G/U,—) 

( £ £ f Mod) -> ( ^ j M o d ) preserves injectives; thus 

Hlont(G, J) lim 
~17* 

ЧГ 

cont 
(G/U, Ju 0 (Vz ^ i; 

by Lemma 4.4.5(v). The equality HldeY(G,J) = 0 (for i ^ 1) follows from Proposi­
tion 4.4.4. 

(ii) Let J* be an injective resolution of M in (£^dMod) {m}. Then R+rder(Gf,M) 
is represented by the complex (J*)G (by Proposition 4.4.4) and the canonical mor­
phism (J*)G —» C*ont(G,J#) is a quasi-isomorphism by (i) and the spectral se­
quence (3.5.3.1). • 

4.4.7. Lemma. — Let H <\ G be a closed normal subgroup of G. Then 
(i) The functor Resc,H • (^^^Mod) —> (g^dMod)jm-j_ preserves injectives. 
(ii) For every M G (^^dMod) {m} and j ^ 0 the canonical map RJTder(G, G/H, M) 

—» HJder(H,M) is an isomorphism; it induces an isomorphism between the spectral 
sequence (3.6.3.1) and the Rochs child-S erre spectral sequence (4.1.4.1). 

Proof 
(i) Given an injective object J of (^^^Mod) a monomorphism u : X —> Y 

in ( ^ ^ d M o d ) ^ and a morphism / : X —• ResG,//(«/), we must show that there is 
g : Y —» ResG,//(J) such that gu = f. As in the proof of Proposition 4.4.4 one can 
assume that both X and Y are of finite type over R. In this case there is a normal 
open subgroup U < G such that HnU acts trivially on X and Y. We know that Ju is 
injective in ( ^ ^ M o d ) { m } , hence ResG,H(Ju) is injective in ([^Hf(HnU)]Mod){m}. 
This implies that the composite map 

f':X = XHnU F 
>Resr? н JHnu) ResG,H(JU) 

extends to a map g' : Y = YHnu —» ResG,#(J ) such that = / ' ; this defines the 
required map 

g:Y 9 •ResGM{JU • tiesn ft i J . 
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(ii) If J* is an injective resolution of M in ( ^ d M o d ) { m } , then it follows from (i) 
that the morphism in Proposition 3.6.4 (i) is represented by the identity map id : 
(J')H (J')H. • 

4.4.8. Question. — Let H < G be a closed normal subgroup of G such that both 
K = H and K — G/H satisfy the condition 

(*) K satisfies (F) and 0K(M) is an isomorphism for every M G ind-ad 
M[K\ 

Mod) 

Does it follow that G also satisfies (*)? 

4.4.9. A positive answer to 4.4.8 in the simplest non-trivial case, when both H and 
G/H are topologically cyclic, would considerably simplify our treatment of unramified 
local conditions in Chapter 7. 

4.5. Bar resolution 

4.5.1. Proposition. — Every M G (^^^Mod) has a canonical structure of an iî[[G]-
module, where 

R\G} lim R[G/U]. 

Proof. — Writing M = \jMa (Ma G S(M)) and Ma = hmMa/mnMa, the state-

ment follows from the fact that each Ma/mNMA is a module over R/mnR[G/Ua,n], 
for a suitable open normal subgroup Ua,n < G. • 

4.5.2. The completed tensor products 

MGI®1 ••RlGjên- • êRRlGj lim 
*77~ 

[R[G/U] ®R • ®RR[G/U\) 

- lim R[G/U X x G/U] R{G x x G RUPI 

form a pro-finite bar resolution 

RIG}? : R¡G¡et RIG} 

of R by projective pseudo-compact R{G}-modules. For each M G (^^dMod)^mp 
the complex 

Horn .naive 
«HGJJ,cont 

RlGi?,M 

(where the subscript "cont" refers to homomorphisms continuous with respect to the 
pseudo-compact topology on -R[G2] and the discrete topology on M) is canonically 
isomorphic to G*ont(G,M). 
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4.5.3. Conjugation. Let G be a discrete group. For each a G G , the formula 

W 19nO-} gn g0a[a 1g1cr\ W 19nO-} 

defines an isomorphism 
A. ZfGlf Z[G]f 

between the bar resolution of Z and itself. These isomorphisms lift the identity 
id : Z —> Z and satisfy XaT = \T\a (<т, т G G). For every complex of G-modules 
M = M*, the induced map Horn*(ACT, id) on Ge(G, M) = Hom^^|ve(Z[G]f, M) is 
equal to the conjugation action Ad(cr). 

Both Act and id lift the identity on Z. As the bar resolution is projective over Z[G], 
there is a homotopy ha : id ^ Aa, which induces homotopies ha(M) : id ^ Ad(a) on 
Ge(G, M), functorial in M. If we choose another homotopy h'a : id ^ Aa, projectivity 
of the resolution implies that there is a 2-homotopy Ha : ha ^ h'G, which in turn 
induces 2-homotopies Ha(M) : ha(M) hfa(M), functorial in M. 

If cr, r G G, then the same argument shows that there is a 2-homotopy HaT : haT 
Ar • ha + hT, inducing 2-homotopies 

HaiT{M) : Kr{M) ha(M)*Ad (T) + hT(M), 

functorial in M. 

4.5.4. As in 3.4.5.5, one can apply the above construction in the "universal" case, 
when G is a free group on countably many generators a, r, go, . . . One obtains 
homotopies ha{M) and 2-homotopies HajT(M) functorial in both M and G. 

4.5.5. In fact, the formula 3.6.1.4 gives a choice of hG 

h*:[gi\--- \gn] 
n+l 

.7 = 1 
( - i r v i )ha(M)*Ad(T) + hT(M), W 19ncr}. 

which defines such a bi-functorial homotopy ha(M) : id —> Ad(cr). Similarly, the 
formula 

)ha(M)*Ad(T) + hT(M), 

W 19ncr}. 

(-irvi9k-i\r\r  \9k-i\r\r lgkr\ \r 1gi-2T\ 

T XGT\T 1<7 1 GI-ICRR\ \T 1cr 1gno-r] 

defines a bi-functorial 2-homotopy Ha:T(M). 
More generally, if G is a topological group, then the above formulas define ha(M) 

and Ha,r(M) for arbitrary M G (^dMod). 

4.6. Euler-Poincaré characteristic 

Assume that G is a pro-finite group satisfying (F) and T* a bounded below complex 
in {%GMoà)R.ft. 
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4.6.1. The m-adic filtration FiT* = m*T# (z ^ 0) of T* gives rise to a spectral 
sequence (3.5.2.1) 

E[>3 : H^J(G,xnlT-/m2+1T*) i > О 

with the following properties: 

4.6.1.1. (3CQ) (Vr ^ 1) E]:3 — 0 whenever z + j < CQ (as T* is bounded below). 

4-6.1.2 (Vi, j) £R(E\ÌJ) < oc (as G satisfies (F)). 

4.6.1.3. (Vz, j ) (3r0 = r0(z,j) ^ 1) (Vr ^ r0) £ ^ = Я # (by 4.6.1.2). 

4.6.1.4 (Vg) (Vr ^ 1) Hq : Eiq-1 is a graded module (with rri,q-i 
r 

of degree 
i) over gr^(R) 

4.6.2. Lemma 
(i) Tac/i 77^ zs a gr^R)-module of finite type. 
(ii) (Vg) ( 3 n = n (g) ^ 1) (Vr > n ) Jf« = № . 

Proof 

Eiq-1 define a graded homomor-
phism dqr Hq Hq+J of degree r, and Hq K e r ( ^ ) / I m ( ^ - 1 ; 

(i) As gr^n(R) is Noetherian, it is enough to consider the case r = 1. The hyper-
cohomology spectral sequence 

1ЕР,Я 

1^0 
Hq(G,mlTp/ml+lTv) 

2̂ 0 
Hp+q(G, m2T7m2+1T-) 

shows that we can assume that T* = T is a single module in degree zero. 
The exact sequence of graded gv*m(R)[G\-modules (discrete as G-modules) 

0 Ker(/) gr- (R) ®R/m T/mT- F 

i>0 
mlT/xnl+1T = g ^ ( T ) ; 0 

gives an exact cohomology sequence 

gr'm(R) ®R/m Hg(G, T/mT) H? H«+1(G,KER(f)) 

so it is enough to show that Hq+ (G, X) is a gr^(i?)-module of finite type, for every 
q and every graded gr9m(R)[G\-submodule X of gr*m(R) ®^mT/mT. By dévissage, we 
can assume that T/mT is a simple .R/rr^G]-module. In this case X = J 0r/m T/mT, 
where J is a graded ideal in gr*m(R), hence Hq+1(G,X) = J ®R/m /T?+1(G, T/mT) 
is, indeed, of finite type over gr^(iî). 

(ii) By (i), Hi is generated as a gr^(i?)-module by 0*1q E \ , Q ~ \ for some z'o- We 
can then take 

7*1 = max {ro(z, q — i) 0 ^ z z ' o } 

by 4.6.1.3 
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4.6.3. For each q and i ^ 0, put Hq : ffc9ont(G,T-)and 

F*Hq:=Im(H?ont(G,m*T' Hq) = Ker(#9 Hq(G, T* /mlT* 

Then each i79 is an i?-module of finite type (by Proposition 4.2.5) and the filtration 
FlHq satisfies 

(4.6.3.1) F°Hq = Hq 

(4.6.3.2) mFlHq C Fl+lHq [i ^ 0) 

(4.6.3.3) 
2̂ 0 

FlHq = 0 

The last property holds by the vanishing of the lim ^-term in Corollary 4.1.3. 
7?, 

4.6.4. Lemma 

(i) The spectral sequence Er converqes to the filtered R-module Ht+J. hence 
gr*F(tf*) ^oo — rJr^ (a) ' 

(ii) For each q the filtration F*Hq is good in the sense of ([Bou, Def. III.3.1],), 
i.e., it satisfies (4.6.3.2) and (3i0) (Vi > i0) FlHq = m2-^Ft0Hq. 

Proof 
(i) The spectral sequence Er comes from the complex C* = C*ont(G, T#) equipped 

with the filtration FlC* = Cc#ont(G, m2T*) (i ^ 0). As C* = F0C* and f ^ o ^ * = 
0, convergence of Er follows from [McCl, Thm. 3.2]. 

(ii) The graded gr^i?)-module GR*F(Hq) is isomorphic to 

2>0 

i?i,q-i 
oo 2̂ 0 

Ег,Ч-
гл (а) 

Hq 
rifa)' 

hence of finite type over GR*m(R). We conclude by ([Bou, Prop. III.3.3]), which applies 
thanks to (4.6.3.3). • 

4.6.5. Hilbert-Samuel functions and multiplicities. — We recall some stan­
dard facts from [Mat, §13, §14], [Br-He, Ch. 4]. 

If N = 0Z>O is a graded gr^(i?)-module of finite type, put 

P(N,t) : 
2̂ 0 

í R № C e Z i . 

If M is an R-module of finite type equipped with a good filtration F'M (i.e., such 
that (Vi) mFlM C F2+1M and (3i0)(Vi > i0) FlM = m2-*°F2°M) satisfying 
M = F°M, put 

f(M,F\t) 
i>0 

£R(M/Fl+lM)tl z w 

ASTÉRISQUE 310 



4.6. EULER-POINCARÉ CHARACTERISTIC 109 

In particular, if F%M = xnlM (i ^ 0) is the m-adic filtration, put 

f(M,t) f(M,m',t) 
i>0 

£R(M/ml+1M)t\ 

These generating; functions have the following properties: 

4.6.5.1. ( l - t ) / ( M , F - , t ) PfaUMYt) 

4.6.5.2. Hilbert's Theorem. — If N ^ 0, then P(N,t)(l - £)dimW e Z[t] and 

P(N,t)(l-t)DIMW\T=I > 0. 
The multiplicity of M, defined as 

eR(M) :=(l-t)d+1f(M,t)\t=1 (l-t)dP(gr'm(M),t)\t=1GZ, 

(where d = dim(R)) satisfies 

4.6.5.3. eR(M) = 0, if dim(M) < d 
eR(M) > 0, if dim(M) = d 

(by 4.6.5.2, as dim(M) = dim(gr* (M))) 

J.6.5.4. If d ^ 1 and F is any good filtration on M, then 

eR(M) (-t)d+ïf(M,F',t)\t=1. 

4.6.5.5. ([MAT, Thin. 14.7]; 

eR{M) 

ht(p)=0 

% ( Ä / p ) ^ / p ( M f ) . 

J.6.5.6. In particular, if R is a domain, then 

eR(M) eR(R)vkR(M). 

4.6.6. From now on, assume that T* is bounded, char(/c) = p > 0 and cdp(G) < 00. 
This implies, by Lemma 4.2.6, that (3ci) î '-7 = 0 whenever i + j > c\, hence 

H? = 0 for [co,ci]. 

It follows from Lemma 4.6.2(h) that 

(r2)(Vz,j- Ег>3 -̂ 00 • 
Each H? and := Ker(dr : H? —> Hq+1) is a graded gr^(i?)-module of finite type; 
for each r ^ 1 put 

Fr(t) 
<7 

(-l)*P(№,t) 
2j 

{-iy+HR(E^)F 

Gr(t] 
j 

(-1)" (A*,t) -
id 

(-iy+^R(A^)t\ 

According to 4.6.5.2, we have 

(l-t)dFr(t),(l-t)dGr(t)G Z[t]. 
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4.6.7. Proposition 

(i) (Vr ̂  1) Fr+1(t) = (1 - tr)Gr(t) + trFr(t). 
(ii) Ifd^l, then 

(l-t)dFr(t)\t=1 

q 
( - l )«e« (^ont (G,T- ) ) , 

/or even/ r ^ 1. 

Proof 

(i) This follows from the exact sequence 

0 —r,J+r—1 j^i — r,j-\-r—l dr q F%3 0. 

(ii) By (i), the integer (1 — t)dFr(t)\t=i does not depend on r ^ 1. For r ^ r2 we 
have Er = E^, hence 

Fr{t) = 
q 

( - i ) î + ^ R ( ^ ) f 

q 

(-l)"(l-t)f(H",F',t) 

where Hq — H<!ont(G,T9). We conclude by 4.6.5.4 (which applies, by Lemma 4.6.4 (ii)). 

4.6.8. Lemma. — Assume that, as before, G satisfies (F), char(/c) = p > 0 and 
cdp(G) < oo. Assume, in addition, that there is c G Q such that 

(*c) 
q 

(-l)q dim/, Hq(G, M) c-dimfc(M) 

holds, for every discrete k[G]-module M with dimfc(M) < oo. Then, for every bounded 
complex M* of discrete R[G]-modules of finite length over R, we have 

q 

(-i)"eR(H"(G,M')) C 

Q 

\-l)q£R(Mq). 

Proof — Easy dévissage. 

4.6.9. Theorem. — Assume that G satisfies (F), char(/c) = p > 0, cdp(G) < oo and 
(*c). IfT* is a bounded complex in (^j^Mod)^ ,t, then 

q 

(-1)" eR(H^Dt G,T')) c ( - l ) ' e f l ( n 

Proof. — If d — 0, then e#( — ) = £R{ — ) and the statement reduces to that of 
Lemma 4.6.8. If d ^ 1, then Proposition 4.6.7 (ii) gives 

q 

{-l)*eR(Hlnt(G,T')) ( l - t )d f i ( t ) | t=1 . 
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However, Lemma 4.6.8 implies that 

Fi(t) = 

i,q 
{-l)q £R(Hq(G, mlT*/ml+iT*))f c (-l)q£R(mlTq/ml+1Tq)tl 

c 
q 

(-iy P(gr'm(Ti),t), 

hence 

( 1 - ^ 1 ( ^ = 1 : c f-l)qeR(Tq). 

4.6.10. Corollary If R is a domain, then 

q 
( - l ) ' r k f l ( ^ n t ( G , r - ) ) c 

q 

(-l)"rkfl(T9). 
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CHAPTER 5 

DUALITY THEOREMS FOR GALOIS COHOMOLOGY 
REVISITED 

In this chapter we reformulate - and slightly generalize - Tate's (and Poitou's) 
local and global duality theorems for Galois cohomology. As observed in 0.3, duality 
with respect to the functor D follows automatically from the classical results for 
finite modules (cf. 5.2.10); the full duality follows by applying the general result 3.5.8. 
Throughout Chapter 5 we assume that k = Fpr is a finite field of characteristic p. 

5.1. Classical duality results for Galois cohomology 

Let K be a global field of characteristic char (If) ^ p and S a finite set of primes of 
K containing all primes above p and all archimedean primes of K (if K is a number 
field). Denote by Sf the set of non-archimedean primes in S. In Sections 5.1-5.6, we 
assume that the following condition is satisfied (the general case is treated in 5.7): 

(P) If p — 2, then K has no real prime. 

Fix a separable closure Ksep of K. Let Ks be the maximal subextension of Ksep/K 
unramified outside S; denote GK,S Gdl(Ks/K). For each prime v <G S fix a sepa­
rable closure K„EP of KV and an embedding KSEP C—> K*EP extending the embedding 
K KV. This defines a continuous homomorphism pv : GV = Gal(X^ep/'KV) ^ 
GK = G8il(KSEP/K) ^ GK,S , hence, for each M e (^dG^s]Mod), a 'restriction' map 

res, : CC-ONT(GA:|S,M) C'CONT(GV,M) 

Denote by Mv := p%{M) e (^dG^Mod) the i?-module M, equipped with the Cv-action 
induced by pv. 

For v G Sf, our assumptions imply the following ([Se2, N-S-W]): 

5.1.1. GV and GK,S satisfy the finiteness condition (FF). 

5.1.2. cdp(Gv) =cdp{GK,s) = 2. 
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5.1.3. For every n ^ 0, local class field theory defines an isomorphism 

invv : H2(GVlZ/pnZ(l)) = Br(Kv)[pn] ^ Z/pnZ 

(where Z/pnZ(l) = fipn). 

5.1.4. Local duality (Tate). — For every finite discrete Z/pnZ[Gv]-module M, 
the cup product 

Hl(Gv,M) x #2-*(Gv,Hom(M,Z/pnZ(l))) u H2(Gv,Z/pnZ(l)) • Z/pnZ 

is a perfect pairing of finite Z/pnZ-modules (i = 0,1, 2), 

5.1.5. Reciprocity law. — The sum of the local invariants inv^, = vesf iïlYy 

defines a short exact sequence 

0 H2(GK,s,Z/pnZ(l)) -

vesf 
Hz(GVlZ/pnZ(l)] invs , Z/pnZ 0. 

5.1.6. Global duality (Poitou-Tate). — For every finite discrete Z/pnZ[GKiS}-
module M there is an exact sequence of finite Z/pnZ-modules 

0 H°(GKiS,M) 
vesf 

H°(GV,M) H2{GK,,M\l)Y 

-Hl(GK.,M) 
VE sJ 

Hl{GVlM] Hl(GK.,M*(l)Y 

H2(GK.s,M) 
vesf 

H2(GV,M) H°(GKìSìM*(l)y 0 

in which ( - )* = Hom(-, Z/pnZ). The maps HL(GK,s, M) HL{GV,M) are induced 
by res,; the maps HL(GV,M) —• H2~1(GK,S, M*(1))* by res, and the pairing 5.1.4; 
the remaining two maps will be defined in 5.4.3 below. 

5.2. Duality for Gv 

5.2.1. It follows from 5.1.2-5.1.3 that for every R-module A with trivial action of 
Gv we have 

inv, TI2 

cont 
{GV,A(1) A 

TTÌ 

cont 
GV,A(1)) n (i>2) 

Here ^4(1) = A <S>ZP Zp(l) = A ®R ^(1) , which is admissible by Proposition 3.2.5. 
This implies that the canonical map of complexes 

(5.2.1.1) A{-2] iv ĉont Gv,A(l) 
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(in which iv is induced by the inverse of INVV) is a quasi-isomorphism. For A = I 
there is a morphism of complexes 

(5.2.1.2) j [ _ 2 ] ^ 2 Q o n t ( C / ( l ) ) 

which is a homotopy inverse of (5.2.1.1). 
More generally, if A9 is a complex of R-modules with trivial action of Gv, then 

there are canonical morphisms of complexes 

C'cont(Gv,A'(l)) Tot(i^C'cont(Gv,A\l))) *T%C'cont{GV)A'(l)) 
: Tot(t T>2C-ont(G„,^(l)))^-[-2] 

defining a canonical map in D(#Mod) 

RTcont(Gv,A'(l)) — ¿ ' [ -2 ] 

(since iv, induced by the inverse of invv, is a quasi-isomorphism). 
If A* is a bounded below complex of injective R-modules, then iv has a homotopy 

inverse 

(5.2.1.3) RV=RVA. :rn2Cc-ont(Gv,A-(l))- ¿•[-2], 
unique up to homotopy. 

5.2.2. Fix V G SF, a bounded complex J = J* of injective i?-modules and RV — RVJJ 
as in (5.2.1.3) for A* = J. If X* is a bounded complex of admissible i?[Gv]-modules, 
so is 

DT Xm) = Homo A . J . 
The evaluation map 

ev2 :X'(g)fl£>j(X')(l) — J(l) 
from 1.2.7 and the cup product defined in 3.4.5.2 induce a morphism of complexes 

C'cont(GVlX') ®R C;ont(Gv,Dj(X')(l)) 

>c;mt(Gv,j(i)) Tu G' i Gv,J(l))^J[-2], 

hence by adjunction (see 1.2.6) a morphism of complexes 

DT Xm) = Homo A . J . HomR(C'cont(Gv,Dj(X')(l)),J{~2l 

--DJh2](C'cont(Gv,Dj(X')(l))) 

This construction gives a well-defined map in L>6(#Mod) (independent of the choice 
of RVI) 

AJX • Rrcont(Gv,X) DJ[_2](Rrcont(G.,DJ(X)(l))) 
for every X e Db(^[Gv]Mod) (where Dj(X) = R H o m ^ X , J) in the sense of 3.5.9) 

In the same way, the evaluation map 

-h2](C'cont(Gv,Dj(X')(l))) 
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gives rise to a morphism of complexes 

AJ,X* : Qont ;gV,Dj(x-)(i)) D7[_2](C-ont(̂ ,X-)) 
resp., to a morphism 

a'JtX :BTcoat(Gv,Dj(X)(l)) (&Tcont(Gv, X)) 
in Db(RMod). 

The above cup products define, for each X £ - ^ ( A J G jMod), morphisms in 
Db{RMod) 

RTcont(Gv,X)®RRrcont(Gv,Dj(X)(l)) J[-2] 
Rrcont(G„,Dj(X)(l))®flRrcont(Gw,X) J [-2], 

which induce pairings 

(5.2.2.1; Wcont(Gv,X) ®R Hiont{Gv,Dj{X){l)) нг+]-2{г) 
HÌon№v,Dj(X)(l))®RHÌ>nt(GVìX) нг+]-2{г) 

on cohomology. 

5.2.3. We shall be interested only in the following two choices of J : 
(A) J = I[n] for some n E Z (hence Dj = Z)n in the notation of 2.3.2) and all 

cohomology groups of X are of finite (resp., co-finite) type over R. 
(B) J = uj*[n] for some n E Z (hence = ^n in the notation of 2.8.11) and all 

cohomology groups of X are of finite type over R. 
In both cases the canonical map 

s = ej :X DJ(DJ(X)) 

is a quasi-isomorphism, by Matlis duality 2.3.2 and Grothendieck duality 2.6, respec­
tively. 

5.2.4. Proposition. — Assume that either 
(i) J = I[n] and X € DH_ft(^[GAMoA) orXeDR_coft($Gv]Mod), 

or 
(ii) J = uj*[n] and X e £ > M S U ] M o d ) 

Then both maps OLJ^X^J X are isomorphisms in Db(RM.oà) 

Proof. — We consider only the statement for afJX can be proved along the 
same lines (alternatively, one can use the compatibility result 5.2.7 relating the two 
maps). 

(i) If A -> B -> C -> A[l] is an exact triangle in Db(^[Gv]Mod), then 

{OTJ^A, AJ,B, OLJ^C) define a map between exact triangles 

Rrcont(G,, A) r^rcont(G,, B) Rrcont(G,, C) 
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and 

Dj{_2](BTcont(Gv,D(A)(l))) >£>J[_2](RTcont(G„,£>(B)(l))) 

£>j[-2](Rrcont(G„,D(C)(l))) 

This means that OLJ^B is an isomorphism, provided CXJ^A and AJ:C are. Applying this 
observation to truncations 

îx6 = lim Cv/,A[m-] lim^2(Gc-on A))(l))) 

we reduce to the case when X is a single module in degree zero. Lemma 5.2.5 below 
further reduces to the case J = I. For X = T G jMod)^^ (resp., X = A G 

/ad iMod R-coft' 
there is a commutative diagram 

cont(Gv,T/mnT) 
Ui AimC'cont(Gv,T/mnT) 

n 

OCT 

D.2(C'cont(GVlD{T)(l))) 

U2 

U4 

D_2(limGc'ont(G„,JD(T/m"T)(l))) 163 . limI?_2(Cc-ont(G„, £>(T/m»T)(l))) 
n 

in D}t(KMod) (resp., 

lM5Qont(G„^[m"]) 
n 

m"])u5 
G„,JD(T/m"T)(l))) 

u6 

lim^2(Gc-ont(G„,(JD(^)/m"JD(A))(l))) 
n 

q 

u7 

D-J\imC;ont(Gv,(D(A)/mnD(A))(l))) 
u8 

•DJC;ont(Gv,D(A)(l))) 

in Dbcoft (^Mod)). The maps 

U4 = lim cv/?T/mnT, 
n 

îx6 = lim Cv/,A[m-] 
n 

are quasi-isomorphisms by 5.1.4 (and by the "universal coefficient theorem" for projec­
tive limits of Mittag-Leffler systems of complexes, used in the proof of Corollary 4.1.3), 
U\, -¿¿2, ^ 5 , UG by Lemma 4.1.2 and ^ 3 , UJ by Lemma 4.2.4. This implies that both AJ^R 

and OLJ,A are quasi-isomorphisms, as claimed. 
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(ii) Lemma 5.2.5 below implies that we can assume that J — uj*[d] (hence Dj = 
Q>d). Represent X by a bounded complex X* of admissible i?[Gv]-modules. The 
functoriality of the morphisms 

iv:A'[-2]^T"C;ont(Gv,A'(l)) 

from 5.2.1 implies that, for any choices of rv,j for J = / and J = uj*[d], the following 
diagram is commutative up to homotopy: 

C'cont(Gv,u'[d](i) •/[-2] Cc-ont(G„,$_d(c;-[rf])(l)) 
q 

D_2((£d(X)).) 

•/[-2] •/[-2] 

([D])[-2\ 
Tro$_d[-2 •/[-2] 

This implies, by Lemma 2.8.12, that the complexes 

A — C'ont(Gv,X') B='cont(Gv,D(X')(i)) B' = Cc-ont(G„,fW)(l)), 
U = I\-2 U' = (u>'\d}){-2 C = C'((XI),R) •• *-D{R) 

and the maps / , f (resp., fr, г¿) induced by U and rVij (resp., by ^ : Q-d °<3> d D) 
satisfy the assumptions of Lemma 1.2.13, which in turn implies that the following 
diagram in D^(#Mod) is commutative: 

RTcont(G,, X) oti.x £>-2(Rrcont(G„,D(A-)(l))) 
<*u,[d],X D_2((£d(X)).) 

D(u[d\)[-2] (RI cont Gv^d{X){\))) D-2 (Rrcont G„,$_do^d(A-)(l))) 

»7<i[-2] D-2(F) 

D_2 o $_d(Rrcont(G„,^d(X)(l))) D.2 o *_d(Rrcont(G„,0d(X)(l))) 

The maps rtd\—21, £d(X) are isomorphisms by 2.8.11, 

/ : $_d(Rrcont ',2>d(X)(l)\ -(t(Gv,@d(X)(l)) 

is an isomorphism by Proposition 3.5.8 and cvi^x is an isomorphism by (i); hence 
ALJ[d\,x is also an isomorphism. 

It remains to prove the following Lemma. • 

5.2.5. Lemma. — For every J, X* and n G Z (and a fixed choice of rv^j) the map 
AJ\n] x* is equal to the composite map 

RTcont(G,, X) OL.T.X» ^j^2](C'cont(Gv,Dj(X')(l)) 

Dj,n_2](C*dGv,Dj(X')(l))\n] 

DJ[n^2](C'cont(Gv,DJ[n](X')(l))). 

Proof. - Apply Lemma 1.2.16 to A' = C*ont(Gv,X'), B' = C^nt{Gv,Dj(X')(l)), 
C' = J [—2] and u the map from 5.2.2 (the composition of rvj with a truncated cup 
product). • 
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5.2.6. Theorem. — If T, T* e DbR_ft(Rd[G]Mod), A, A* e ^_Co^(^G,;]Mod) are re~ 
lated by the duality diagram 

T T 
D 

A A 

so are 

Rrc0nt(Gv, T 2> 
Rrcont(G.,T*(i))[2] 

D 

RrCOnt(Gv, A) Rrco„t(G„,A*(l))[2] 

(in Db/o)rt(RMod)) and there is a spectral sequence 

ijGv, ExtR(D(Htont(Gv,A))^) ExtR(D(Htont(Gv,A))^) Hltlt(Gv,T). 

Proof. — We first explain the assumptions: start with T G DbR_ft(RdG^Mod) and 
put A = 3>(T), T* = D(A), A* = D(T). Then the canonical maps $(T*) A*, 
$(Rrcont(G„T)) ^ RTcont(Gv, A) and $(RTcont(Gv,r*(l))) Rrcont(G„ A*(l)) 
are isomorphisms by 4.3.1; this takes care of the vertical arrows. The diagonal and 
horizontal arrows are given by the isomorphisms of Proposition 5.2.4. The diagram 
is commutative up to the canonical isomorphisms from 2.8.1; the spectral sequence 
follows by applying 2.8.6 to the diagram. • 

5.2.7. Proposition. — Let f : X* —> Y* be a morphism of bounded complexes of ad­
missible R[GV]-modules. Fix J and rv j as in 5.2.1-5.2.2. Then 

(i) The composite map 

GV,DJ(DJ(X-)) XJ >-nt(Gv,Dj(Dj(X-) v,n,(X)(l •j[-2\ ['ont(Gv,Dj(X')(l)\ 

resp. 

C'cont(Gv,Dj(X')(t <.,(X)(l) DJ[-2] (Qont GV,DJ(DJ(X-)) 

DJ{_2]((ej)*) Dj[-2] (C*ont {Gv , X* ) 

is equal to aj^x* (resp., to OLJX*J 
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(ii) The following diagrams are commutative: 

Qont(Gv,/?j(y)(l)) 
i=j 

A7[-2](Ccont (GViDj(X*)(l))) 

F* A/[-2]((A/(/)(!))*) 

^COnt(^5 ^ ) 
<*J,Y 

Dn2](C-cont(Gv,Dj(Y')(l))) 

C^nt(Gv,Dj(X-)(l)) 
A'J,X» 

DJ\-2}(C*ONT(GV,XM)^ 

(()(L)), i=j 

Qont(Gv, /? j (y) ( l ) ) 
i=j 

DJI-2]{C-COTA(GV,Y-)) 

(iii) The composite map 

Qont(Gv,/?j(y)(l)) 
<*J,Y 

Dj[-2](Dj[_2] Qont(Gv,/?j(y)(l)) 

^J[-2] («J.X» ) 
Dn_21(Cc-ont(GV)Dj(X-)(l))) 

resp. 

C'cont(Gv,Dj(X')(l) £.7[-2] 
A/[-2] (-DJ[-2] (C'ont ̂ Z W X l ) ) ) ) 

A/f-2] («J,X» ) 
DJ[-2] (C'ont ( ^ » ^ * ) ) 

¿5 homotopic to aj^x* (resp., to a'jx.). 

Proof 

(i) The first statement follows from Lemma 1.2.12 and the following commutative 
diagram (in which G*(X*) = C'ONT(GV1 X*)): 

C-(X-)0flC«(Dj(X*)(l)) u C*(A-'0fl£>j(X')(l)) (v2). C"(J(1)) 
fe./)*®id (e./®id). 

C-(Dj(Dj(X')))8>flC'(Dj(X-)(l)) u C'{DJ(DJ(X-))®R Dj(X')(l)) (vi). C-(J(1)) 

(the second square is commutative by Lemma 1.2.9). Exchanging the factors in each 
tensor product we obtain the second statement. 

(ii) This follows from Lemma 1.2.11. 
(iii) The diagram 

C'(X')(3RC'(DJ(X')(1)) u C'(X'®RD,,{X'){\)) (v2)* C'(J(1)) 

5i2o(T ®T) To(s12), 
C'(Dj(X')(l))®RC'(X') u C'(Dj(X')(l)®RX' (evi) C-(J(1)) 

is commutative by (1.2.7.1) and 3.4.5.4. We apply Lemma 1.2.14 and the fact that T 
is homotopic to the identity. • 
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5.2.8. Corollary. — If f : X —> Y is a morphism in Db (^jG iMod), then 

aj,x = «j,Dj(x)(i; «J,X = A/ Dj[-2](a'j,x) °£J[-2] 
DJI-2] ((A/(/)(l))*) o CYJX = aj v o / 

«J,X = A/[-2]((£j)*) °«J,D.7(X)(1) A/[-2](aj,x) °£j[-2], 
A/[-2](aj,x) °£j[-2], A/[-2](/*) °«J,y 

(equalities of morphisms in D (RMCKI)). 

5.2.9. Self-dual case. — If / : X D j ( X ) ( l ) is a morphism in Db(^}Gv]Mod), 
denote the morphism 

X^DJ(DJ(X)) DJ(DJ(X)(1))(1) 
D.,(F)(l) Dj(X)(l) 

by g. It follows from (1.2.7.1) and a derived version of Lemma 1.2.10 that the pairings 

Uf : KTcont(Gv, X)®R ~RTcont(GVI X) 

id®/, 
>Rrcont(G^, Rrcont ; g „ , D j ( x ) ( i ) 

(v2)* / [ - 2 ] 

Uo:HTcont(Gv,X)®R HTcont(Gv, X) 

«J,X = A/ FITcont{GVl X)®R Rrcont Gv,Dj(X){\) (v2) / [ - 2 ] 

are related by 

(5.2.9.1) = Uf o s12. 

In particular, 

'5.2.9.2) FITcont{GVl X)®R Rrcont 

5.2.10. On the level of cohomology, the diagonal arrows in Theorem 5.2.6 imply that 
the cup product 

Wcont(Gv1T)x t(Gv,A*(l)) H2cont(GvJ(l)) I 
induces isomorphisms 

Hlcorit{Gv,T) D{H2c^t(Gv,A*{\))) 

Hiont(GvlA*(l)) D(H^(GV,T)] 
(and similarly for the pair T*(1),A). Note that, as remarked in 0.3, these isomor­
phisms follow immediately from 5.1.4 by a straightforward limit argument (a rather 
pompous version of which was given in the proof of Proposition 5.2.4(i)). The only 
reason for developing the cohomological machinery of Chapters 3-4 was a need to 
relate cohomology of T and A, as in 4.3.2. 
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5.2.11. Euler-Poincaré characteristic. — For every non-archimedean prime v 
of K, the group Gv satisfies the condition (*c) from Lemma 4.6.8 with 

C -
~[KV : Qp] if Kv is a finite extension of Qp 

0, otherwise, 

by Tate's local Euler-Poincare characteristic formula ([Se2, §11.5.7, Thm. 5]; [N-S-W, 
Thm. 7.3.11). As a result, Theorem 4.6.9 applies to Gv and c. 

5.3. Cohomology with compact support for GK,S 

In this section we develop the theory of cohomology groups with compact support. 
In fact, there are two possible definitions, which differ in their treatment of infinite 
primes. We use the one appropriate for duality theory (see also the footnote in 
Sect. 0.7.1). 

5.3.1. Cochains with compact support 
53.1.1. Definition. — Let M* be a complex of ind-admissible i^G^sJ-modules. The 
complex of continuous cochains with compact support with values in M* is 
defined as 

resv : Clont{GKIS,M\ • Cone I Qont(GK,^(M-)) 
RCSSF 

VESJ 
Clont(Gv,M* [-1] 

where res5f = {resv)veSf • 

5.3.1.2. More precisely, the 'restriction' map iesv (v G Sf) is equal to 

resv — pv : Ccont (GK,s,M' C'ont(Gv,p*v(M')) 

If we choose another embedding Ksep c—» i^ep, then AV : GV ^ GK is replaced by 
a'v = Ad(av) o av (for some av G GK) and the map n(av) : pv(M9) —• p'*(Mm) is an 
isomorphism of complexes of Gv-modules. In the diagram 

resv : Clont{GKIS,M\ inf Qont(GK,^(M-)) inf C'cont(Gv,p*v(M')) 

Ad(av] Ad(av] 

res^ C9cont(GKtSiM-) inf C'CONT{GK,IR*(M') 
inf C"cont(Gv,p'v*(M') 

the first (resp., the second) square is commutative up to homotopy (resp., commuta­
tive). Choosing bi-functorial homotopies ha(M*) : id -w Ad(a) (e.g. those from 4.5.5), 
we obtain homotopies 

HV =a':*he(M') inf : res'; IR(<TV)* o res„, 

h = (hV)VESF res'5 inf : res'; o RESSF• 

The corresponding morphism of cones 

Cone(id, ((cr-u)*), h) Cone(res5/ Cone(res^ ) 
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is a homotopy equivalence, with homotopy inverse equal to 

Cone(id, ((av l)*),h') : Cone(res;5/ > Cone(res,s/), 

where h! — (a* • ha-i(M9) • inf)vG5/. Indeed, this follows from 1.1.7 and the fact 
that there is a 2-homotopy 

/z'*id + ((<TV x)*) *ft : (resv*(fta-i(MÄ) A d ^ " 1 ) * V , ( M " ) inf 0. 

5.3.1.3. The cohomology of C^cont(GK,s, Mm) will be denoted by Hicont(GK,s, Mm). 
As in 3.5.6, the functor M* \-+ C*cont(GK,s, M*) preserves homotopy, exact sequences 
and quasi-isomorphisms for cohomologically bounded below complexes, hence defines 
an exact functor 

RTccont(^K,5,M) ö + Ä s l M o d ) ^+(ßMod) 

such that 

(5.3.1.1) Rrc,Cont(^K,5,M) Rrc,Cont(^K,5,M) ress 

veSj 

RFcont(Gv, M) 

is an exact triangle in D+(#Mod) for every M e D /ind-ad 
/ind-ad 

Mod' In particular 
there is an exact sequence 

(5.3.1.2) TJÌ 

c,cont 
[K,S,M) Hlont(GK,s,M) 

ress 

vesf 

H'(GV,M) HÏ£DT(GK,s,M) 

5J.2. Lemma. — Each of the three functors Rrcont(G'x,S', — ); HTcont(Gv, — ), 
Rrc,cont(^,5,-) ma^^./t(-dGaKds]Mod) (rap., D J . c o y , ( ^ s ] M o d ) ; to Z^UMod) 
^ p . , D*0/ï(flMod);, m * = + , 6 . 

Proof — This is true for Rrcont (Gj^s, — ) and Rrcont(Gv,—) by Corollary 4.2.7 
and 5.1.1-5.1.2. The statement for RrCjCont(GK,s, —) follows from the exact se­
quence (5.3.1.2). • 

5.3.3. Cup products 

5.3.3.1. Let A*, B* be complexes of ind-admissible [Gx,s]-modules. We shall write 
elements of 

Rrc,Cont(^K,5,M) C c o n t ( G A * ) 
vesf 

Ccont 5 

in the form (a,a5), where a G G*ont(Gx,s, -4*)? as = Mvesfi &v G G^J^G,, , A*); 
deg(a, as) — i — deg(a) = deg(as) + 1. The differential is given by 

d(a,as) (da, —ressf(a) — das) 
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5.3.3.2. The first cup product 

: C^cout(GK,s, A*) 0R Clont(GK,s, B*) C*AGK,s,B- ®RA') 

is defined as 

(a, as)cUb = (a U 6, a5 U res5/ (6)) 

and satisfies 

d((a,a5)cU6) = (d(a,a5))cU6 + -l)deg^(a,as)cUd6. 

5.3.3.3. The second cup product 

Uc • C'AGK.S, A*) R C'AGK,s, B* C*AGK,s,B- ®RA') 

is defined as 

aUc(b,bs) = (aUÒ,(-l)deg(a)resS/(a)U6s) 

and satisfies 

d(oUc(6,65)) (da)Uc(6,6s) + (-l)deg(a)aUc(d(ò,òs)). 

5.3.3.4. The involutions T from 3.4.5.4 define morphisms of complexes 

dimFp (MG"). wc,cont Q,cont(GK,S, A') 

(a, as) (T(a),T(as) 

which are again involutions homotopic to the identity. As in 3.4.5.4, the following 
diagram of morphisms of complexes is commutative (and the same is true if the roles 
of CU and Uc are interchanged): 

Q,cont(GK,S, A*] }R C'AGK,s, B* q 
wc,cont (GKIS,AM <8>* B-) 

s12o(T 0T) To(si2)* 

Ccont(GK,S,B*) R Glcont(GK,S, A* 
q 

C*AGK,s,B- ®RA') 

5.3.3.5. The products CU, Uc (resp., the involutions T) are compatible with 
the product U (resp., the involution T) defined in3.5.4 (via the canonical maps 

Gc,cont(GK,S, ~ ) Qont(G K,S, -))• 

5.3.4. The statements of Propositions 4.2.9-4.2.10 and 4.3.3 also hold for the functor 
RrCiCont((7^;5', —). 

5.3.5. Euler-Poincare characteristic. — If M is a finite discrete ¥P[GK,S]~ 

module, then Tate's global Euler-Poincare characteristic formula ([N-S-W, 
Thm. 8.6.14]) implies that 

3 

g=U 

(-1)9 d i m F p ^ ( G x , 5 , M ) 

v\00 

dimFp (MG"). 

A straightforward modification of the arguments in Sect. 4.6 gives the following result. 
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5.3.6. Theorem. — IfT* is a bounded complex in (ad MOD)Rft k s^Mod)R ^, then 

i 
{-)R(Hlcont(GK,s,T') 

v\oo q 
(l)«eR((T«)G*). 

5.3.7. For R finite and flat over Zp (and not necessarily commutative), Flach [F12] 
proved a more refined Euler-Poincare characteristic formula. 

5.4. Duality for GK,S 

5.4.1. The sequence (5.3.1.2) together with 5.1.5 define an isomorphism 

TT3 

c,cont 
'ts,Z>/pnZ(l)) Z/pnZ. 

As in 5.2.1 we get 

TTÎ 

c,coni 
GK,S,A\1) 

A i = 3 

0 i > 3 

for every ^-module A with trivial action of GK,S, hence a quasi-isomorphism (induced 
by inv"1) 

(5.4.1.1) A[-3] i T^3 c,cont ;.S,A(1)) 

Let A9 be a bounded below complex of i?-modules with trivial action of GK,S- For 
each i G Z the map 

resSf TT2 

^cont 
[K,S,A\1) 

veSf 

TT2 

12cont 
\Gv,AHl)) 

is injective, hence the canonical morphism of complexes 

R > 3 Q C O n t ( ^ , 5 , ^ ( l ) ) 

Cone T>2C'coni(GK,s,A\l)\ res5 

vesf 
7>2 wcont :V,A\I)) h i 

is a quasi-isomorphism. This implies that the canonical map 

(5.4.1.2) q 
wc,cont GKls,A*(l)) Totfz T^3 GC NT GK.s,AHl) 

Cone -"2 ^cont GK,s,A-(l) 
res s 

v£Sf 

t>2 
^cont :GV,A'(d) f- i 

is also a quasi-isomorphism. 
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As in 5.2.2, fix a bounded complex J = J* of injective i^-modules. We claim that 
there is a homotopy equivalence is making the following diagram commutative up to 
homotopy: 

T^>2 ont(GK,S,J(l)) 
resS/ 

veSj ^2 ^cont [Gv, J ( l ) ) 3 
Cone(ressf ) 

is 

veSf J [-21 J [-2]. 

Indeed, fix vq £ Sf and put is = j ° iVo- Then is is a quasi-isomorphism, hence a 
homotopy equivalence (as J [—2] is a bounded below complex of injectives). 

Fix homotopy inverses rv^j of iv (v G Sf) and also a homotopy inverse rs = rs,j of 
is- Then rs oj is homotopic to £ o (rVij). Composing rs[—1] with the map (5.4.1.2) 
we obtain a quasi-isomorphism 

(5.4.1.3) RJ T>2 
wc,con1 KomR( T>2 J [ - 3 ] 

unique up to homotopy. 

5.4.2. Let X* be a bounded complex of admissible i?[Gx;(s]-modules. As in 5.2.2, 
the cup product CU, together with the evaluation map ev2 (resp., evi) and the 
map (5.4.1.3) define morphisms of complexes 

GK,s,Dj(X')(l)) GK,S, X9) - KomR(C'conl(GK,s Dj(X')(l)) c,cont GK,s,J(l))] 

Hom^ (C*ont I GK,s,Dj(X')(l)) 4'3 ĉ,cont GK,S,J(1))) 

Horn* (id, rj) 
Hom^ ,cont {GK&Dj (x- (1) J[-3], 

DJ\-3\ ^cont (GK,s,D(X-)(l))) 

resp., 

cPj.X* ^c.cont \GK,s,DJ(X'){\)) Hom^(Cc'ont GK,S,X* wc,cont GK,s,J(l))] 

Hora,R(C*ont (GK,s,X*) ^ 3 ĉ,cont (GK,s,J(l))) 

Horn* (id,rj) Hom^ ^cont GK,S, X9 Jf-31) 

DJ - 3 ucont GK,S, X9) 

hence canonical maps (independent of the choice of r) 

CPJ,X R-Tcont GK,S,X) Dj[-3] R-Tcont GK,s,Dj(X)(l)) 

resp., 

cft'J X R-Tcont GK.S,D.J(X)(1)) DJ[-3] ,TCOnt( GK,S, X 

in L>6(^Mod) (for every X e DB ad 
MGK 9 

Mod)) 
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Similarly, using Uc instead of CU, one obtains morphisms of complexes 

Dj\-3}(RrC^CONT(GK,s,X)] Ĵ[-3](Qcont(̂ ,̂ j(X-)(l))) 

PUx- :Ĉnt(G*,s,Dj(X-)(l)) DJ[-3](C*c0NT{GKìs, X9) 

resp., morphisms 

Dj\-3}(RrC^CONT(GK,s,X)] "j[-3] (ÏU c,cont [,s,Dj(X)(l))] 
f3'cJXRTcont(GK,,Dj(X)(l)) Dj\-3}(RrC^CONT(GK,s,X)] 

in Db(RMod) 
As in 5.2.2, Ur and rU induce, for each I g D ' /ad Mod), cup products 

RrCXONT(GK .5, x) L 
R Rrcont GK,S, DJ ()(1Y J[-3] 

•F̂-Tcont [GK.S, X) T, Hl+J~3(J GK,S,DJ x){i) J[-3 

and pairings on cohomology 

(5.4.2.1) TTL 
c,cont 

GK,S, X rt12cont (iDj{X){l)] Hl+J~3(J 

Hlont(GK,s,X R-^c,cont GK,s,Dj(X)(l)] Hl+J~3(J 

as well as analogous products in which the roles of X and Dj(X)(l) are interchanged. 

5.4.3. Proposition. Assume that either 

(i) J = I[n] and X q /ad 
\R[GK,s\ 

Modi or X ^R-cofi 'ad 
*R[GK,s] 

Mod̂  
or 
(ii) J i=j and A E D6 'ad Mod 

Then the maps iPj,X,cP'j,XiPc,J,X,P'c,j,x are isomorphisms in D6(fiMod). 

Proof. — As in the proof of Proposition 5.2.4 one reduces to the case when M is a 
finite discrete Z/j^ZfG^sJ-module. In this case the statement is a variant of the 
Poitou-Tate global duality theorem (5.1.6) ([Ni, Lemma 6.1]; [N-S-W, §8.6.13]). 
This explains the origin of the non-obvious maps in 5.1.6: they are induced by the 
cup products 

Uc H\GK,s,M) H3-i GK,S,M*(1) H3c(GK,s,Z/pnZ(l) • pnZ 

H3-*(GK,S,M*(1) H3-*(GK,S,M*(1) H3c(GK,s,Z/pnZ(l)[ Z/pnZ 
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5.4.4. Proposition. — If f : X —> Y is a morphism in Db(^GK s|Mod)7 then 

Pc,J,X ~ P'c,J,Dj(X)(l) ° : Dj[-3](cPj,x) °^J[ -3] , 

DJ{_3]((Dj(f)(l))*) o pCiJiX = /3CjJjy o /# 
c/3j,X = c/3j,Dj(X)(1) ° 0^)* = A/[-3](/3c,J,x) °^J[-3] , 

DJ[_3]((DJ(/)(l))*)oc/?J,x cA/,V ° /* 

/^c,J,X = A/[-3]((£j)*) ° Pc,J,Dj(X)(l) Dj{_3](cf3jjX) °£j[-3], 

№,J ,X0(^J ( / ) (1 ) )* A / [ - 3 ] ( / 0 ° # , j , * 
c/?J,X = A/[-3]((£j)*) ° cPj,Dj(X)(l) №,J,X0(^J(/)(1))* 

c ^ o ( ^ ( / ) ( l ) ) * : A/[-3](/*) °cft ,y 

(equalities of morphisms in Db(fiMod)). 

Proof. — This follows from a variant of Proposition 5.2.7, which is proved in the 
same way as 5.2.7; the only difference is that the commutative diagram from 3.4.5.4 
(with A* = X*, B* = Dj(X*)(l)) has to be replaced by an analogous diagram 
from 5.3.3.4. • 

5.4.5. Theorem. - If T, T* G DbR_ft(^[Gr s]Mod), A, A* e DbR_coft(^[GKs]Mod) are 
related by the duality diagram 

T i=j 1 
D 

A 4 A* 

so are 
RFCONT(GK.s,T) i=j 

RTc,cont ;gk,S,t*(i))[3] 
D 

RFCONT(GK.s,T) Rrc,co„t(GK,s,^*(l))[3] 

(™ D(co)ft (RMod) and there are spectral sequences 

L2i Ext̂  r rr3-j 
\ c,cont 

(,S,T*(1)),(J) 
ExtR(D(Hlont [,S,A)),uj) [GK,S,A)),u 

L2i Extt, -*̂cont 'K.S,T*(1)\U 
ExtR D(Hj [.S,A)),W. TJI+3 

c,cont 
GK,s,T) 

Proof. — As in 5.2.6, everything follows from Proposition 5.4.3. 
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5.5. Duality for Poincaré groups 

5.5.1. Recall ([Vel, §4]) that a profinite group G is a Poincaré group with respect 
to a prime number p if the following two conditions are satisfied: 

5.5.1.1. cdp(G) = n < oo. 

5.5.1.2. The abelian groups Dt defined by 

Di lim 
m 

lin: 
TI' 

Homz Hl(U,Z/pmZ] /Zp 

(where U runs through all open subgroups of G and the transition maps are dual to 
corestrictions) satisfy 

Di o, Ì 7^ TI 
Qp/Zp i = n. 

There is a natural action of G on each A ; under the above conditions G acts on 
Dn by a character 

X--G z ; 

5.5.2. Examples 

(1) G is a compact p-adic Lie group with finite cdp(G). 
(2) G — Gv in 5.1. In this case n = 2 and x is equal to the cyclotomic character 

5.5.3. The main duality result for Poincaré groups ([Vel, Prop. 4.4]) states that 
there is a canonical isomorphism 

p:Hn(G,Dn) Zpn 

such that for every finite p-primary discrete G-module M and i E Z the cup product 

HHG,M) x Hn-l(G, Homz Zpn Hn(G, Dn) QnZp 

induces an isomorphism 

i/n_i(G, Homz(M, £>n)) >Homz(^(G,M),Qp/Zp) . 

5.5.4. The results and proofs in Sect. 5.2 work for a general Poincaré group G 
satisfying (F). For example, a generalization of Theorem 5.2.6 yields a digram 

Rrcont(G, T) 2) Rrcont(G,T*(x))[n] 
D 

Rrcont(G, A Rrcont(G,A*(x))N, 

where M(x) denotes M with the G-action twisted by the character x (f°r every 
Zp[G]-module M). 
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A generalization of Proposition 5.2.4 gives canonical isomorphisms 

RPcont(G, X) - Dj(Rrcont(G,Dj,G(X))), 

where 
Dj,G(X) = Dj(X)(x)[n]. 

5.6. Localization 

5.6.1. Let 5? С R be a multiplicative subset. Everything in Sections 5.2.1-5.2.2, 
5.2.7-5.2.9, 5.4.1 5.4.2 and 5.4.4 remains valid if we replace R by Ry-

Instead of 5.2.3, we shall be interested in the following case: 

5.6.2. J — ooR^[n] for some n G Z (hence Dj = Q)'r^^) and all cohomology groups 
of X are of finite type over Ry-

5.6.3. Proposition. — Assume that J — uoR [n] for some n G Z. Then: 

(i) For every X e DR /t(^[G„)Mod) the canonical man 

а.тх Rrcont(G7;, X) @Ry,n-2 KTcont(Gv^R n(X)(l))) 

isan somorphism in Dft< R с/ Mod (and the same is true for a'j x). 
(ii) For every x e DR ft ' ad 

GK.S, X Mod, the canonical map 

CPJ,X ^R^,n-2 GK.S, X ^R^,n-2 @Ry,n-2 GK,S, (X)(D) (X)(D) 

is an isomorphism in Й д Mod (and the same is true for cj3'j x, /3Cj j^x and (3fc j Xy 

Proof. — By dévissage we reduce to the case when X is an admissible Ry\Gv\-
module, of finite type over Ry- Then X =S^~lY for some Y G (Rd^G ^Mod)^ ^, by 
Lemma 3.7.3, and a j j is the localization 

5? 1 Rrcont (GV, Y а.тх Rrcont(G7; RLcont \Gv,@R,n(Y)(l))) 

of the isomorphism o^[n],y from Proposition 5.2.4. The same argument applies in 
the case (ii), with 5.4.3 replacing 5.2.4. • 

5.7. In the absence of (P) 

5.7.1. Assume that the condition (P) from 5.1 fails, i.e., p — 2 and K is a number 
field with at least one real prime. In this case the global duality must also take 
into account the Tate cohomology groups Hl(GVl — ) for real primes v (where Gv = 
Gal(C/R) has order two). The statements in 5.1 then have to be modified as follows: 
for every real prime v. 

5.7.1.1. GV and GK,S satisfy the finiteness condition (Ff). 
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5.7.1.2. cd2(Gv) = cd2(GV s) = oc 

5.7.1.3. For every n ^ 1, local class field theory defines an isomorphism 

mvv : H2(GVÌ Z/2nZ(l)) Z/2Z. 

5.7.1.4. Local duality. — For every finite discrete Z/2NZ[Gv]-module M, the cup 
product 

ÊHGv,M) x 52-2(Gv,Hom(M ,Z/2nZ(l))) tf2(G„,Z/2nZ(l)) Z/2Z 

is a perfect pairing of finite Z/2Z-modules (i G Z) 

5.7.1.5. Reciprocity law. — The sum of the local invariants inv^ = J2ves mv^ 
defines an exact sequence 

0 > H2(GK,IZ/2NZ(l)) - H2(GV, Z/2nZ(l)) invs Z/2nZ 0 

(where inv„ = 0 for each complex prime v) 

5.7.1.6. Global duality (Poitou-Tate). — For every finite discrete Z/2NZ[GK,s}-
module M there is an exact sequence of finite Z/2"Z-modules 

n - •H°(GK,S,M) 

vesf 

H°(GV,M) 

KV=R 

H°(G,„M) 

H2(GK.s,M*(l)Y >H\Gk,S,M) 

ves, 

H\GV,M) 

K„=R 

H\GV,M) 

>H\GK,s,M*(l)y >H2(GK,s,M) 

vesf 

H2(GV,M) 
KV=R 

H2(GV,M) 

H°(GK,s,M*(l)) 0, 

in which ( - )* = Hom(-, Z/2"Z). 

5.7.1.7. For each M as in 5.7.1.6 and i > 2, the map 

ress : HHGK.s,M) 

vesf 

HHGV,M) 
KV=R 

hHgv,m) 
KV=R 

H*(GV,M) 

is an isomorphism. 

5.7.2. In the present situation, the constructions in 5.3 should be modified as follows. 
For each real prime v of K, the usual definition of the complete (Tate) cochain complex 
C*ont(GVl M) of a Gv-module M extends naturally to complexes of Gv-modules by 

Cn{Gv,M-) 

i-\-j—n 

C>(GVlMl) 

and using the sign rules from 3.4.1.3. The standard cup products ([C-E, Ch. XII]) 

C-cont(Gv,M)®C'COBt(Gv,N) C'cont(Gv,M®N 
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extend, using the sign rules from 3.4.5.2, to the case of complexes of G^-modules 

(5.7.2.1) U : C'cont(Gv, M') ® C*ont(Gv,N') Ô'cont(Gv,M' ® N'). 

For every complex M* of ind-admissible ^[G^sl-modules we define 

C* JGK.s,M')= 

Cone I C;ont(GK,s,M') ress 

vesf 
^cont(̂ , M') 

KV=H 

C'cont(Gv,M') [-1 

where the map resv for a real prime v is given by 

C* JGK.s,M') ^cont(^, M') C*cont(Gv,M* 
The cohomology groups H^CONT(GK,s, ~) of G* CONT(GK,Sì ~) ne m the exact sequence 

(5.7.2.2) fri 
c,cont 

G?;,M- TTÌ GK,S,M 

ress 

vesf 

TTÌ 

cont 
G?;,M-

vesf 
HL(GV,M- c,cont GK,S,M 

The functor 

M C* JGK.s,M') 

gives rise to an exact functor 

RTccont ( , S , - GK,s,M* ®RN- DUMod). 

The formulas from 5.3.3.2-5.3.3.3 together with (5.7.2.1) define products 

Uc Ccont(GK,S, M' >JR .cont1 GK,s,N- c,cont GK,s,M' ®RN-) 

C0 C"^CjCOnt GK,s,M' R *ont( GK.S,N' ĉ,cont' GK,s,M* ®RN-
for any pair of complexes of ind-admissible i^G/^s]-modules M*,7VV 

5.7.3. Lemma 

(i) If M' M is concentrated in degree zero, then 

(V i>3) Hlcont(GK,s,M) = 0. 

(ii) If A is any R-module with trivial action of GK,S, then invs induces an iso­
morphism 

Hlcont(GKìSìA(l)) • A. 

Proof — By a standard limit procedure one reduces to the case when M is a fi­
nite discrete Z/2nZ[G^5s,]-module, in which case the statement follows from 5.7.1.7 
and (5.7.2.2). Similarly, it is sufficient to consider only the case A = Z/2nZ in (ii), 
when we conclude by 5.7.1.5, 5.7.1.7 and (5.7.2.2). • 
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5.7.4. Proposition. — If M is a finite discrete Z/2nZ[G K , s]-module, then the cup prod­
ucts Uc, CU induce perfect pairings of finite Z/2nZ-modules 

H\GK,s,M) x #c3-^nt(GK,s,Hom(M,Z/2-Z(l))) 

£ c 3 c o n t ( ^ , Z / 2 - Z ( l ) ) Z/2nZ 

HLCICONT(GK,s,M)x 3-^(GK,5,Hom(M,Z/2-Z(l)); 

ff^ont(G*,s,Z/2»Z(l)) Z/2nZ 

(/or alii e Z) 

Proof. — This follows from 5.7.1.4, 5.7.1.6, 5.7.1.7 and the compatibility of the various 
products involved. • 

5.7.5. All constructions from 5.4 work in the present context, provided that 

Gc,COnt(GK,s, - ) (resp., RrCICONT(GK,s, - ) ) is replaced everywhere by C^CONT(GK,s, -) 

(resp., Rf;CjCont(GK,S, —))• The final result can be summed up as follows: if 

T D T* 

D 

A A 

is a duality diagram with T, T RZ f)B (AD 
E ^R-FTKRLGK.S] 

Mod' and A. A* uR-coft ad 
R[GK,S] 

Vlod) 

then 
RTcont(GV s, T 

D 
Rrc,cont(GK,5,T*(l))[3] 

D 

Rrc0nt(G/^.c, A Rrc,co„t(&V,s,A*(i)) 3 
is a duality diagram in D^^(RMOÓ). 

5.7.6. As 2 • Hl(GVl M) — 0 for each real prime v and each d,-module M, the 
canonical map in ZK^Mod) 

Hl 'ccontGK,S,M- Hl ccont ( G K X , M ° * , S , (M* e DB înd-ad 
<R[GK,S. Mod)] 

becomes an isomorphism in Db(Ru /2iMod), where i2[l/2] = R®Z2 Q2 
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CHAPTER 6 

SELMER COMPLEXES 

Classical Selmer groups consist of elements of H1(GK,S^ M) satisfying suitable local 
conditions in HL(GV,M) at v G S. We work in the derived category, which means 
that we have to modify this definition and impose local conditions on the level of 
complexes rather than cohomology. This is done in Sect. 6.1-6.2. The main abstract 
duality result, Theorem 6.3.4, is deduced from our version of the Poitou-Tate duality 
(Theorem 5.4.5) using the cup products from Sect. 1.3. The symmetry properties of 
these duality pairings are investigated in Sect. 6.5-6.6; they require additional data. 
In Sect. 6.7 we introduce the main example of "elementary" local conditions, following 
Greenberg [Grel, Gre2, Gre3]. 

The assumptions of 5.1, including (P), are in force. 

6.1. Definition of Selmer complexes 

6.1.1. Let X = X* be a complex of admissible R[GK,S}~modules. Local conditions 
for X are given by a collection A(X) = (AV(X))vesf, where each AV(X) is a local 
condition at v G S/, consisting of a morphism of complexes of R-modules 

i+(X) : U+(X] res5, -it(X) 
6.1.2. The Selmer complex associated to the local conditions A(X) is defined as 

C}(GKJS,X;A(X)) 

Cone res5, -it(X) 
vesf 

: U+(X] res5,-t(X) 
vesf 

UFf(GK,s, [-1] 

(sometimes abbreviated as C*(X)), where ig(X) = (i+(X))vesf- Denote by 
UFf(GK,s, X; A(X)) (sometimes abbreviated as HTf(X)) the corresponding object 
of D(ftMod) and by HJ(GK,S, X; A(X)) (sometimes abbreviated as Hlj(X)) its 
cohomology. 
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If X and all U^(X) have cohomology of finite type over R, resp., of co-finite type 
over R, resp., are cohomologically bounded above, resp., are cohomologically bounded 
below, the same is true for C* (GK,S, X; A(X)) . 

6.1.3. For V G SF put 

U~{X) = Cone I Щ(Х\ -em C't(GK,s,X) 
u£(x 

vesf 
u£(x 

There are exact sequences of complexes (with maps induced by obvious inclusions 
resp., projections) 

(6.1.3.1) 0 - •C-cont(GVlX)[-l] >U-{X)[-l] C't(GK,s,X) 

0 - Q,cont(G K,S, X) CUGK,s,X;A(X) uUx) 0 

0 Us(X)[-l] C}(GKls,X;A(X)) C't(GK,s,X) 0, 
which give rise to the following exact triangles in D(RMod): 
(6.1.3.2) K(X[ Rrcont(Gfv, X t u-(x] U+(X)[1] 

UÏ(X)[-1] R-rc,cont(Gx,s, X KTf(X) • uUx 

Ui(X)[-l] KTf(X) Rrcont(GFÂ ,5, X Us(X). 
We know from Proposition 5.4.3 that ~RTc^cont(GK,s, X) is dual to Rrcont(Gx,5, 
Dj(X)(l))[S] (under suitable assumptions). In order to deduce from (6.1.3.2) a duality 
between RTf(X) and Rr / (DJ(X)(1))[3] , we must ensure that U^(X) is (close to 
being) isomorphic to the dual of Ug (Dj(X)(l))[2\. Taking into account the duality 
between ~RTcont(GVl X) and HTcont(GVl Dj(X)(l))[2], this boils down to a suitable 
orthogonality relation between U^(X) and UY (Dj(X)(l)), for all v G Sf. This notion 
of orthogonality is introduced and studied in Sect. 6.2. 

It is essential to have a canonical duality map between R T j ( X ) and the dual 

of HTf(Dj(X)(l))[3]; this is why the additional data 6.2.1.3 enter the picture. The 

duality map itself is constructed in Sect. 6.3, using the abstract cup products from 1.3. 

6.1.4. In the special case when 

Uï(X) r^Us(X) 

is a quasi-isomorphism (which is equivalent to 

vesf 

IP(U+{X) (z+(X)) 

vesf 

Hlcont{GinX) 

being bijective for i ^ 0 and injective for i = 1), the canonical map 

r < 0 R f / ( G K ) 5 J ; A ( I ) ) T<O Rrcont(GV s, X) 
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is also a quasi-isomorphism, i.e. 

H}(GK^,X;A(X)) H}(GK^,X (Vz < 0) 
and 

# i (G* , s ,A- ;A(X) ) 

Ker Hcolit{(jК,S, X 
veSf 

H'(G^X)/(it(X))jH1(U+(X))) 

coincides with a classical Selmer group given by the local conditions 

(it(X))JH\U+(X)) HlONT{GV,X (v e Sf). 

6.2. Orthogonal local conditions 

Let J — J * , DJ and RV J (for each v G Sf) be as in 5.2.2 

6.2.1. Assume that Xi,X2 are complexes of admissible i^G/^sJ-modules, 

7T : Xi ®R X2 >J(D 

a morphism of complexes of R[GK si-modules and 

г:(Хг):и:(ХГ] ĉont (Gv -, Xi) (¿ = 1,2; veSj) 
local conditions for X\, X2-

6.2.1.1. Typical examples of ir are 

evi: X2)(1)(E)RX2 J(l) 
ev2 : Xi ®HDj(Xi)(l) -> J(l). 

In general, 7r factors as 

7T : Xi ®R X: adj(7r)C8)id №2)fl)®fiJfî evi J(D 
and induces another morphism of complexes 

7T O S12 X2 R X\ S12 *1 R ^2 7T 7(1). 
which factors into 

7T O s 12 X. )RXX adi(7ros12)(8)id Dj№)(i) R X] evi J (i) 
thus 7T also factors as 

7T : Xi R X2 id(g)adj(7ros12) i q jk (1 ev2 •J(i 
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6.2.1.2. For each v G 5 / , denote by prod.L,(Xi, X2. TT) the morphism of complexes 

prodv(Xi, X2,7r) и+(хл RU+(X2) 
^C*ont 

^C*ont Gv,Xi. R G*ont Gv, X2) 

^C'cont(Gv,X1 ®RX2. 7T* ^prodv(Xi,X2,7r) 
T>2 

•^2 ^cont G„, J ( l ) ) 

6.2.1.3. Definition. — If there is a null-homotopy 

hv = hV(XI,X2,IR) prodv(Xi,X2,7r) 0, 

we say that AV(X\) is orthogonal to ^cont respect to TT and hv. Notation: 

Д„ Ai ±„ h Д„ Ао 

6.2.1.4. Definition. — We say that A(Xi) is orthogonal to A(X2) with respect to TT 
and hs = (hv)veSf (notation: A(Xi) ±w,hs A(X2)) if Av(Xi) ±7T,hv AV(X2) for all 
v G Sf. 

6.2.1.5. If the morphism prodt)(A'i, X2,7r) is equal to zero, which happens very often 
in practice, then Av(Xi) -L^ o AV(X2). 

6.2.2. Local cup products. Fix v G Sf and assume that Av(Xi) -L-K,HV 
AJX2) 

Recall that, for i — 1,2, the complex 

u-(xx)[-i] Cone Uï (Xi - Ç № ) ^cont , Gv, Xi ) q 

has differential 
d(bllct) (dbi,i^(bi) - dcl 

(for 6,GL7+(X,)J. CI £ Gjco^t(Gv, Xi). j = bi = a + l (bt,Ci) 
Denote by U = = T>2 o 7r* o U the truncated cup product with values in 

r^2C'cont(Gv,J(l)) from 6.2.1.2. 
The formulas 

(6i,ci) U_ ^ 62 ciL)z+(62) M&1 0 62) 
61 U+A(; (62, c2) (- l )6lC(61)LJC2 + M61 ^ 2 ) 

(cf. Proposition 1.3.2 (i)) define morphisms of complexes 

(for 6,GL7+(X,)J.[-1] ciL)z+(62) q ĉont („,(1))) -1 ^cont Jf-31 

d(bllct) q X R d(bllct) -i1 q p. 
ĉom 

ciL)z+(62) -1 rv.j[-L] Jf-31 

hence, by adjunction, morphisms of complexes 

Jf-31 adj(U_57r5/lJ u- )[-!] DJ[_3](c/+(X2)) 

Jf-31 adj(U+,7r,/lJ Jf-31 £>[-3] ( f / ; № ) [ - i ] ) 
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6.2.3. Error terms. — Assuming that Av(Xi) -L7T,HL, AV{X2), put 

Errv(Av(Ai), Av(A2),7r) = Cone(u+;7r^J. 

If A(Ai) ±„ths A(X2), put 

Err(A(Xi),A(X2),7r) 

veSf 

Errv (Av (Xi ), Av (X2 ), 7r). 

6.2.4. Lemma. — Fzx v £ SF and assume that Av(Xi) -LN,HV AV(X2). The following 
diagram of morphisms of complexes is commutative and the vertical maps define a 
morphism of exact triangles in D(RMOÔ): 

Qont(G„,Xi)[- l ] и~(ХЛ) -] t/.T A, 

o^J,x1 [-1] 

DJ[^]{C'cont(Gv,Dj(X1 )(!))) t/.T A, t/.T A, 

Djr_3i((adj(7ros12))*; 

^ [ - 3 ] ( Q o „ t ( G „ x 2 ) ; 
D.;[-3](*t+(̂ 2): 

0 ; i - 3 i № № ) : DJ[_3]([/-(X2)[-1]) 

Proof. — This follows from Lemma 1.2.11 and the following equalities: 

(0,ci)LL.)7r>/lt,Ò2 CIUTT iy(b2) 

(0,ci)LL.)7r>/lt,Ò2 :&i U+>7r>/lt; (62,0). 

6.2.5. We shall be interested only in the following two cases: 

(A) The complexes Xi , A2 are bounded, J — I[n] for some n G Z (hence Dj — Dn) 
and - for i = 1 or 2 - all cohomology groups of A^ (resp., of X^-i) are of finite (resp., 
co-finite) type over R. 

(B) The complexes X\, X2 are bounded, J = u;#[n] for some n G Z (hence = 
^n) and all cohomology groups of X i , A2 are of finite type over R. 

6.2.6. Lemma - Definition. — Assume that one of the conditions (A) or (B) in 6.2.5 is 
satisfied. Then the following two conditions are equivalent: 

adj(7r) : X\ — > Dj(X2)(l) is a quasi-isomorphism 

adj(7T o S12) : A2 L>j(Xi)(l) is a Qis. 

If they are satisfied, we say that n is a perfect duality. 

Proof. — Applying Lemma 1.2.14 to /,g,h = id, A = 7r, /1 = 7r O S12, we see that 
adj(7r os12) is equal to 

X2 EJ DJ(DJ{X2){\)){\ DJ(adj(7r))(l) Dj(X1)(l) 
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and adj(7R) is equal tc 

e j £>.,(A,(*i )(!))(! D.,(adj(7rosi2))(l) Dj(X2)(l). 

The statement follows from the fact that both maps EJ are quasi-isomorphisms, 
by Maths duality 2.3.2 (resp., Grothendieck duality 2.6) in the case 6.2.5(A) 
(resp., 6.2.5(B)). • 

6.2.7. Lemma-Definition. — Assume that one of the conditions (A) or (B) in 6.2.5 
is satisfied and TT is a perfect duality. If for a fixed v G Sf, we have Av(Xi) -Ln,hv 
A^(X2); then the following two conditions are equivalent: 

u+^^hv is a quasi-isomorphism U-ì7Tìhv is a quasi-isomorphism. 

If they are satisfied, we say that Av(Xi) and AV(X2) are othogonal complements of 
each other with respect to TT and hv; notation: AV(X\) J_i_7F5/l,u AV(X2). If they are 
satisfied for all v G Sf, we write A(Xi) -l—L^^S A(X2). 

Proof. — Under the assumptions (A) or (B) of 6.2.5 the vertical arrow cvjyx[— 1 
(resp., Dj[_3]((adj(7T o si2))*)) in Lemma 6.2.4 is a quasi-isomorphism, by Proposi­
tion 5.2.4 (resp., by Definition 6.2.6). • 

6.2.8. Corollary. Under the assumptions of 6.2.7. 

Av(X1)±±nAt! AV(X2) E r r ^ A . P ^ A ^ X ^ T R ) 0 inD(RMod). 

6.3. Global cup products 

We are going to apply results of Sect. 1.3 to Selmer complexes. 

6.3.1. Assume that we are given Xi, X2, TT and A(X\) -L^^S A(X2) as in 6.2.1. Our 
goal is to define a morphism between the exact triangle 

Ï̂ Tc.cont ( GK,S,XI RTf(X1) US(X1) 

and the DJI 3i-dual of the exact triangle 

US(x2)[-1] RTf(X2) • RRCONT(G K,S , X2) 

Consider the data of the type 1.3.1.1-1.3.1.4 given by the following objects: 

(1) Ai=C'ont(GK,S, Xi] B^UUX, Cr 
vesf 

G'ont(Gv, Xi) 

M= 'cont{GK,S,X2) B2=U+(X2] c2 
vesf 

G'ont(Gv,X2) 

A3 q ĉont GK,S,J(1) ß3=0 C3 
YES,-

q ĉont (GV,J(I 

(2) Ai f:I 
Ci 9:, Bj given by fj resSf, g-I • 4 № ) 7 = 1,2) 53 = 0 
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(3) Products U^,Uc induced by the truncated cup products associated to TT 
(cf. 6.2.2) and UB = 0. 

(4) Homotopies h= {hf,hg) = (0, hs)-

For these data. 

Ej =C}(GK,s,Xj;A(Xj)) C}(Xj) (J = 1,2). 

As in 5.4.1 we have a quasi-isomorphism rj[l] : ^ [ l ] —* «/[—2], unique up to homo 
topy, which makes the diagram 

C3 E3[l] 

(Tv..,) [1] 

X J\-I E J [ -2 ] 

commutative up to homotopy. 
For every r G R, Proposition 1.3.2 gives cup products 

^7T,r,h X EI ®R E2 E3 
rj 

/ [ -3] , 

hence, by adjunction, morphisms of complexes 

THR^hs = adj(U7r,r,/1) : C*f(Xi) Dj[-3] (C}(X2)). 

The homotopy class of ^^HS *s independent of the choices of r G R, (rv,j) and rs,j 
from 5.4.1. It may depend on the homotopies (hv), but it does not change if we 
replace (hv) by homotopic homotopies (hv) ^ (hv) (via a second order homotopy). 

Denote by 

7ff,fcs : R r / ( X i ) Djh3](BTf(X2)) 

the corresponding map in D(RMod) 

6.3.2. If X\,X2 are bounded and UG(Xj) (j = 1,2) are both cohomologically 

bounded above, then HTf(Xj) (j = 1, 2) both lie in D~ (RMod) and the cup product 

UTT r h induces (assuming that A(Xi) -L^^S A(X2)) a cup product 

(6.3.2.1) Uff.h, : BTf(X1)^RKTf(X2) — J [ -3 ] 

and pairings on cohomology 

(6.3.2.2) ÌJ}(GK,S,A:I;A(A'1)) AÌfÌ(G*:,s ,^2;A(X2)) - Hl+3-3(J') 
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6.3.3. Proposition. — Fix rv^j andrs,J. If A(X\) -LTT,/IS A(X2), then the following 
diagrams of morphisms of complexes have exact columns and are commutative up to 
homotopy (the vertical maps are those of 6.1.3 and their Dj[_3]-duals): 

U 0 

Us №)[-!] 7rr,0,/,s %3]№+№)) 

C}(GK^s,X1;A(XL)) 7rr,0,/,s DJ[_3](C}(GK,S,X2]A(X2))) 

Qont(GK,S, Xi) PC DJ[-3}{Clcont(GK,s,X2)) 

0 0 

0 0 

CC,CONT(GK,SIXI) CP DJ\-3}(C*ONT(GK,S:X2)) 

C)(GK,s,Xl-A(XL)) 7rr,0,/,s DJ[__3]{C}{GK,S,X2;A(X2))) 

C}(GK^s,X1 7rr,0,/,s Dj^3](Us(X2)[-l}) 

0 0 
Above, the maps F3C resp., C/3 are equal to 

Pc - CZont(GK,s,Xli 9J[-3] ' A / [ -3 ] (Cc,cont GrsiDAXiMl))) 
D.7[_3] (adj(7rosi2)*) 

9J[-3](G^CONT(GK,s,X2)) 

CZont(GK,s,Xli 9J[-3] 
DJ[-3] (Qont : G K , S , O J № ) ( 1 ) ) ) 

D./[_3](adj(7ro.s12), 
£>J[-3] ^cont GK,S, X2) 

Proof. — This follows from Lemma 1.2.11 and the following formulas 

(ai,0,ci) UIJH (a2,0,0) (ailV a2, 0, ciU,r resS/ {a2)) 

(ai,0,0)U0,fc (o2,0,c2) = (aiU* a2,0, (-l)airesSf (ai)Uw c2) 

(0,6i,ci)U0,fc (0,62,0) (0,0,CiÛw (iJ(62)) + /lS(6l®62); 

(,6i,0)U1,h(0)62,c2) (0,0, (-l)6l(iJ(6i))Uw c2 + ® 63)) 

(valid in our case, since UB = 0 and /ij = 0) 
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6.3.4. Theorem. — Assume that one of the conditions (A) or (B) in 6.2.5 is satisfied 
and 7T is a perfect duality. If A(Xi) -L7ri/ls A(X2), then there is an exact triangle in 
D(RMod) 

Bff(X2) 7».hs Dj[-3] Bff(X2) • Err(A(Xi),A(X2),7r) 

In particular, the map 

Dj[-3] Bff(X2) Dj[-3] Bff(X2) 

is an isomorphism in D(pMod) if and only if A(Xi) l l , , h s A(X2). 

Proof. — In the second diagram in Proposition 6.3.3, the map c(3 is a quasi-
isomorphism by Proposition 5.4.3. This implies that Cone^^i^) is isomorphic 
in Z ^ M o d ) to Cone^+^z^ ) = Err(A(Xi), A(X2), 7r), which proves the Theorem 
(using Corollary 6.2.8). • 

6.3.5. On the level of cohomology, Theorem 6.3.4 gives exact sequences 

nx (Err) Dj[-3] Hq'3 DjtKTfiXi) Hq(ETi) 

(where Err = Err(A(Xi), A(X2), TT)). Under the assumptions of 6.2.5(A), we have 
J — I\n] and 

Hq-3(Dj(Brf(X2) --D(H3fn-q(X2)). 

Under the assumptions of 6.2.5(B), we have J = uu*[n]. If, in addition, all cohomology 
groups of Ug(X2) are of finite type over R, then HTf(X2) G / ^ (^Mod) and there is 
a spectral sequence 

^2 Ext^ Dj[-3] X2),u>) Dj[-3] [Dj(RTf(X2)) 

which degenerates in the category (#Mod)/(pseudo-null) into exact sequences 

0 El*-1 >Hq~3 DjCRTf(X2) XN 0. 
The term E®'*1 is torsion-free over R (by Lemma 2.8.8), while codimji(s\ipp(El'q *)) ^ 
1. In particular, there is a monomorphism in (^Mod)/(pseudo-null) 

'H«-3(Dj(BTf(X2))) 
/2-tors 

Ext l TJ-4-n-q 
11 F ;^2),^), 

which is an isomorphism if R has no embedded primes. 

6.3.6. In the situation of 6.2.5(B), there is a straightforward generalization 
of 6.2.6, 6.3.4 and 6.3.5, if we insist on adj(7r) to be a quasi-isomorphism only 
in D((RMod)/(pseudo-null)). 

6.4. Functoriality of Selmer complexes 

Let J be as in Sect. 6.2. 
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6.4.1. Let Xi,X2,7T be as in 6.2.1 and assume that Y\,Y2,p : Y\ ®R Y2 —» J ( l ) is 
another triple of the same kind. Consider the following data: 

6.4.IA. Orthogonal local conditions 

A(Xi) -Ln,hs{X) A ( X 2 ) , A(YL)±MY) A(F2) 

6.4-1-2. Morphisms of complexes of R[GK,S)-modules Xj : Xj ~^Y3 (j = 1,2); set 

A = Ai <g> A2 : Xi ®RX2 YI ®RY2. 

6.4.1.8. Morphisms of complexes of R-modules 

K :hs(Y)^(ß10ß oi+s(X3\ 0" = 1.2). 

6.4-1-4- Homotopies 

K :hs(Y)^(ß10ß x2° oi+s(X3\ Ü' = 1,2). 

6.4-1-5. A homotopy k : p o X TT. 

6.4-1-6. A second order homotopy 
K :hs(Y)^(ß10ß2) ftsW + fc**(«s№)®4№); Up * (g) Î;2)I 

ZT: ( ^ ( X ^ ^ ^ ) ) * o i + s ( X 3 \ o i + s ( X 3 \ 

vesf 

Q ^cont (G„,J(1)) 
¿-2 

Given 6.4.1.1 6.4.1.6, we obtain the following data of the type considered in 1.3.3: 

(Aj, Bj, Cj, fj, #j, U*, h) as in 6.3.1, (A3, , , f3, ^;, U*, /&) the corresponding ob­

jects for (Yi, y2,p), 

K :hs(Y)^(ß10ß ß = ft Ü = l,2): a3,73 = id, 03 = 0, 
= 0, V7- = Vj (J = 1,2) W3,«3 = 0, 

K :hs(Y)^(ß10ß k0 =0 (J = 1,2) (J = 1,2) 
Applying Proposition 1.3.4, we obtain the following result. 

6.4.2. Proposition 

(i) The data 6.4-1-1 6.4-1-4 fa is n°t necessary to assume orthogonality of local 
conditions at this point) define morphisms of complexes 

f-3' tp(X3,ß3,v3) -.CUX,) 03 = 0, 
given by the formula in Proposition 1.3.4 (i)- The homotopy class of (p(X3l (3j,Vj) is 
unchanged if v3 is replaced by v'3 related to v3 by a second order homotopy v'0 ^ v3. 

(ii) Given the data 6.4-1-1-6.4-1-6, the following diagram of morphisms of com­
plexes is commutative up to homotopy (for every r G R): 

C5(Xi)(8)ACî(X2 V-K.r.HSIX) Jf-3' 
<¿>(i)(g)<z>(A2 

C'AYl)®RC'AY2) UP-r,/ic(y J[-3]. 
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6.4.3. Corollary. — Given the data 6.^.1.1-6.^.1.6, the following diagram is commu­
tative up to homotopy (for every r G R): 

C}(Yi) l7V,r,hS(X) Dj^3](C}(X2)) 

¥>(Ai) Dj\-3](<P(*2)) 

C}(Yi) Jp,r,hs(Y) Dj{_3](C}{Y2)) 

Proof. — Apply Lemma 1.2.11 to the diagram in Proposition 6.4.2(h) 

6.4.4. If we are given the data 6.4.1.1-6.4.1.3 such that hs(X) = hs(Y) = 0, tt = poX 
and ¿5 o (3j = (Aj)* o ig(Xj) (j = 1, 2) - which happens quite often in practice -
then we can take v3• = 0 (j = 1, 2), k = 0, K = 0. The formula in Proposition 1.3.4(h) 
then gives H = 0, which implies that the diagrams in Proposition 6.4.2 (ii) and Corol­
lary 6.4.3 are commutative, not just commutative up to homotopy. 

6.4.5. A special case of the functoriality data 6.4.1 occurs if we replace tt by a 
homotopic morphism of complexes tt' : X\ ®rX2 —> «/(!)• Taking 

C}(Yi) A(YJ)= A(XJ) Xj = id, PJ = id, Vj = 0 (¿ = 1,2), 

P = tt', k : tt' tt, 

all we need in order to apply Proposition 6.4.2 are new homotopies 

ti=hJXuX2y r') prod^ prodv [xux2y) 0 

and a second order homotopy 

K:h's hs + K * (it(Xi] 4 № ) 

For example, if ¡1 : J —» J is homotopic to the identity via a homotopy £ : p ~» id and 
tt' — p o 7T, then we can take 

k = £*7T. h!v = [i*hv, K = (Kv = -ehv)veSf, 

since 

kv : -(ctó + id) • /iv = - /iv —£ * (dhv + /ivcf) = ^ * prodv. 

6.5. Transpositions 

In order to exchange the roles of X\ and X2 in 6.2.1 we need additional data. 

6.5.1. Definition. — Given X as in 6.1.1 and a local condition AV(X) at v G S / , a 
transposition operator for AV(X) is a morphism of complexes 

T+(X) : U+(X) U+(X) 
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such that the diagram 
C}(Yi) U7TOSJ2 

Qont(^v5 x) 
U7TOSJ2 T 

U+(X\ c m Qont(^v5 x) 
commutes up to homotopy (recall that T denotes the transposition operator defined 
in 3.4.5.3-3.4.5.4). 

6.5.2. Lemma. — Assume that we are given n : X\ ®RX2 —> J ( l ) as in 6.2.1 and local 
conditions Av(Xj), j = 1, 2 (for some v G Sf) that both admit transposition operators 
TV+(X3). Then the following two conditions are equivalent: 

Av(Xi) ±TT,HV AV(X2) for some hv Д„ А 2 7TOS12 ,h'v Av(Xi) for some hv. 

Proof. — This follows from the fact that the following diagram and its analogue in 
which the roles of X\ and X2 are interchanged are commutative up to homotopy 
(by 3.4.5.4): 

/7+(X1)0ß/7+(X2) si2o(T+<8>T+) u,T(x2)^Rm(x1) 

J+1 \cm 

Qont(^, Xi) ®R C't(GVlX2) 
S12O(T ®T) 

Qont(^,X2) ®fì C*ont{Gv,Xi) 

Q U7TOSJ2 
r^2 CLONT(GV, J ( l ) ) r^2 Qont(^v, ^(1)) 

6.5.3. Assume that we are given X\,X2,T\ as in 6.2.1. Consider the following addi­
tional data: 

6.5.3.1. Orthogonal local conditions 

A(Xi) ±w,hs A(X2) A(X2) l I M l , , s A(Xi) . 

6.5.3.2. For each Z — Xi: X2 and v € 5 / a transposition operator 7^+(Z) : U„(Z) —> 
£/+(£); put T+(Z) = (T„+(Z))„eSf. 

6.5.3.3. For each Z = X~i, X2 and i; G 5 / a homotopy 

Vz.v:i+(Z)°T+(Z) Tott(Z); 

put = (Vz,ti)u6S/ (the existence of Vz follows from 6.5.3.2, by definition). 

6.5.3.4- F°r eacn Z — Xi,X2 and v € Sf, homotopies 

kz : id T on Ccont((?K,S,.Z) 

4 , „ : id 4,„ : id on[A„+ Z 

fcz „ : id T onQont(G„,Z) 

satisfying 

resv -khz = kz,v *resv 
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and such that there exists a second order homotopy 

iUZ)*klv + Vz<l kZtV*i+{Z). 

6.5.3.5. For each v £ Sf, a second order homotopy 

Hv : T*hv(X1,X2,ir) + U7r*(VXUV(E>Vx2,v)i 
h'^X^Xu* o Sl2) * (ai2 o (T+(X1) ® T+(X2))\ 

Hl:(U+{Xl)®RU+{X2))i (C'ont(Gv,J(l)))l~2. 

6.5.4. Proposition 

(i) Given the data 6.5.3.1-6.5.3.3, the formula 

Tz(a,b,c) = (T(a),T+(Z)(b),T(c) - Vz(b)) (Z = XUX2) 

defines a morphism of complexes 

TZ:C}(GK,S,Z;A(Z)) CUGK,S,Z;A{Z)). 

If, in addition, we are given 6.5.3.4, then Tz is homotopic to the identity. 
(ii) Given the data 6.5.3.1-6.5.3.3 and 6.5.3.5, then the following diagrams com­

mute up to homotopy (for every r G R). 

CUX1)0RCUX2) DJl~3]h Jf-31 
si2°(Tx1<8iTx2) 

Dj^iDj^iC-fiXi))] Dj[-3](lfn J[-3] 

CUX,) 7*.,-, h s DJ{_3]{C'AX2)) 
Ej[-3]OTXl 

Dj^iDj^iC-fiXi))] 
DJl~3]h7rosl2A-rjl's°Tx2] 

Dj^C^Xi)) 

C'AX2) f„os12,l-r;h>SOTX2 
Dj^iC'AX,)) 

DJl~3]h A-rjl's°Tx2] 
Dj,3](Dj,3](C'f(X2))) Dj[-3](lfn,r,hs) 

Dj^CjiX,)) 

Proof 

(i) This follows from 1.1.7. 
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(ii) We are going to apply Proposition 1.3.6 to the data 6.5.3.1-6.5.3.4 together 
with 

TA,TC = T, T~B = T~+(X\) resp., T+(X2), 

J[-3]J[-3]J[-3]J[-3] U'B = 0 

h'f = 0, K = h's, 

h'f = 0, (7 = 1,2,3) 

v3 = o, h'f = 0, (¿ = 1,2), 

TCY = TA = = 0, 

h'f = 0, Hg = (HV)VESF 

Proposition 1.3.6 then implies that the first diagram is commutative up to homotopy 
(as T3 = T <-> id and U[_R H, = UN 

os12,i-r,h/)- Commutativity up to homotopy of the 
second and third diagrams then follows from Corollary 1.3.7. 
6.5.5. Corollary. Given the data 6.5.3.1 6.5.3.5 and r G R, the diagram 

C}(X1)(G)RC}(X2) h'f = 0, ./[-3 

«12 

C5(x2)®flc?(A : i ) U7TO.S12.l-r,/(/ J [ - 3 ] 

zs commutative un to homotopy and the composite mans 

Jf-3i J[-3] •DJ{_x(Dj{_z]{C'AXi)) 
^[-3](7ïï0si2,i-r,/i') 

• D J ^ C C ^ X A ) ) 

Jf-3i J[-3] DJ^CC^XA)) ^7ros12 Oj[-3)(7^rj,.s) A 7 [ - 3 ] ( c ; № ) ) 

are homotopic to Jn^r^hs and lirosi2,i-r,h's> respectively. Under the assumptions as 
in (6.3.2.1), the corresponding cup products make the diagram 

Jf-3i BTfiX^nKTfiX^ J f -3 i 

S12 

7̂ros12 ,h's RTf(X2)®RKrf(Xl) J [ - 3 ] 

commutative in D (#Mod). 

6.6. Self-dual case 

6.6.1. Let X and A(X) be as in 6.1.1. Assume that we are given a morphism of 
complexes of i2[Gxs s]-modules n : X ®R X —> J ( l ) such that A(X) -LTT,/Is A(X) for 
suitable homotopies hs = (hv)vesf, and that 7r; := 7r o s12 is equal to 

7T = 7T O Si2 = C • 7T, C = ±1. 
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This implies that Ur'=c Ur = cUR and 

A(X)±„,ih>s A(X), h's = c.hs. 

The formula in Proposition 1.3.2 (i) implies that the cup products 

U^./i, lV,r>/l, : C}(X) ®R CUX) — J [ - 3 ] 

are related by 

(6.6.1.1) C'AX)®RCUX)U„,r,fc 

6.6.2. Proposition. — Under the assumptions of 6.6.1, assume, in addition, that Z = 
X admits transposition operators T+(X) (v G Sf) and the data 6.5.3.3-6.5.3.5, where 
6.5.3.5 consists of second order homotopies 

Hv : T * hv + Un * (VXlv ® VXiv)i - •>c.hv*(s12o(T+(X)®Tv+(X))) (v g Sf). 

Then the following diagram is commutative up to homotopy: 

C'AX)®RCUX) U„,r,fc Jf-31 

Si 
C'AX)®RC'AX\ C-U„.l-r,h Jf-31 

and the morphism 

CUX) £./[-3] D,3](Dj{_3](C'AX)) 
•j(-3](7»,r.hs) 

D,3]{C'AX)) 

is homotopic to c • 77r,i-r,hs-

Proof. — This is a special case of Corollary 6.5.5 for X\ = X2 = X1 if we take into 
account (6.6.1.1). • 

6.6.3. Corollary. — If, in addition, C*(X) is cohomologically bounded above, then the 
cup product (6.3.2.1) 

J[-3] BTf{X)®RRTf(X) J [ - 3 ] 

satisfies 

J[-3] BTf{X)®RRTf 

6.6.4. Hermitian case. — In 6.6.4-6.6.7 we assume that R is equipped with an 
involution ¿5 i.e., with a ring homomorphism ¿ : R —» R satisfying 1 o ¿ = id. 

For an R-module X, set XL = X ®R L R; this is an i?-module in which 

rix 0 r ' ) = x 0 rr', (nr) (8) r' = x 0 ¿(7-)/ (r,r' G R, x G X). 
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For any i?-modules X, Y there are canonical isomorphisms of i^-modules 

(6.6.4.1) (XLY -^X, (x (g) r) 0 r i—> t(r)r X, 

XL®RYL ^ (X®RYY, (x & r) <g> (y ® rf) i—> (x (8) y) 0 rr' 

^ <g> id) : = (8)ß,, jR Ä, r x r i—• ¿(r)r/, 

Homß(X, y ) ' ^ Homß(X^, y*), / ® r i—> (x 0 r*' i—> f(x) g rr'). 

For / : X —> y we denote by : —» y*̂  the image of / (8) 1 under the last 
isomorphism in (6.6.4.1). With this notation, the isomorphism 

tL : R (RLY —> RL 

is given by r —* l(g)r. The functor X h-> X6 extends in an obvious way to complexes of 
R-modules, and the isomorphisms (6.6.4.1) also hold for X'®RY9 and RomR(X9,Y'). 

Assume that we are given a morphism of complexes 

u:JL —> J 

(where J is as in 6.2) such that 

vL : J -^-> (JL)L —> JL 

is a homotopy inverse of v 

6.6.5. Let X , A(X) be as in 6.1.1. The local conditions A(X) define local conditions 
A(XL) = A(X)L for XL: 

i+(X'')=it(X) :U+(X)L > Ccont(Gv,xy Clontißv, XL) 

and a canonical isomorphism of complexes 

C'}{X) -^C}(X-). 

Assume that TT : Xg>RXL —» J ( l ) is a morphism of complexes of i?[Gx,s]-niodules such 
that A(X) J-7r,/is A(X6) for suitable homotopies hs = (hv)vesFI and that 7r; := TTOSI2 
is equal to 

7T = 7T O Si2 = C ' [V O 7T ), C= ± 1 . 

It follows that IV = c • (y o (U7r)'') and 

A(X') -U'.fe' A(X) , /i^ = c-(i/o/i^). 

As in (6.6.1.1), the cup products 
LV,r,v : C){X) ®R C}(X) — J[-3] - J [ - 3 ] 

LV,r,v : C){X) ®R C}(X) — J[ -3]J [ -3] 

are related by 

U ^ h ' = C • {y O (UTT,^)'). 
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6.6.6. Proposition. — Under the assumptions of 6.6.5, assume, in addition, that Z = 
X admits transposition operators T+(X) (v G Sf) and the data 6.5.3.3-6.5.3.4- Ap­
plying the functor M i—̂  ML, we obtain the same data for Z = XL. Assume, further­
more, that the triple (X, X^,7r) admits the data 6.5.3.3, i.e., second order homotopies 

Hv : T+hv + Un+iVx^Vx^v)! — ciisohLv)*(s12o(T+(X)®T+{XL))) {v G Sf). 

Then the following diagram is commutative up to homotopy: 

CUX)®RC'AX) ,r.h J [ - 3 ] J [ - 3 ] 

S12 

C'AX) ®RC'AX) 
c-(U„,i_r,h)' JM-3] J ' - 3 . 

Proof. — This is a special case of Corollary 6.5.5 for X\ — X , X2 = XL. 

6.6.7. Corollary. — If, in addition, Cj(X) is cohomologically bounded above, then the 
cup product (6.3.2.1) 

JM-3] RTf(X)®RKTf(X) J [ - 3 ] 

satisfies 
UTT^S = C • [y o (Unihs)L O SU). 

6.7. An example of local conditions 

In this section we consider local conditions analogous to those studied by Greenberg 
[Grel, Gre2, Gre3]. Let J be as in 6.2, A, F complexes of admissible R[GK,S}~ 
modules, and n : X ®R Y —* J ( l ) a morphism of complexes of i?[Gx,s]-nTodules. 

6.7.1. Fix v G Sf. Assume that we are given for Z = A, Y a complex of admissible 
R[GV]-modules and a morphism of complexes of R[GV]-modules 

jt(Z) : z + — z.J[-3]J[-3] 

These data define local conditions 

AV(Z) : U+(Z) CIONT{GV, z i a t 
J[-3] 

Ccont(Gv, Z). 

Put 
Z~ = Cone(Z+ J[-3] Z 

then U-(Z) = C-cont(Gv,Z-) 

6.7.2. Definition. We say that A + _LN K+ if the morphism 

X+ ®R 
J+(X)®J+(Y) •X ®RY 7T >J(1) 

is zero. 
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6.7.3. Lemma 

(i) X + U y + A , ( X ) Av(y). 

(ii) Xj~ J-TT N ^ -LTTOSI2 ^7^' 

Proof. — This follows from the definitions. 

6.7.4. The morphism n o ( j+(X) 0 j + ( y ) ) in 6.7.2 factors through X ®R Y+. By 
adjunction we obtain a morphism of complexes 

(6.7.4.1) X Homi(y+, J ( l ) ) = £J(yv+)(l) 

If X + y.+ , then (6.7.4.1) induces a morphism of complexes 

(6.7.4.2) X- Hornby / , J ( l ) ) = ^ J ( N + ) ( l ) . 

We say that X + J — y ^ + if (6.7.4.2) is a quasi-isomorphism. 

6.7.5. We shall be interested only in the following two cases: 

(A) The complexes X , y , X + , Yv+ are bounded, J = /[n] for some n G Z and 
either all cohomology groups of X , X + (resp., of y , y^+) are of finite (resp., co-finite) 
type over R, or all cohomology groups of X , X + (resp., of y , y^+) are of co-finite 
(resp., finite) type over R. 

(B) The complexes X , y , X + , y ^ are bounded, J — uo*[n] for some n G Z and all 
cohomology groups of X , Y, X + , y^+ are of finite type over R. 

6.7.6. Proposition. — Assume that one of the conditions (A) or (B) of 6.7.5 is satis­
fied, X + Y^~ and TT is a perfect duality. Then 

(\) X+ I I y + <—s y + I I X+ 
V1/ ^7J 7T J V ^ ^ 1 7j -L-L7TOSi2 -̂TJ ' 

(ii) X+ J__U Y+ A„(X) ± ± , , 0 A„(y ) . 
(iii) y^+ _L_L7roSl2 Xj~ = > Av(y) _L_L7roSl2jo A„(X) . 
(iv) Completing the morphism (6.7.4.2) ¿0 an exact triangle Wv —» X ~ —» 

Dj(y+)(1) D6(^JG]Mod); Jften there is an isomorphism in Db(RMod) 
Err,(Av(X), A„(y) , TT) ^ Rrcont(Gv, Wv) 

Proof — The map (6.7.4.2) and the dual of its analogue for 7ros12 fit into a morphism 
of exact triangles in Db(^G ^Mod) 

(6.7.6.1) 

X + X Xv 

UOM'R(Y-,J(L)) Hom^(F,J( l ) ; HomJi ( r+ , J ( l ) ) , 
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in which the middle vertical arrow is an isomorphism, since TT is a perfect duality; this 
proves (i). As regards (iv), applying the functor HTcont(Gv, —) to (6.7.6.1) we obtain 
a morphism of exact triangles in D6(#Mod) 

Rrcont(G7J, X+) Rrcont(G7J, X) Rrcont(G7J, Xv ) 
7TOS12 ,0 

Rrcont(Gv,Dj(Y-)(l)) Rrcont(Gv,Dj(Y)(i) Rrcont(Gv,Dj(Y+)(l)), 

in which the middle vertical arrow is again an isomorphism. This gives isomorphisms 

ETTV(AV(X), AV(Y),TT) = Cone(u+j7r,o) - + Cone(A)[-l] ^ KTcont(Gy,Wv) 

in Z)5(#Mod), proving (iv) and (ii) (hence also (iii), if we replace TT by TT O S12). 

6.7.7. Proposition. — Assume that we are given —» Z (Z = X,Y) satisfying 
X+ -LN Yv+ for all v G Sf. Assume that one of the conditions 6.7.5(A) or (B) is 
satisfied. Then 

BTf(X) 7tt,0 •Dj{_3](IlTf(Y)) 
vesf 

Dj{_3](IlTf(Y)) 

where Wv was defined in Proposition 6.7.6(iv), is an exact triangle in Dbt(nMod) 
(resp., Dbcoft(nMod)). In particular, if X^ J _ Y + for all v G Sf, then the map 

7^,0 :BTf(X) Dj{_3](Krf(Y) 

is an isomorphism in Dbt(jiMod) (resp., Dbco1:t(RMod)) 

Proof. — Apply Theorem 6.3.4. 

6.7.8. Transpositions. — Assume that we are given Z+ —» Z (Z = X,Y) sat­
isfying X+ ±n Yv+ for all v G Sf. Then the following objects are the data of the 
type 6.5.3.1-6.5.3.5: 

AV(X) V , 0 AV(Y), Д„ (У) 7TOS12 ,0 AJX), TV+{Z) = T1 Vz,v =HV=0, 

kz, k\v,kZv given by a functorial homotopy id T 

6.7.9. Assume that X,Y,X+,Y+ (v € Sf) satisfy the condition 6.7.5(B) with J = 
lo'. Write T = X,T+ = X+, T*(l) = Y, T*(l)+ = Y+ and put 

A= D(Y)(1), A T = D(Y-)(1) 

A*(1)=D(X)(1), A'{1)Z=D{X-){1). 
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If X+v-L-I-TT Yj~ for all v Çz Sf, then the previous discussion and Theorem 6.3.4 imply 
that the Selmer complexes of T, A, T*(l), A*(l) are related by the duality diagram 

RTf(T) Q RT/ ( r* ( i ) ) [3 ] 
D 

RTf(A RT/(A*(1))[3] 

(in Dh( Nft(^Mod)). This diagram gives a spectral sequence 

EL'J=tR(H3FJ(T*(l)),CO) ExtR(D(Hjf(A)),LO) H)+'(T) 

6.8. Localization 

6.8.1. Let y C R be a multiplicative subset. Everything in Sections 6 .1 -6 .7 is still 
valid for Ry instead of R; the only difference is that references to 5.2.3 should be 
replaced by those to 5.6.2. For example, the same proof as in 5.6.3 gives a localized 
version of the duality Theorem 6.3.4. 

6.9. In the absence of (P) 

6.9.1. In the situation of 5.7, we must also consider the complexes C*ONT(GV, X) and 
local conditions 

UT(X) Dj{_3](IlTf(Y)) 

at all real primes v of K. Everything in 6 .1 -6 .7 works with obvious modifications, 
provided we consider only bounded complexes X, Y. The easiest method is to put 
Uf(X) = U+CY) = 0 for all real primes v; then the complex 

KV=N 
EYTV(AV(X),AV(Y),TT) 

becomes acyclic in D(fi[!/2]Mod), where i2[l/2] = R®Z2 Q2 
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CHAPTER 7 

UNRAMIFIED COHOMOLOGY 

Let v G Sf,v \ p. The aim of this chapter is to define a suitable generalization 
of unramified cohomology H^r(Gv, M). In the absence of a good Hochschild-Serre 
spectral sequence on the level of complexes, we use explicit "small" complexes com­
puting continuous cohomology in this case. Unramified local conditions turn out to be 
orthogonal with respect to the Pontrjagin duality (Proposition 7.5.5, 7.6.6), but not 
with respect to the Grothendieck duality; generalized local Tamagawa factors appear 
at this point (7.6.7-7.6.12). Combining unramified local conditions with those from 
Sect. 6.7, we obtain Selmer complexes associated to the Greenberg local conditions; 
these are studied in Sect. 7.8. 

7.1. Notation 

7.1.1. We use the standard notation: K^r (resp., K%) denotes the maximal 
unramified (resp., tamely ramified) extension of Kv contained in K^ep and 
IV = Gal(K™P/K™) (resp., I™ = GSA(K™P/K*V)) the inertia (resp., wild iner­
tia) group. Put 

Gv = Gv/If = Gal(Kl/Kv) 

Iv = Iv/If = GaiiK'JK?) (= the tame inertia group) 

7.1.2. For M e (ktG:iMod) we define the unramified local conditions A^r(M) to be 

U+(M) C'cont(Gv/Iv,M^ inf C'(GV,M). 

The inflation maps induce isomorphisms 

Hlont(Gv/Iv,M!») 
MGv i = 0 
•H}ONT(Iv,M)) Kev(HLnJGv,M) res •H}ONT(Iv,M)) i 1 

0 i > 1 

(this is well-known for discrete modules; the general case follows by taking limits). 
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We would like to define Aj}r(M*) for a (bounded below) complex M* of ind-
admissible R[Gv]-modules. The naive definition 

Qont(Gv//w,(M-)7") inf •Q,nt(G„,M-) 

is not very useful, as it does not factor through the derived category. Note that MIv is 
quasi-isomorphic to r^o C*ont(Iv, M); it would be natural (especially from a perverse 
point of view) to define A^r(M#) as 

(7.1.2.1) llC'ont(Gv/Iv, т<0 C'cont(Iv, M')) — C'cont(Gv/Iv, C'cont(Iv,M')) 

C-ont(Gv,M'r 

Unfortunately, we have not been able to make sense of the Hochschild-Serre spec­
tral sequence for continuous cohomology even in this very simple case. The prob­
lem is, as explained in 3.6.1.4, that in general T^Q C*ont(Iv, M*) is not a complex 
of Gv/Iv-modules (let alone of ind-admissible R[GV/Iv]-modu\es). Instead of in­
terpreting (7.1.2.1) literally, we use explicit "small" complexes quasi-isomorphic to 
Qont(G, M*) for G = GV,IV,GV/IV. 

7.2. Complexes C(M) 

7 .2 .1 . For every M G ( ^ ^ M o d ) , the inflation map 

inf : Qont (Gv, M*) —> G-ont (Gv, M) (M* = MJ™ ) 

is a quasi-isomorphism, by Lemma 4.1.4. This means that it will be sufficient to 
consider only Gc#ont(G„, M) for "tame" modules M = M1 G ( ^ ^ M o d ) . 

Fix a topological generator t = tv of Iv Z/Zj (where / / p is the characteristic 
of the residue field k{v) of v) and a lift / = fv G Gv of the geometric Frobenius 
element Fr(y) G Gv/Iv = Gv/Iv. Then 

Gv = (t) x (/) 

has topological generators t and / , with a unique relation 

tf = ftL, L=\k(v)\ = N(v). 

The element 
0 / ( I T H - T ^ j g z ^ ) 

satisfies 

0 ( i - l ) = / ( í L - l ) = ( i - l ) / 
( 0 - l ) ( í _ l ) = ( í - ! ) ( / - ! ) . 

For every G^-module M denote by C(M) the complex 

c(M) = \M ( / M 1 } ) M e m (i-t,0-i) M 
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in degrees 0,1, 2 and by C+(M) (resp., C (M)) the subcomplex of C(M) equal to 

C+(M) = Me (kfcfMod); 

in degrees 0,1 (resp., the quotient complex equal to 

C~(M) = \M/(t-l)M- O-I M/(t - 1)M M / ( t - l ) M J ) M / ( t - l ) M 

in degrees 1,2). The canonical projections define a quasi-isomorphism 

C(M)/C+{M) Qis C~(M). 

hence an exact triangle 

C+(M) C(M) C-(M C+(M)[1]. 

On the level of cohomology this gives 

H°(C+(M)) H°(C(M)) 
0 H1(C+(M)) HL(C{M)) H\C-(M)) 0 

H2(C(M)) H2(C~(M)) 

We are now going to define functorial quasi-isomorphisms 

C(M) B C'CONT(GV,M) A C(M) ( M 6 ( £ g f M o d ) ) 

satisfying A o fji = id. 

7.2.2. Let G = (a) be a topologically cyclic pro-finite group with a fixed topological 
generator a. Assume that the order of G is divisible by p°°; then cdp(G) = 1. In this 
case the complex 

H1(C+(M)) Me (kfcfMod); 

in degrees 0,1 is canonically quasi-isomorphic to C*ont(G, M). Indeed, writing M — 
limMa (Ma G S(M)) and Ma = lim Ma/pnMa, it is sufficient to construct functorial 
quasi-isomorphisms 

A:C7-ont(G,M; H1(C+(M)) 

for discrete p-primary torsion G-modules M (such as Ma/pnMa above). The formulas 

A0 = id. Ai(c) = c(cr) Az = 0 ( i > l ) 

define such a A. There is another functorial quasi-isomorphism in the opposite 
direction 

/i Qont(G,M) Qont(G,M) 

given by 

Mo = id 

(Ml(m))K) = (1 + A + • • • + <Ra-l)m (a e No] 
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(with the convention that 1 + a + • • • + aa~1 — 0 for a = 0). This formula defines the 
values of /xi(ra) only at 1, <r, <r2,..., but /ii(m) extends uniquely by continuity to a 
continuous 1-cochain (in fact a 1-cocycle). 

As À o /i = id, the maps A, /i induce mutually inverse isomorphisms in the derived 
category. 

All of the above applies, in particular, to Gv/Iv — (f) and Iv = (t). 

7.2.3. Proposition. — The formulas 

A0 id 

\1(c) = (c(f)ic(t)) 

A2(z) = - z ( í , / ) + z(/ ,¿L) + / 
L-2 

i=0 

\1(c) = (c(f)ic(t)) 

XZ = O A > 2) 

define functorial quasi-isomorphisms 

X:C"cont(Gv,M)- » C(M ( M e f ë ^ M o d ) ) . 

Proof. — As in 7.2.2 we can assume that M is a discrete ^-primary torsion G^-module. 
Let us first explain the origin of the map A. We begin with a morphism of complexes 

X':C'cont(Gv,M) M-^-.M®<2i + 1>-^-»M®2i 

given by 

A' =id 
K(c) = (c(f),c(ft), ,(ftL),c(t), ,(tL) 
X'2(z)=(f,t),z(f,t2), z(f,tL),z(t,t), ,{,L-l),z{t,f)). 

The differentials are uniquely determined by 5 o A' = A' o 6: 

5 o M = ( ( / - l ) m , ( / i - l ) m , , (ftL - l)m, (t — l)m, , (tL - l)m) 

S1(X0,... ,XL,?/I, . . • ,Vl) (FIVI) ~XI +XO,- FIVL) -XL + X 0 , 

t{yi) -2/2 + 2/1, • , % L - l ) - 2/L + 2/1, t(x0) - XL + 2/1 ' 

We want to construct A as a composition A = X" o A' for a suitable morphism of 
complexes 

A" AL­ SO 7if0(2L+l) X M2L -> C(M). 

It is natural to require AQ = id, X\(c) = (c(/), c(t)), which implies that 

AS = id, \'{(X0I....XL,YI1....YL) (,YI)-

The condition Xff o ô — ô o X" forces us to define 

Аз (2l, . . . ,zLìui,... ,UL-1,W) -W + ZT. + f 
L-2 

i=0 

t%UL-I-T. 
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This leads to the formulas for A and at the same time shows that A is a morphism of 
complexes. 

Why is A a quasi-isomorphism? First of all, (Ao)* : MGV MT==1,F=1 is an 
isomorphism for trivial reasons. The Hochschild-Serre spectral sequence 

E?=HGVIIV,HHIV,M)) HL+J(GV,M) 

simplifies to 

0—> (GV/IVIM^V) HL(GVLM)^H1(IV,M)GV/IV - + 0 
and 

(7.2.3.1) H2{GV,M) - H\GV/IV,H\IV,M)) 

(we have dropped the subscript "cont", as we consider usual cohomology groups of 
discrete modules). 

The quasi-isomorphism 

A* :C-ont(/«,M) A* :C-ont(/«,M) 
gives isomorphisms on cohomology (AQ)* : MIv = Ml 1 and 

(AÌ)* HHI^M) M/(t-l)M 
[c] c(t) (mod(t- 1)M). 

Under (A*)*, the action of / on H1(IV,M) corresponds to the action of 6 (— the 
action of LF) on M/(t — 1)M, since 

(7.2.3.2) ( / * c)(t) = m r h f ) ) = f ( c ( t L ) ) = / (1 + t + • • • + t L ^ ) c ( t ) = 0 ( c ( t ) ) . 

Similarly, we have a quasi-isomorphism 

A':NT(GV/IV,MJv) A* :C-ont(/«,M) 
Taken together, (A{, Ai, A^) induce a map of exact sequences 

0 H1{GV/IVIMIA HL{GV,M) H\7vlMfv/Iv 0 

(AÎ), (Ai)* (AÎ), 
0 Hl(C+(M)) Hl(C(M)) Hl(C-{M)] 0. 

Ihis shows that (Ai)* is an isomorphism. 
In degree 2, let us recall an explicit description of the isomorphism (7.2.3.1): for 

every continuous 2-cocycle z' G C^ONT(GV, M) there is a cohomologous 2-cocycle z = 
z' + 5c vanishing on GV x IV\ such a 2-cocycle is called normalized. For fixed g G GV 
the function 

{zg:h*-> z(h,g))eCLCONI(Iv,M) 
depends only on the coset g — glv G GV/IV and is a 1-cocycle. Furthermore, the 
function 

( 3 ^ M e CLORIT(GV/IV,H\LV,M)) 
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is again a 1-cocycle and its class in Hl(Gv/IVlHl(Iv, M)) corresponds to [z] = [z'\ G 
H2(GV,M) under (7.2.3.1). 

This recipe, the formulas for A*, A-̂  and (7.2.3.2) give an isomorphism 

H\GV,M) (M/(t - l)M)/{6 - l)(M/(t - 1)M) = M/(t - 1,1 - 6)M 
Z z{t,f) (mod(i-l,l-6»)M), 

which coincides with —(A2)*, since 2 is normalized. This finishes the proof that A is 
a quasi-isomorphism. • 

7.2.4. Proposition 

(i) For every discrète p-primary torsion Gv-module M, the formulât 

Mo = id 

((m,m'))(fatb) = (! + / + ••• + / " " V + + t + • • • + tb-x)m' 
(»2(m))(fatb,rtd -fa(i + * + ••• +16-1)^ + 0 + --- + r > 

(a,b,c,d G No) extend uniquely by continuity to a morphism of complexes 

[i : C{M) - >'nt(Gv,M). 

(ii) The morphism /1 is a quasi-isomorphism and is functorial in M, hence defines 
a functorial quasi-isomorphism 

\i : C{M) >'ont(Gv,M) (M € ( g g j M o d ) ) 

satisfying A o ¡1 = id. 

Proof. — We leave it to the reader to check that the function /11 (ra, ra/) (resp., ^{m)) 
defined in (i) on a dense subset of Gv (resp., Gv x Gv) extends by continuity to all 
of Gv (resp., Gv x Gv). In order to verify that \i commutes with differentials it is 
enough to check this on the above dense subsets, which in turn follows from an explicit 
calculation based on the following formulas: 

tafb = ftaL 

0B = fb{i + t + ---+t(L>-1)) 

Ob(t-l) = (t-l)f 

(! + * + .•• + tA-L)0B = fb{l + t + • • • + t{aL>~l)) (a, b G N0). 

It follows from the definitions that Ao/x = id; thus /1 is a quasi-isomorphism. (See 7.4.8 
for a more conceptual proof.) • 

7.2.5. Corollary. The map /1 induces isomorphisms 

(/in)* :H°(C+(M) >°ont(Gv,M) 

(/xi). :H\C+(M)) Hl{Gv,M) 
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for every M G ('"^"j'Mod). In other words, 

C+(M) - C(M)^C'cont(Gv,M) 

is an alternative way of defining unramified local conditions Aj}r(M). 

7.2.6. Assume that G = G\ x • • • x Gr, where each Gi = (c^) is as in 7.2.2. Consider 
the Koszul complex K* = K\(A, x) for the sequence x = (a\ — 1, . . . , ar — 1) over A = 
ZP|JG]|. Then K*[r] is a A-free resolution of Zp, which implies ([Bru, Lemma 4.2(i)]) 
that the complex 

(7.2.6.1) TT •,naive 
H°mZ„iïGfl.cont' 

K'\r\,M) = Hom-p75(X'[r] ,M) 

is quasi-isomorphic to C*ont(G, M), for every discrete p-primary torsion G-module M. 
By the usual limit argument (and functoriality of (7.2.6.1)), the same property holds 
for all M G ( m ^ M o d ) . For example, for r = 2, the complex (7.2.6.1) is equal to 

H°mZ„iïGfl.cont' M ® M 1— <T2,CTI — 1 M 

7.2.7. Continuous homology of G ^ Z^. — Self-duality of the Koszul complex 
([Br-He, §1.6.10]) implies that the complex (7.2.6.1) is isomorphic to K* 0A M = 
i ^ ( M , x ) , hence 

(7.2.7.1) iT(G,M) -^H\KA(M^)) = iTr_, (G,M) 

(cf. [Bru, §4.2(h)]). 
It is natural to generalize (7.2.7.1) and use it as a definition of continuous homology 

(7.2.7.2) HjiCont(G,M) : H°mZ„iïGfl.cont' (M, x) 

of any i?[[GJ-module M (up to isomorphism, this is independent of the choice of 
the 7i's). For example, 

,cont(G,M) = MGl Hr,cont(G,M) > G 

If A is a discrete R\G\-module, then 

(7.2.7.3) HjiCont(G,D{A)) D(H3 (G,A)), 

where D(-) = DRiGi(-) 

7.3. Explicit resolutions (discrete case) 

One can reinterpret the map ¡1 in terms of (a pro-finite version of) Fox's free 
differential calculus, which we now briefly summarize (see [Bro, Ex. II.5.3, Ex. IV.2.3, 
Ex. IV.2.4]). 
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7 . 3 . 1 . Let F — F(S) be the free group on a set S (= generators), and T {— relations) 
a subset of F. Let N < F be the smallest normal subgroup of F containing T; 
put G = F/N. 

The augmentation ideal 

JF = Ker(Z[F] — > Z ) 

is a free left Z[F]-module with basis 5 — 1 (s G S). One defines partial derivatives 

d_ 
ds 

F — > Z[F] (seS) 

by the formulas 

/ - i 
ses 

'дГ 
as 

( S - 1 ) ( / e F) 

I hey satisfy the 1-cocycle identity 
g( / i /2) 

ds 
fl 

9 / 2 

ds 

dfì 

ds 

Denote byan to the projections F —> G and Z{F] —• Z[G]. The latter projection has 
kernel JJyZ[i?] = Z[F] (where JJV is the augmentation ideal of Z[7V]). Tensoring 
the exact sequence of Z[F]-modules 

0 
ses 

Z\F]es- Z\F 3 0 

(in which di(es) = s — 1) with Z[G] (or, equivalently, taking its homology H9(N, —)), 
we obtain an exact sequence of Z[G]-modules 

(7.3.1.1) 0 - 7Va6 i 

ses 

Z[G]es •Z\G Z o, 

in which G acts on Nab by conjugation and 

(7.3.1.2s i(n (mod [N,N])) 

ses 

on 
ds 

di(es) --s-1 

[we use the standard isomorphism JN / JN Na\ n-1 (mod J2 ; n (mod[iV,iV])). 

7 . 3 . 2 . Define a surjective homomorphism of Z[Gl-modules 

V 

ter 

l[G]e't Nab 

by 

(7.3.2.1) /-i t mod[AT,iVn. 

Then we have 

cd(G) 2 Nab is a projective Z[G]-module. 

When is r] an isomorphism? A necessary condition is that cd(G) < 2 and T being 
a minimal set of relations of G. It is unclear when is this condition also sufficient. A 

ASTÉRISQUE 310 



7.4. EXPLICIT RESOLUTIONS (PRO-FINITE CASE) 163 

classical result of Lyndon [Ly] states that, for T = {t} consisting of one relation, we 
have 

r\ is an isomorphism cd(G) ^ 2 t ^ un for any u e F, n ^ 2. 

For general T, if we assume that 77 is an isomorphism, then 

(7.3.2.2) 
Q 

Z[GK 5>2 

sG5 

Z[G]es 5i TAG (d2=io 77) 

is a Z[G]-free resolution of Z (the "Lyndon-Fox resolution"). 
Fix a section A : G —> F of the projection F —> G. Then the formulas 

(7.3.2.3) « 0 ' 1 

»1 [9Ì 
SES 

'(<R(G)) 

OS 

&2 : [91,92] o-{gi)o-(g2)o-{gig2) 1 (mod [iV, TV]) 

a. = 0 ( z > 2 ) 

(extended by Z[G]-linearity) define a morphism of complexes 

9I,92,g3€G 
5[G]-[ffi|fl2|»3] GI,92^G 

Z[G]-[»ils2] 
91 

Z[G] • M Z[G]-[] 

«2 «1 
0 JYAB 

SES Z[G]-[] Z[G] 

from the bar resolution Z[G]f to the resolution (7.3.1.1). 
If 7] is an isomorphism, then (T?-1 o a2,c*i,ao) give an explicit quasi-isomorphism 

from Z[G]f to the Lyndon-Fox resolution (7.3.2.2). Applying H o m ^ v e ( - , M) we 
obtain functorial quasi-isomorphisms 

Q M Si 

SES 

M s2 

TET 

M G* (G, M) 

for all G-modules M. Here 

(7.3.2.4) Si(m) = ((s - l)m)ses 

Ô2{(ms)seS) (™'T)TET Z[G]-[] 
dt 

ds 
ms. 

7.4. Explicit resolutions (pro-finite case) 

Consider now a pro-finite version of the constructions in 7.3. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2006 



164 CHAPTER 7. UNRAMIFIED COHOMOLOGY 

7.4.1. Let F = F(S) be the free group on a finite set S. Denote by F = lim F/U, 
where U runs through all subgroups of finite index in F, the pro-finite completion of 
F. The pro-finite group algebra 

Zp[f] lim ZP[F/U] lim 
TU] 

Z/pnZ[F/U} 

has augmentation ideal 
JF \imJF/lJ 

vT 
- lim JF/U 0 Z/pnZ, 

where 
Jf/u Kev(ZJF/U] ZP) 

is the augmentation ideal of ZP[F/C/]. 

7.4.2. Lemma. — Jp is a free left Zp\F\-module with basis s - 1 (S e S). 

Proof. — Applying H9(U, — ) to the exact sequence 

0 JF ® Z/pnZ Z/pnZ[F] Z/pnZ o, 

we obtain an exact sequence 

0 Uab 0 Z/pnZ (JF/JUJF) 0 Z/pnZ JF/U <g> Z/pnZ 0. 

The projective system [Uab 0 Z/pnZ]u,n is ML-zero, hence the map 

lim {JF/JUJF)®Z/pnZ liir (JF/U ® z / p " z ; JF 

is an isomorphism. As JF is a free Zp[F]-module with basis S — 1 (s G 5), the 
same is true for (JF/JVJF) 0 Z/pnZ as a module over Z/pnZ[F}/JuZ/pnZ[F) = 
Z/pnZ[F/U]. The claim follows by taking the projective limit. • 

7.4.3. Corollary. — The formula 

/ - i 
ses 

df 
ds (S-L) (eF) 

defines maps (in fact, 1-cocycles) 
d 

ds 
F Zp[f] (seS) 

7.4.4. For a given finite subset T C F , let N < F be the smallest closed normal 
subgroup containing T; put G = F/N. 

The kernel of the projection ZP[F] -> ZP[[G] is equal to JpZp[[A/"] = Zp[A^] J p . 
Taking the completed tensor product of the exact sequence of Zp[[Fj-modules 

0 
/-i 

Zp[f] 9i Z J F ] Zp - 0 
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(di(es) = 5 — 1) with ZpJGJ gives an exact sequence of Zp[[(7J-modules ([Bru, §5.2.2]) 

(7.4.4.1) 0 Nab®Zp i 

ses 

ZPlGjes di 
ZPlGjes Zp 0. 

in which Nab = N/[N,N}cl ([TV,TV]c/ denotes the closure of [TV, TV]), Nab®Zp 
limTVa6/pnNab and the maps i,d\ are given by the same formulas as in (7.3.1.2). 

7.4.5. According to [Bru, Lemma 4.2 (i)], cohomology of discrete ZpjGJ-modules 
(= discrete p-primary torsion G-modules) can be computed using arbitrary projective 
pseudo-compact ZP[GJ-resolutions of Zp. One such resolution is given by the pro-
finite bar resolution 

ZPlGjes ZPlGjes êzp[G] ZPlGjes 

Fix a continuous section a : G —• F of the projection F —» G. The formulas (7.3.2.3) 
define a morphism of resolutions of Zp 

A : ZJŒ? N a b ê z p i 

ses 
ZJG]es di ZPlGjes 

The formula (7.3.2.1) defines a surjective homomorphism 

V 
teT 

Z J G K - Nah®Zp, 

hence a morphism from the complex 

(7.4.5.1) 

ter 

ZP[GK- d2=ior] 

ses 

ZPlGjes dl ZJGÌ 

to the resolution (7.4.4.1). 
As in the discrete case we have ([Bru, Thm. 5.2]) 

cdJG) ^ 2 Nab®Zp is a projective pseudo-compact ZPJGJ-module 

Under what conditions is 77 an isomorphism? If G is a pro-p-group, then it is shown 
in [Bru, Cor. 5.3] that 

77 is an isomorphism cdp(G) ^ 2 and T is a minimal set of relations of G 

Whenever 77 is an isomorphism we obtain (as in 7.3.2) functorial quasi-isomorphisms 

q M ói 

ses 
M 02 

ter 

M Qont(G,M; 

for all discrete p-primary torsion G-modules M (here Si are given by (7.3.2.4)). As 
in 7.2.2, the maps \i define corresponding quasi-isomorphisms for all M G (^^^Mod) . 
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7.4.6. Let us apply the previous discussion to G = Gv with generators / , £, i.e., take 
F = F{S) for S = { a , / ? } , T = {r = aßLa~lß~1} ( L e N , p { L). Then F G 
sends a to ä = / and ß to ß = t. Every element g G G can be expressed uniquely as 
g = fatb with a G Z, b G rig^z Zq C Z. We define a continuous section <r : G —> F 
by a(fatb) — aaßb. A short calculation shows that 

or 
da 

l-aßLa~\ dr 
33 

a(l+ß+--- + ßL~l) -a3La~13-1: 

thus 
1-t 

da 
1-t 

dr 
ses 

••e-i. 

This implies that the complex (7.4.5.1) is given by 

d2(e' (1 - t)ea + {6 - l)e0 

d1(ea) f-1, dl(ea)=t-\, 

hence the complex 

M- Si M 02 

tGT 
M 

coincides with 
C(M] M ( f - U - i ) M © M 

(-,e-i) 
1-t 

7.4.7. Lemma. — For the presentation G — Gv — F/N considered in 7.4-6 the map 
r\ : ZP|[G] —> Nab®Zp is an isomorphism,. 

Proof. — As cdp(G) = 2, Nab®Zp is a projective pseudo-compact ZP[G]J-module; 
thus 7] has a section and Zp[G] = (Nab®Zp) © X. We want to show that X = 0. Let 
M be an arbitrary discrete p-power torsion G-module. The morphisms of complexes 
of projective pseudo-compact ZPJG]-modules 

ZP[Glf a. \NabêZp i 
)seSZp|G'K di ZP[G1] 

V 

L2 = \ZJGiel d2 
1-t ZP[C?]es 

a, 
Zp[Gl] 

induce morphisms of complexes 

C'ont(G,M) tt •,naive 
n0mZp[[C7]],cont (Zp[Glf,A/) 

a* и •,naive 
HomZp[G],cont 

Li,M] 77* п #. naive 
n0mZp[[G]],cont 

L2.M 

such that 77* = Aoa*. As both À and a* are quasi-isomorphisms (by Proposition 7.2.3 
and cdp(G) = 2, respectively), so is 77*. This means that Homzp[[G]],cont(A, M) = 0 
for all M. Writing X — lim Xu with Xu discrete p-power torsion and taking M = Xu, 
we get idx G lim HomZpcont(A, Xu) = 0, hence A = 0. • 
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7.4.8. As a corollary of Lemma 7.4.7 we obtain a morphism n~1a = (77_1oa2, or, ao) 
from the pro-finite bar resolution of Gv to the Lyndon-Fox resolution (7.4.5.1) and 
functorial quasi-isomorphisms 

M - H o m ; ^ e . ( ^ ^ , i d ) : C ( M ) C"cont(Gv,M). 

Let us verify that ¡1 is indeed given by the formulas from Proposition 7.2.4. If g\ — 
fatb, g2 = fctd with a, 6, c, d G N0, then 

Si02 = /a+c*(6L+d), n := cr(g1)a(g2)a(g1g2) 1 n := cr(g1)a(g2)a(g1g2) 

It follows immediately from the definitions that 

(02(0(3 
da 

ea (02(0(3)) 
dp 

e0 = (!+/ + •fa-1)ea + fa(l + t+- fa(l + t + 

which gives the formula for HI. A slightly tedious calculation shows that 

' dn 

. da 
ea 

(l + t 
(l + t e/3 fa(l + t + • tb-1)(i + e + ' •0c-1)((t-l)ea + (l-9)e0) 

verifying the formula for fi2. In fact, this gives an alternative proof of Proposi­
tion 7.2.4. 

7.4.9. Lemma. — For every ind-admissible R[Gv]-module M there exists a homotopy 
bv : fi\ ~» id on C*ont(GVl M), which is functorial in M and for which there is a 
2-homotopy bv * ¡1 ^ 0; again functorial in M. 

Proof. — It is enough to consider the case when M is a discrete p-primary torsion 
Gv-module. We have 

/1 = H o m ^ e B (77 1 a, id), A = Homz;7£e]](7'id)' 

where 

7 7o(l) = [], d2 

ses 
ZJGJe. 

ea Zp\Gy\ MG vit 

is given by 

7o(l) = [], 7i (e/) = [/]• 7i (et) = [¿1 

72(e'r) = -[t,f} + [f,tL} 
L-2 

i=0 
ft%tL-1-*}, H = 0 (i > 2 

The map jor)~1a : Zp[Gv]f —> Z p J G J f is a morphism of projective pseudo-compact 
Zp[Gv]-resolutions lifting the identity on Zp, which means that there is a homotopy 
Cv 7 0 Tj~xa ̂  id. For any such cVl the homotopy 

by = Hom-'naive 'cVi id) : /i^ •id 

has the desired properties. As 77 1a o 7 = id, both 0 and 77 xa* cv are homotopies 
77"1 a —> n~1a. Again, projectivity of the pro-finite bar resolution implies that there 
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exists a 2-homotopy H : 77 LA*CV ~» 0, which in turn induces the desired 2-homotopy 
bv * ¡1 0. • 

7.5. Duality 

7.5.1. Cup products. — For M, N G fctadModì we define 

U : C{M) (g)R C(N) —> C(M ®R N) 

to be the composite morphism of complexes 

C(M) ®r C(N)-^^C'cont(Gv,M) ®R C'cont(Gv, N) 

-^C'cont(Gv, M ®R N)^C{M ®R N). 

Explicitly, the components of U 

Uab : Ca(M) ®R Cb(N) —> Ca+b(M ®R N) 

are equal to 

m Uoo n = m (8 n 

m U01 {n, n) = (m (g) n, ra (g) n) 

(m, m') U10 n = (m 0 / (n) , m 0 £(n)) 

m U02 n = ra g) n 

rn U20 n = m 0 ft(n) 

(m, ra') Un (n, n') = -7/7/ g) t(n) + m g) 6(nr) 
0^i<j<L 

FTHM')® FTHRI). 

7.5.2. Lemma. — For M,N G (^^^Mod) , the morphism of complexes 

C+(M) ®R C+(N) µ0µ C(M) ®H C(N)-^^C"cont(Gv, M) ®R C'cont(Gv,N) 

-^C^Dt(Gv,M ®r N) t>2 C'cont(Gv,M ®R N) 

is equal to zero. 

Proof. — We must check that for every m G Mt=l and n G Nt=1 the 2-cochain 
z = /ii(m, 0) U /ii(n,0) G CçQnt(Gv, M g)# N) is a coboundary. First of all, z is a 
^ocycle, since both (ra, 0) and (n, 0) are. For a, 6, c, d G NQ we have 

z ( /^b , fctd) = (l + / + . . . + f ^ W m ) ® /°f6(l + / + ••• + fc-l)(n) 

= (! + / + ••• + / " - ^ ( m ) ® fa(tb + ftbL + ••• + f-ltbLC-l)(n) 

= (! + / + ••• + /a_1)(m) ® fa(l + / + . . . + /c_1)(n). 

which implies that z is a normalized 2-cocycle (z(/az:0, td) = 0). As A2(z) = -z(t, f) = 
0, the cohomology class of z vanishes. C 
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7.5.3. The action of Gv on /JIpn factors through Gv/Iv = Gv/Iv: t = 1, / = L~l on 
FIpn. It follows that, for every p-primary torsion abelian group A with trivial action 
of G7M we have 

C(A(l)) - A T^2 C'ont •A A o A 

The isomorphism mvv from 5.1.3 is defined (up to a choice of a sign) as the composition 

H2(GVlZ/pnZ(l) H2(GV,Z/PnZ(IR A2 •Z/pnZ 

(with \2(z) = —z{t, f) for a normalized 2-cocycle z). 

7.5.4. Let M E (ad MOD Mod); then D(M) E adn jMod), too. The complex 
C(D(M)(1)) is equal to" 

D(M (D(i-1)-l,l-L-1^D(M))Z/pnZ D(M) 0 D(M) ((i-1)-l,l-L-1^D(M)) D(M) 

Fix rv as in (5.2.1.2). The truncated cup product 

C(M) <8>*C(D(M)(1)) T^2 C'ont {GvJ(l))^I\-2} 

induces, by adjunction, a morphism of complexes C(M) —» /9_2 (C(/}(M)(1))), which 
gives rise, by Lemma 7.5.2, to a map of short exact sequences of complexes 

(7.5.4.1) 

o - C+(M) C(M) C(M)/C+(M) 0 

0—, D_2(C(D(M)(1))/C+(D(M)(1))) D_2(C(D(M)(1))) D.2(C+(D(M)(1))) > 0 

7.5.5. Proposition. — / / M e (^j^ jMod) zs of finite or co-finite type over R, then all 
three vertical maps in (7.5.4.1) are quasi-isomorphisms. 

Proof. — The formulas for UA6 given in 7.5.1 together with 7.5.3 imply that the 
induced maps on cohomology for the first (resp., third) vertical arrow in (7.5.4.1) are 
given by 

T^2 C'ontD(D(M can D(D(M)/(D(t-1) - 1,1 - D(f-l))D(M) 

Mt=1/(f - 1)M t=l — can D((D(M)/(t ~ l)D(M)) T^2 C'ont 

resp., 

(M/(t - l)M LF=L can D(D(M)D(t >=l '(L~lD(f~1) - 1) 

M Ht - 1,1 Lf)M- can D(D(M L-1D(/-1) = l,D(t-1) = l>| 

hence all vertical arrows are quasi-isomorphisms. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2006 



:tS 

170 CHAPTER 7. UNRAMIFIED COHOMOLOGY 

7.5.6. Of course, Proposition 7.5.5 is nothing else than an "explicit" form of Tate's 
local duality in the tame case v \ p. It can be reformulated as follows: for every 
M e ( ^ L .Mod) of finite or co-finite type over R, the local conditions 

A"r(M) : C+ (M7"") > C(M'™)-^C'ont(Gv, M'-")^>Cc-ont(GV,M) 

and the corresponding local conditions for D(M)(1) are exact orthogonal complements: 

A - ( M ) ±±eV2,o A™(D(M)(1)). 

7.5.7. Implicitly, we have used the equality 

DlM1-) = D(M)1?. 

which holds for every admissible R[GV]-module M. This follows from the fact that 
I™ acts on M through a finite group of order prime to p, hence semisimply. 

7.5.8. Duality for Iv. — For every ind-admissible R[GV]-module M, set TV = MIv . 
There are functorial /-equivariant isomorphisms 

H°(IV,M) ^ Nt=1, Hlnt(Iv,M) - (N/(t-l)N)(-l), 

coming from the quasi-isomorphism 7.2.2 

> C(M'™)- C-cont(Iv,N)-
inf 

C'cont(Iv,M) 

and the fact that ftf 1 = tXLL. In particular, evaluation at t gives an /-equivariant 
isomorphism 

tfcont(^U)) A 

for any R-module A with trivial action of Gv, and the cup products 

U: mont(Iv,M) Hl^{Iv,D{M){\)) Hlont{Iv,IR{\)) IR (i = 0,1) 

induce isomorphisms 

(7.5.8.1) {Iv,D{M){\)) D(Hl-*{Iv,D{M){l))) (¿ = 0,1) 

if M is of finite or co-finite type over R. If 

T 
T 

D 

A A* 

is a duality diagram in D R_^co^t(Rd^G^Mod), then (7.5.8.1) yields, by the same argu­
ments as in the proof of Proposition 5.2.4, a duality diagram 

(7.5.8.2) 

Rrc0nt(^U5 T) Rrcont(/v,r*(l))[l] 

D 

R-rcont(-/u, A) Rrco„t(/„,>l*(l))[l] 
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in Z^co^(#Mod), with the additional property that all morphisms between cohomol-
ogy groups induced by (7.5.8.2) are /-equivariant. 

7.6. Prom modules to complexes 

7.6.1. We extend the definition of C(M) to complexes using the sign rules of 3.4.1.3. 
More precisely, let M* be a complex of ind-admissible i2[Gv]-modules; we put 

C(M-) = 0 C{Ml)\ 
i-\-j=n 

with differentials equal to the sum of 

(dM). : C(My — C ( M l + l Y 

and 
{-iySMi : C(MlY — > C(M*)'+1. 

In concrete terms, 

c (M- ) = Mn © Mn_1 © Mn~l © Mn~2 

with differentials 

d(mn, mn_i, m^_l7 mn_2) 

= (dran, dmn_i + ( - l ) n ( / - l)mn, dm^_i + (-l)n(t - l)mn, 

^mn_2 + ( - 1 H * - l)mn_i + ( - l )n( l - 0 )mUi ) . 

It follows that C(M-[1]) = C(M')[1], 
As both C(M9) and C£ont(Gv, M*) are defined using the same sign conventions, 

the maps A,/i from 7.2.3-7.2.4 define quasi-isomorphisms 

C(M')-^Cc*ont(G„, M - ) ^ C ( M ' ) 

satisfying A o ¡1 = id. It also follows that Lemma 7.4.9 holds for bounded below 
complexes of ind-admissible R[GV]-modules. 

Similarly, applying the sign conventions of 3.4.5.2 to the cup product 7.5.1 we 
obtain products 

U : C(M-) ®R C(N') —> C(M9 ®R JV) . 

7.6.2. In order to define an analogue of G+(M) for M* we need a slightly different 
description of C(M*). Put 

L{Mm) = C o n e ( M * - ^ M # ) [ - l ] , 

i.e., 
L(M#)n = Mn 0 Mn~l 

with differentials 

d(mn, mn_i) = (dmn, (1 - t)mn - dmn_i). 
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The map 

( / - 1,0 - 1) : (mn,mn-i] ( ( / - l ) m n , ( 0 - l ) m n _ i ) 

commutes with the differential of L(M*); put 

Z7(M#) = Cone L(M* (/-1,0-1) L,M [-1 

Explicitly, 

U(M')n L(M*)n®L(M*)n-1 Mn e M N _ 1 e M 71-1 ® M N " 2 

with differentials 

d(ran, mn_i, rn^.j, mn_2) (dmn, -dmn-i + (1 - £)ran, -dmfn_1 + (1 - /)ran, 

+ - l ) ^ n - i + (1 - 0)ran_i) dmn-2 

This implies that the map 

(mn,mn_i,m^_1,mn_2) (ran, (-l)nm^_1,(-l)nmn_i,mn_2) 

defines an isomorphism of complexes 

(7.6.2.1) U(M9) • C(M#). 

Put 

£/+(M') = Cone r^o^(M-) (/-i,ö-i) •r^o^(M-) h i 

U~{M') = Cone r>i L(M- (/-i,ö-i) •7>i L(M-) [-1]. 

Then Z7+(M#) is a subcomplex of U(M') and the canonical map L(M#) r^i L(M*) 
induces a quasi-isomorphism 

U(M-)/U+(M- Qis U~(M* 

If M* = M consists of a single module in degree 0, then r<co L(M*) = Ml 1 and 

/7+(M#) Mt=1 i - / Mt=1 

(in degrees 0,1); thus (7.6.2.1) induces an isomorphism 

U+{M9) C+(M), 

hence also 

U~(M9) C~(M) 

This means that U±(M*) are generalizations of C±(M) to complexes. 
We have canonical morphisms of complexes 

(7.6.2.2) //+ : Z7+(M#) 
V 

U(Af] C{M*) ^cont GV,M9 
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7.6.3. Note that 

T>¿L(T>¿_I M"), Т<гЦМ') 

Т<гЦМ') T > ¿ L ( T > ¿ _ I M"), 

hence 

U+(t^QM*) = U+(MM), L 7 - ( M - ) = U-(t>0M*). 

Similarly, 

U+(a>,M') = 0, U-{a>1M')= {a>íM') 

[ / - ( ^ _ i M ' ) = 0, f /+((7<_iAr) = [ /(a<_iM*). 

The quotient 

T^i L(Af*)/L(r^i_i Af*) 

is canonically quasi-isomorphic to Hl(M*y 1; this implies that there are exact 
triangles 

L(r^_i AP) —> r^o L(M') -+ H°{M')T=1 — > L(r^_i AT)[1] 

and 

(7.6.3.1) L7(r^_i Af ) —> /7+(AT) - U+{H°(M-)) — > U(t^-! M - ) [ i ] . 

7.6.4. Lemma. — If M*,N* are complexes of ind-admissible R[GV\-modules, then the 
composite morphism of complexes 

U+{M-)®R L7+(7V) 
R TV) •C'cont(Gv,M')®RC-cont(Gv,N') 

^C'cont(Gv,M' ®RN') r^C'cont(Gv1M' ®RN*) 

is equal to zero. 

Proof. — As c/+(Af#) = r^i L/+(T^O AT*), all we have to do is to check that the cup 
product 

(7.6.4.1) HL(U+{M*) RH\U+{N*)) H2cont(GV,M* ®R TV) 

vanishes, under the assumptions M' = r^o M ' , TV* = t^oN'. The triangle (7.6.3.1) 
gives exact sequences 

H^Uir^X' Hl(U+(X') Hl{U+(H°(X')) • 0 

for X = M,N. As cdp(Gv) 2, the map (7.6.4.1) factors through 

Hl{U+{H°(M'))) >Hl{U+{H°(N')) >ont(Gv,H°(M')®RH°(N')) 

which is a zero map, by Lemma 7.5.2. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2006 



174 CHAPTER 7. UNRAMIFIED COHOMOLOGY 

7.6.5. Fix J as in 5.2.2 satisfying J = cr̂ o J\ then 

^ 2 Cc'ont(G„ J ( l ) ) = r^2 Qont(G„ J ( l ) ) . 

Let Af * be a complex of admissible i?[G„]-modules. We define unramified local con­
ditions for M ' to be 

A ^ ( A f ) : U+({M')I-)^U((M')1") C((Af)7"') 

-^Qont(Gv, (Af)C)i^C.ont(Gui M*). 

We use the notation 

C'm(Gv,M') = U+((M')^). 

It follows from Lemma 7.6.4 and 7.5.7 that 

A - ( M - ) ^ev2,o A™(Dj{M')(l)) 

A™(Dj(M')(l)) ±eVi.0 A - ( A f ) . 

We shall simplify the notation and write 

(7.6.5.1) ErC(Dj5 M-) := Er r , (A- (M-) , A^r(Dj(Af)(l)) , ev2). 

7.6.6. Proposition. — Le/; M* 6e a bounded complex of admissible R[Gv]-modules with 
cohomology of finite (resp., co-finite) type over R. Then 

ДГ (М') _L±ev, n ¿C(D(M-)(l) 

A-(D (M - ) (1)) ±±eVl.o ДГ (М') 

Proof. — By 7.5.7 we can assume that M' = (Af)7"'. Put N* = D(M')(l). By 
Lemma 7.6.4, the composite morphism of complexes 

U+(M*) - • U(M') •D_2(U(N')) - D-2(U+(N')) 

(the second arrow is defined by adjunction from the truncated cup product) is equal 
to zero. We must show that the induced map 

/m- : U(M')/U+{M') D.2(U+{N')) 

is a quasi-isomorphism. By dévissage it is enough to treat the case when M* — 
Mz[—i] is concentrated in degree i. If i < 0 then both sides vanish. If i > 0 then 
U+(M*) — 0, U+(N9) = U(N') and fu* is nothing but the duality isomorphism 
from Proposition 5.2.4 (i), composed with \i. If i — 0 then 

fM. : C(M°)/C+(M°) — D_2(C+(D(M°)(1))) 

is an isomorphism by Proposition 7.5.5. 
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7.6.7. Proposition. — Let T — T* be a bounded complex of admissible R[Gv)-modules 
with cohomology of finite type over R. Then: 

(i) There is an exact triangle in Dbcojt((RMod)/(co-pseudo-null)) 

$(c ;r (G„,T)) -^cur(GvMT), 

Ext^ (H^ont (IV,T), ^^EXT^H^h, T), w) )C;r(G„,rp/57Tp) 

where fv = Fr(v). 
(ii) There is an isomorphism in /^((^Mod)/(pseudo-null)) 

0 ( Е г г " ( 0 , Г ) ) C o n e E x t ^ t f ^ / ^ T ) ^ Е х ^ Я ^ О ^ Т ) ^ ) 

(iii) For each q G Spec(R) with ht(q) = 0, 

E r C ( ^ , T ) q A 0 « n ^ ( f l , M o d ) . 

(iv) Assume that P G Spec(i?); zs a discrete valuation ring, each term T* is free 
of finite type over Rp, and H^ont (IVi T)p [p]-^=1 = 0 (equivalently, Tamv(T, p) = 0, 
in the language of 7.6.10.1 below). Then, for each uniformizer JJJ G Rp, the canonical 
(injective) morphism of complexes 

C:t(Gv,T)P/Z3C't(Gv,T)p —* C;r(G„,rp/57Tp) 

isa asi-isomorphism. 

Proof. — By 7.5.7 we can assume that T = T1^ . 
(i) Put L* = L(T), C9 = C9(R, (xl))[d] for a fixed system of parameters of R. The 

spectral sequence 

E2J = H I Ì } ( H J ( L * ) ) = > Hi+j(L* ®R C - ) 

degenerates in C — (^Mod)/(co-pseudo-null) into exact sequences 

0 — HfM}(W(L')) Hj(L' ®R C') HD~HW+\L')) — 0. 

It follows that we have isomorphisms in C 

W((T^L')®RC') 

W{L'®RC) j < 0 

Hfm}(H°(L')) j = Q 

0 j > 0, 

hence an exact triangle in DB{C) 

(r^o L') ®R C' —H. r^o {L' ®R C') + Hd-](Hl{L')) — ((r<0 L-) ®H C')[l], 

which is equal to 

(r^o L') ®R C' —H. r^o {L' ®R C') *D[-I(H1(L'))^*(T&L-)[L]. 
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The statement follows from the commutative diagram 

Hd{-l(H\L')) Hd{-l(H\L')) Hd{-l(H\L')) Hd{-l(H\L')) 

y 6-1 , ( / - 1 > 

V 9-1 J 
/ -1 /-1 

Hd{-l(H\L')) Hd{-l(H\L')) Hd{-l(H\L')) Hd{-l(H\L')) 

(ii) Let X =@{T)(\). Applying D_2 to the exact triangle 

ErC($,^(X)(l)) ZI £ / + ( $ o ^ ( X ) ( l ) ) E r C ( $ , ^ ( X ) ( l ) ) 

(in which £/+ = C^R and the third term is defined to be Cone(u)) and using isomor­
phisms § oQ) D, @ - ^ D o $ , we obtain another triangle 

Z?_2(ErC($ ,^ (X) ( l ) ) ) D_2(t/+(D(X)(1))) ^_2(*7+(^(X)( l ) ) ) , 

the second term of which is isomorphic to UV (X) (by Proposition 7.6.6). Applying, 
in turn, ^ _ 2 , we obtain an exact triangle 

ErC($,^(X)(l)) $>.(U-(X)) »^o£) (Er rS r ($ ,^ (X) ( l ) ) ) 

which is nothing but 

HHL')M @-2(u-MT)(i))) - ^ o D ( E r C ( * , T ) ) . 

This implies that 

E r C ( ^ , T ) .0o£>(Err"r($ ,T)) , ^ ( E r C ( i ? , r ) £>(ErC($ ,T)) . 

Applying the formula for Err^r(^>,T) given in (i) and local duality 

D(HD{M\(M)) ExtJj(M,w) 

finishes the proof. 
(iii) This follows from (ii), as codimfi(supp(Extfi(M,a;))) ^ 1 for any i?-module 

of finite type M. 

(iv) Replacing in the proof of (i) L' by L(T)P and C by [i?p i?p] (in degrees 
— 1, 0), we obtain a commutative diagram 

(t<0L')®rb C t^o (LM ®RP C HHL')M (T<0L')®RN C'[L] 

/-1 V e-i / - 1 (I-l) 

t^o (L' ®RF C) t^o (L' ®RF C) HHL')M (t<0 L')®rc C'[L] 

in which f — fv and each row is an exact triangle. As / — 1 acts bijectively on 
iJ1(L*)[p] = Hç0nt(Iv,T)p[P] by assumption, the diagram implies that the canonical 
morphism of complexes 

(t<0 L')®rc C'[L] C:R(GV,TP/CJTP) 

is a quasi-isomorphism. 
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7.6.8. Corollary 

(i) If P ^ Spec(R) is a prime ideal with dim(Rp) = depth(Rp) = 1, then there is 
an isomorphism in D^(#pMod) 

E r C ( 0 , T ) „ Cone(ffOp}(Hiont(/„,T)p)^ff{°p}(FcU( / , ,T)p))[-2] . 

(ii) / / every P £ Spec(R) with ht(p) = 1 satisfies depth(i?p) = 1 (e.g. if R has no 
embedded primes), then 

i r ( E r C ( ^ , T ) ) ^ 0 (Vi ^ 1 , 2 ) 

in (flMod)/(pseudo-null). 

Proof. — According to Lemma 2.10.11 (ii) there is an isomorphism 

@R(W)^DRT(W)[-L] 

for every i?p-module W of finite length. Taking W = ExtR(H^ont(Iv,T),UJFI)P, we 
obtain 

®RÁW) H\v}(HloAiv,T)v)[-i] 

by local duality. The result then follows from Proposition 7.6.7(h). Finally, (ii) is an 
immediate consequence of (i). • 

7.6.9. For example, in the special case when R = Zp and T is a single module 
concentrated in degree zero, free over Zp, then we have $(T) = V/T, where V = 
T 0zp Qp, and canonical quasi-isomorphisms 

* ( Q r ( G „ , T)) Ä Cone(VL« /TIv ^VL»/TIv ) [-1] 

C;r(G„, <&(T)) Ä Cone((U/r)^ ^ ( F / T ) ^ ) [-1], 

which yield an exact triangle in DjT(ZpMod) 

$(C;r(G„,T)) — C;r(G„,*(T)) — E r C ( $ , T ) , 

with ErrJjr($,T) quasi-isomorphic to 

E r C ( $ , T) C o n e ( z ^ z ) [-1]: 

where 

Z = Coker(y/VT/" — (V/T)Iv) = H°(Iv,V/T)/dìv tf1^,T)tors. 

The Zp-module Z is finite and 

(Err"r($,T)) 

= C o k e r ( z ^ Z J = Coker(ffir(G„, V) —-» # ir(G„, V/T)) = #ur(Gv, K/T)/div; 
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this implies that the cohomology groups H2(Err^r(<£, T)) (i = 0,1) have the same 
order, equal to the common order of the groups 

H\IV,T / „ = 1 
tors 

HXUI{GV,V/T)/A\Y 

which is nothing but the local Tamagawa factor appearing in one of the formulations 
of the Bloch-Kato conjecture ([Fo-PR, §1.4.2.2]). 

7.6.10. Local Tamagawa factors. — Let R be arbitrary and T = T* as in Propo­
sition 7.6.7. 

7.6.10.1. Definition. — For p G Spec(i2) with ht(p) = 1, put 

Tamv(T,p) = ^p(^{°p}(Mp)), 

where 
M = HLONT(IVLT)H \ 

7.6.10.2. If depth(i?p) = 1, then 

H°M(MP) = (MV)RP.TORS, 

by Lemma 2.10.5(iii). 

7.6.10.3. If R has no embedded primes, then 

{MR-tors)p > (Mp)flp-tors, 

by Corollary 2.10.13.4 

7.6.10.4. If IV acts trivially on T° and T1, then 

i Y c 1 o n t ( / v , r ) ^ i Y ° ( r ) ( - i ) e ^ 1 ( T ) ( - i ) , 

hence 

Tam„ (T, p) ч я1Р> яо(т)Л,=1 • ч я{°р} HL(T)fi=l 

In particular, if H^P](Hl(T)p) = 0 for i = 0,1, then Tamv(T,p) = 0. 

7.6.10.5. If R = Zp, p = (p) and T = T° is torsion-free over Zp, then (cf. 7.6.9) 
Tamv(T, (p)) is equal to the p-adic valuation of the order of 

^cont(^v ^)zp-tors' 

i.e., of the local Tamagawa factor from [Fo-PR, §1.4.2.2]. 

7.6.10.6. Proposition 7.6.7 (more precisely, its proof) implies that 

* „ p ( i r ( 0 ( E r C ( 0 , T ) ) ) p ; 
(Tam„(T,p), i = - 1 . 0 

0, i ^ - 1 , 0 . 
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7.6.10.7. If depth(i?p) = 1, then Corollary 7.6.8 implies that 

eR. я г ( Е г С ( ^ , г ) ) р 
'Tarm,(T,öi, i = 1,2 
Q 2 ^ 1 , 2 . 

7.6.10.8. It follows from 7.6.10.6 that 

E r C ( ^ , T ) p ^OinD{R Mod) T a m . ( T , p ) = 0 . 

7.6.10.9. If R has no embedded primes, then a combination of 7.6.10.2, 7.6.10.3, 
7.6.10.8 shows that 

E < r ( ^ , T ) ^ 0 in D((#Mod)/(pseudo-nuli)) HLON^Iv,T)f^rs is pseudo-null. 

7.6.10.10. The local Tamagawa factor Tamv(T,p) is non-zero if and only if p G 
supp(Ext^.(M, UJR)), by local duality for Rp. This implies that, for fixed v and T, there 
are only finitely many prime ideals p G Spec(R), ht(p) = 1, for which Tamv(T, p) ^ 0. 

7.6.10.11. It is proved in 10.2.8 below that 

Tam,(r ,p) = Tam,;(T*(l),p). 

7.6.10.12. If R = O is the ring of integers in a finite extension F of Qp and T = T° 
is torsion-free over (9, let tu G O be a uniformizer and set V = T ^ o F and A = V/T. 
If y/v = 0, then the group H^ont(IvlT) ^ AIv is finite, hence Tamv(T, (w)) = 
£o (AGv). In particular, if AIv = 0, then Tamv(T, (tu)) = 0. 

7.6.11. Proposition. — In the situation of Proposition 7.6.7, assume that T = a<^oT. 
Then: 

(i) H^nt(Iv,T) = Hlnt(Iv,H°(T)) - H°(T)Iv(-l). 
(ii) The error term ErrJ)r(<ï>, T) entering into the exact triangle in Dbcoft(RMod) 

*(C'ut(Gv,T)) - C^(G„MT))- • E r C ( $ , T ) 

is isomorphic (in Dbcoft(RMod)) to 

Err"r($,T) ^ Conefr^.! <S>(H\nt(Iv,T)\ fu — 1 r^-i (Hcont((J„,T)) [-2]. 

(iii) / / H^ont(Iv,T) is zero or a Cohen-Macaulay R-module of dimension d = 
dim(fl), then E < r ( $ , T ) ^ 0 in Dbcoft(RMod). 

(iv) T/ie cohomology groups 0/Err"r(<3>, T) sit in £/ie following exact sequences: 

0 -
m:t2(H)/(fv - n, ifj>0 

0, if J > 1 

• # J ( E r C ( $ , T ) ) -
•#J(ErC($,T)) - ifj>0 

0 i f j > 0 
0, 

where we have abbreviated H := H^ont(IVìT). 
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(v) The following statements are equivalent: 

E r C ( $ , T ) - ^ O i n Dbcoft{RMod) 

(V9 = 0 , . . . , d - 1) ag : ff*m} {Hlcont(IVLT)\ ̂ ~~^Hlm\(^cont > T)) 

Z5 an isomorphism 

(Vo = 0 , . . . , d - 1 ) Ker(a9) = 0. 

Proof — As before, we can assume that T — T1» . The statement (i) follows 
from (3.5.4.2) and Lemma 4.2.6, as cdp(Iv) = 1. As regards (ii), let C* be as in the 
proof of Proposition 7.6.7. The assumption T = a^o T implies that L(T) = cr^i L(T) 
and $(T) = T ®R C* — a^o $(T) . Tensoring the exact triangle in Dbft(RMod) 

r^o L(T) — L(T) H[-l] (r^o L(T)) [1] 

(in which H = Hl{L{T)) = H^ont(IVlT)) with the complex C* (of flat i?-modules) 
yields an exact triangle in Db ff(^Mod) 

(r^o HT)) ®R C* L{T) ®R C- H®RC-\~l] ( r < 0 L ( r ) ) ^ r f l l . 

As C* = a^oC', applying the truncation r^o we obtain another exact triangle in 
Dbcoft(RMod] 

(r^o L(T)) ®r C t<:o (HT) ®R C) 

-4 (H ®R C')) [-lj —• (T<0 L(T)) ®fì C'llJ, 

which is equal to 

* (r^o L(T)) r^o (L($(T))) ( T ^ _ I $ ( i / ) ) [-1] $ (r^0 L(T)) [1]; 

we conclude as in the proof of Proposition 7.6.7 (i). 

(iii) If H = H^ont(Iv,T) is zero or a Cohen-Macaulay R-module of dimension 

d = dim(i?), then the complex 

t ^ ^ H ) ^ ( r ^ - j R r , ^ ^ ) ) [d] 

is acyclic, by Lemma 2.4.7(ii). 

The statement (iv) is a consequence of (ii), and the first equivalence in (v) follows 
from (iv). The non-trivial implication c < ^ ' in (v) follows from Lemma 2.3.6. • 

7.6.12. Corollary. — Under the assumptions of Proposition 7.6.11, 

(i) There is an isomorphism in Dbf,(RMod) (usinq the notation of (7.6.5.1)) 

0 ( E r C ( 0 , T ) ) ^ C o n < T>i®(HLnf(Iv,T) 
H®RC-\~l] 

^(Hlont(Iv,T)))[l}. 
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(ii) The cohomology groups of W :— @(Erv"r(@, T)) sit in the following exact se­
quences: 

0 • 
EXTJR+1(H,OJR)/(Fv-l), tfj<0 

0, tfj<0 

Hj (W) —> 
^—>1Ext^(Jïc1ont(/„, T), wR) if i > - 1 

0, if j < - 1 
0. 

(iii) The following statements are equivalent: 

Err"r(^, T) 0 in DhJRMoà) 

(V<7 = 1, . . . , d) a' : Ext|j(iJ^ont(Iv,T), wR] ^—>1Ext^(Jïc1ont(/„, T), wR) 

is an isomorphism 

(YQ = l , . . . , d ) Coker(o/) = 0 . 

Proof. — As W ^ D(Err^r($,T)) by the proof of Proposition 7.6.7(h), it is enough 
to apply D to the statements of Proposition 7.6.11 and use local duality 2.5. • 

7.6.13. It follows immediately from the definitions that the functor 

M* i ^ L7+((M#)7" 

respects quasi-isomorphisms and homotopies. As a result, it defines a functor 

TTTUT(Gv, — ) : D*(£^a?Mod) Db(RMod), * = +. b. 

7.7. Transpositions 

Fix v G Sf, v \ p. We are going to construct transposition operators satisfy­
ing 6.5.3.1-6.5.3.5 for the local conditions A^f. 

7.7.1. Lemma 

(i) For every complex of ind-admissible R[Gv]-modules M*, the map 

C(M')^C'cont(Gv, M')^C'cont(Gv, M')^C(M') 

is equal to X o /i = id. 
(ii) For every M e (^^fMod) the map 

*\[Crv\ 
C+(M)^C' (Gv, M)^C'AGV, M) 

is equal to a C+(M) V •C(M) C'cont{Gv,M) 
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Proof 

(i) It is sufficient to consider the case when M* = M e (^a^Mod) . Then the state­

ment is trivial in degree 0. In degree 1, we have to check that — g(/ii(ra, m'){g~1)) = m 

(resp., = m') forg = f (resp., g = i), which follows from the fact that 

DWg-1)) D{o-{g)~l) Mg)-1 -g-1 

for (g, D) = (/, d/da) (resp., (g, D) = (t, 8/8(3)). 

In degree 2 we use the fact that /i2(m) vanishes on GV x IV; thus 

X2oTo^(m) = A2 ((#,</) -9g\li2{m){g^\g-1))) = -ftL(fi2(m)(t-L J'1)] 

As n := a(t~L)o-(f-1)a{t-Lf-1)-1 = p-La~1(3a satisfies 

' on 

\ da 

83 
.83 e0 = - f - L t - L [ ( l - t ) e a + ( e - l ) e p ] , 

we have 

M2(m ) (rL, / -1) = - / - 1 r 1 ( m ) , A2 oToM2(m) = -ftL(-rlt-l(m))=m. 

(ii) We only have to check what happens in degree 1. For m G Ml~x the continuous 
1-cochain /ii(m, 0) satisfies 

^1(m,0) (nb) = (l + / + --- + r - 1 ) m 

for a, ò G Nq. This implies that /¿1(771, 0) is a 1-cocycle, hence 

-5(A11(m,0)(5-1)) =Mi(m,0)(5). 

7.7.2. Assume that J — J* is as in 7.6.5, i.e., satisfies J* — a^o J * . Let X,Y be 
bounded complexes of admissible R[GV]-modules and rr : X®RY —» J ( l ) a morphism 
of complexes of R[GV]-modules. The following data 7.7.2.1-7.7.2.5 define transposition 
operators for the local conditions A^r(AT), AJJr(y), satisfying 6.5.3.1-6.5.3.5. 

7.7.2.1. Put hv = h'v = 0; then 6.5.3.1 holds by 7.6.5. 

7.7.2.2. Define T / ( Z ) = id (Z = X,Y). 

7.7.2.3. By Lemma 7.7.1 (i), AT/i = A/x = id; thus the formula 

VZiV = in f*6v*(Toz+(Z) ) (Z = X, F ) 

(in which bv \ ji\ ^ id is as in 7.4.9) defines a homotopy 

Vz 7) : i~ï(Z) — inf o/iz/ = inf ou A o 7' i±v - * inf oT[iv — To inf o[iv — To i+(Z). 
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7.7.2.4- For each Z = X, Y, let kz and /ĉ ,v be the functorial homotopies id ^ T 
induced by a homotopy a from 3.4.5.5; then resv * kz — kz,v * res^ by functoriality. 
We define k^v = 0. We must show that there is a second order homotopy 

Vz,v kz,v *iy{Z). 

As 
Vz,v — mf *°v * T/ii/, fcz,u * iy(Z) — inf *kzt,v * £^ 

(where /c^v : id ^ T on C*ont(Gv, Z ) is also induced by a), it is sufficient to show 
that there is a second order homotopy 

bv • Ta —> kz у * ß 

for tame Z = Z*. By construction, the L.H.S. (resp., the R.H.S.) is equal to 

Hom''naive(rT a o T * c v , i d z ) : M = /ÌAT/Ì — > T/x 

resp., 

Hom*'nalve(Г)'1 A *a,ìdz):u —> Tu. 

in the notation of 7.4.9 (resp., 3.4.5.5). It is enough to observe that the homotopies 

77 LAOT * CV, RI LA* A : RI LA RI LAOT 

between the morphisms of pseudo-compact Zp[Cv]-resolutions of ZP 

T T V n^AOTIZJGJ? Zv\Gvles d2 

ses 

Zv\Gvles di Zv\Gvles 

are 2-homotopic, as both morphisms 77 07,77 A o T lift the identity on ZP and the 
resolutions are projective. 

7.7.2.5. We have hv — h! = 0 by definition. The homotopy 

h := • (Vx,v ® VY,v)i : 0 —> 0 

is between the zero maps 

U+(X)®RU+(Y) 0 T>2 C'cont(Gv,J(lj). 

However, the domain (resp., the target) of 0 is concentrated in degrees ^ 2 (resp., 
^ 2, since J = cr^ohence h = 0. This means that we can take 

ff„ = 0 . 

We can summarize the previous discussion in the following statement. 

7.7.5. Proposition. — Let J = a^o J be a bounded complex of injective R-modules, X 
and Y bounded complexes of admissible R[Gv]-modules and IX : X ®R Y —• J ( l ) a 
morphism of complexes. Then the unramified local conditions AJJr(X), A^r(y) admit 
transposition operators satisfying 6.5.3.3-6.5.3.5 (with hv = h'v = 0). 
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7.8. Greenberg's local conditions 

In this section we develop the theory of Greenberg's local conditions. These seem 
to be the only local conditions that can be handled by 'elementary' methods. 

7.8.1. Fix a subset E C Sf containing all primes above p and put £ ' = Sf — £. We 
are going to combine the local conditions of the type considered in 6.7 (for v G £) 
with those from 7.6.5 (for v G £ ' ) . The corresponding Selmer complexes are then 
analogues of Greenberg's Selmer groups [Gre2, Gre3, Gre4]. 

We consider J = J* of the form J = / or J = cu* = a^o J (cf. 2.5(h)). Let rVij 
(v G Sf) be as in 5.2.2. For each v G £ ' fix fv and tv as in 7.2.1. 

7.8.2. Let 7T : X 0 # Y —> J ( l ) be as in 6.2.1; we assume that TT is a perfect duality 
in the sense of 6.2.6 (in particular, the complexes X , Y are bounded). Assume that 
we are given, for each v G E, 

j + ( Z ) : Z + ^ Z (Z = X,Y) 

as in 6.7.1, which satisfy 6.7.5(A) or (B) (in particular, the complexes X + , Yj~ are 
bounded) and such that X + ^-Ln Yv+ for all v G E. As we have fixed fv,tv for all 
v G we can define the following local conditions for Z = X, 17 

A„(Z) 
Ccont^v * C* t(G„, Z), A„(A"). 
G*(G„, Z) —+ G* t(G„, Z), A„(A"). 

Our assumptions imply that KTf(X),RTf(Y) G Db(RMod). 

7.8.3. By Proposition 6.7.6. 

(Vi;GE) AV(X) ±±^0 AV(Y) AJY) llIOSl2n AJX). 
Bv 7.6.5 and Proposition 7.6.6. 

Vi; G E' 
f A „ m _L_U.0 A„(Y), At,(Y) ±±.„S12 ,0 A„(X) , if J = I 

AV(X) ±, ,o A„(K), AJY) ^o . , „ .o AJX) if J = cu\ 

According to 6.7.8 and Proposition 7.7.3, the local conditions Av admit transpositions 
satisfying 6.5.3.1-6.5.3.5. 

7.8.4. The general machinery of 6.3 and 6.5 then defines, for each r G R, cup 
products 

Uw,r,0 :C'AX)®RC}(Y) • J [ - 3 ] 

U.OSl2,,,o : C}(Y) ®RC}(X) • J f - 3 ] 

such that 

7.8.4-1. The homotopy class of U^^o (resp., l^os^^o) does not depend on r G R. 

7.8.4-2. L}noSl2,r,o ° si2 is homotopic to U^.i-^o, hence to U^^o , for all r, r' G i2. 
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7.8.4.3. If J = J , then the adjoint morphism in D ^ M o d ) 

7^0 = adj(U7r,r,0) : R T , ( X ) —+ Dj<3](BTf(y) 

is an isomorphism. 

7.8.4-4- H J = then there is an exact triangle in ,D5(#Mod) 

R r / ( X ) ^ D J [ _ 3 ] (RT/(y) ) -

K(X) 

E r r t , ( A - ( X ) , A - ( r ) ^ ) . 

More generally, if one assumes only that _Ln (v G £ ) , then one has to add to 
the third term of the triangle the sum 

v<G2J 

ErrV(Av(X),Av(Y),ir), 

given by the formulas from Proposition 6.7.6(iv). 

7.8.4.5. InL>6((i?Mod)/(pseudo-null)), the error terms Errv(A^r(X), A^r(F), tt) (V G 
E7) are given by the formulas in Proposition 7.6.7(h) and Corollary 7.6.8 (cf. 7.6.10.6-
7.6.10.9). In particular, they vanish after localizing at each prime ideal q G Spec(R) 
with ht(q) = 0. 

7.8.4.6. If X = a<:oX, then the error terms Errv(A^(X), A^r(F), tt) (V G £') in 
D^(^Mod) are given by the formulas in Corollary 7.6.12. 

7.8.5. In practice, it is often the case that the canonical maps 

r<0 X X 

T<0X+—*X+ K(X) 

are all quasi-isomorphisms. If true, then it follows from Lemma 4.2.6 that the maps 

TC2C'ONT(GK,s,X) Ccont(G K,S,X) 

r^U+(X) K(X) (v e SF) 

and hence 

T<3C}(GK,S,X;A(X)) C}(GK,S,X;A(X)), 

are also quasi-isomorphisms. 

7.8.6. Theorem (Euler-Poincaré characteristic). — The Euler-Poincaré characteristic 
ofRTf(X) is equal to 

q 

(-l)"eR(Hj(X)] 

v\oo q 

/(-l)«eA((Jf„+)«; 

v\p 

[Kv : QP 
q 

/(-l)«eA((Jf„+)«; 
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Proof. — The middle exact triangle in 6.1.3 implies that the L.H.S. is equal to th< 
sum of 

(i) = 
q 

(-L)*ER (Hlcont(GK,s,X)) 

and 

vesf 
(2). 

vesf q 
(-L)"eR(H"(U+{X))). 

However, 

(i) 
v\oo q 

{-L)"ER{(X")^) 

by Theorem 5.3.6, while (2)v = 0 for v G E ' . Finally, for v G E, we have 

(2), = 
q 

-L)"ER (Hl>nt(Gv,X+))=cv 
q 

(-1)* eR((X+)") 

with 

cv --
-[KV:QP], v I p 
0, v\p, 

by 5.2.11. 

7.8.7. Corollary. — Assume that: 
(i) d+ = [Kv : R]"1 Y . q ( - l Y E R ((xq)Gv) does not depend on v | oc. 
(ii) d+ = ^2q( — ̂ )q eR ((X+)9) does not depend on v \ p. 

Then 

eR(H"AX)) = [K : Q](d+ - d+) 

7.8.8. Proposition (Change of S). — Let X be an ind-admissible R[GK,S]-module and 
S' D S a finite set of primes of K. Then: 

(i) The canonical morphisms of complexes 

inf :C-ont(GK,5,X) ClontiÇ K,S',X), 

res : Clont(GK,S,X) 
ves'-s 

Clont{Gvl IV,X) 

(the second depending on the choice of embeddings K KV for all v G S' — S) give 
rise to an exact triangle 

~RTcont(GK,s, X (inf,res) Rrcont(GK,s', X) 
ves'-s 

Rriir (Gn, X 

(0,inf) 

ves'-s 
Rrcont(G'v, X) 
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(ii) Assume that we are given local conditions AV(X) for all v G Sf. Defining 
Uy(X) — C^r(Gv, X) for all v G S' — S and keeping the given local conditions for 
v G Sf, there is a canonical isomorphism 

KT(GK,s,X;(Av(X))veSf) >Br(GK,s>,X;(Av(X))veS>t). 

Proof. — By a standard limit argument we can assume that X = M is a p-
primary torsion discrete G/^s-module. As recalled in 9.2.1 below, M defines an 
étale sheaf Met on Spec(OK,s) and RTcont(GK,s, M) is canonically isomorphic to 
Rr(Spec(Ox;>s), Met). The statement of (i) then follows from the excision triangles 
for étale cohomologv (cf. [Mi, D. 2141): 

VES'-S 

nriv}(o\Met) - ,Rr(Spec((9x,5),Met) - >Rr (Spec((9K,s0^et) , 

R T M ( O ^ M e t ) •RT(0£,Met) - .Rr(Spec(tfv),Met) (veS'-S) 

(where OV denotes the henselianization of OK,S at v), if we take into account canonical 
isomorphisms 

RT(Oj,Met) ^ BTcont(Gv/Iv,M), Rr (Spec (^ ) ,Met ) ^ RTcont(Gv,M). 

The statement (ii) is a straightforward consequence of (i). • 

7.8.9. Corollary-Definition. — Under the assumptions of Proposition 7.8.8(H), the 

cohomology groups Hf(GK,S', X; (Av(X))ves'f) do not depend - up to a canoni­

cal isomorphism - on the choice of S'. We shall denote them by Hj(K,X) = 

H)(K,X-A(X)). 

7.8.10. Localization. — The above discussion works whenever R is replaced by 
Ry, under the assumption 6.7.5(B), localized atJ^. For example, \iSf = R — p for p G 
Spec(R) with ht(p) = 1, then everything in 7.6.10 holds if T is a bounded complex of 
admissible Rp [Gv]-modules with cohomology of finite type over Rp. Another example 
is provided by the following Proposition. 

7.8.11. Proposition (Euler-Poincare characteristic: self-dual case) 
Assume that, in the situation of 7.8.6, R is an integral domain with fraction field 

JC — Frac(i?) of characteristic char(/C) = 0, all complexes X = H°(X) and X+ = 
H°(X+) (v G T,) are concentrated in degree zero and all morphisms —> X (v G 
T.) are injective. Put V = X ®R JC, V± = X± ®R JC (where X~ = X/X+, v G 
Y,). Assume, in addition, that V is a simple JC[GK,s]-module and that there exists 
a non-degenerate skew-symmetric GK,s~equivariant bilinear form V <g)jc V —> IC(1), 
which induces isomorphisms of JC[GV]-modules 

V± ^HomK(V;T, /C)( l ) 
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for all v G Then, for each homomorphism v : GK S —» R*, 

vkRHl(X®X) vkR H2AX®x) rkRH}(X®X-1) rkRH2f(X®X-1) 

(with respect to Greenberg's local conditions given by 0 \ resp., X^ 0 \ )• 

Proof. — For a £ {v, y 1|, put 

hi = dim*; H){V 0 a) = rkR Hj(X 0 a). 

Self-duality of V and of the local conditions Vy (v G E) imply that, by the localized 
duality theorem (cf. 7.8.4.4 7.8.4.5), 
(7.8.11.1) H}(V®x) > H o m , ( f / ^ ( F ® x " 1 ) ^ ) hi = /i37?. 

X v 1 For each ?j G E, is a Lagrangian (= maximal isotropic) subspace of V; it follows 
that 

(W I p) dim^(y+ 0 a) = dimx:(y)/2 = rk^(X)/2. 
Self-duality V y*(l) implies that, for each real embedding K R, the corre­
sponding complex conjugation acts on V by a matrix with eigenvalues + 1 , - 1 , each 
with the same multiplicity dim/c(VA)/2 = rkJR(X)/2; thus 

Nv I oo) [ i ^ : R i 1 dmiK H°(GV1 V 0 a) = dim^(y)/2 = rkR(X)/2. 

Applying Corollary 7.8.7, we obtain (using 7.8.5 

(7.8.11.2) 
3 

9=0 
( - 1 ) ^ = 0 hi = /i37?.hi = 

However, 

(7.8.11.3) К = К~Л= hi) = o 

because V is an irreducible representation. Combining (7.8.11.1)-(7.8.11.3), we obtain 

K = K = K-i=K-> 

as required. 
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CHAPTER 8 

IWASAWA THEORY 

In this chapter we study continuous cohomology in towers K^/K, where 
G a l ^ o o / K ) = T ^ Zp x A, for a finite abelian group A. Our main tool is 
Shapiro's Lemma, which allows us to reduce to statements about cohomology over 
K, but replaces R by the bigger coefficient ring i2[rj. Once we establish a corre­
spondence between the duality diagrams over K and over (Sect. 8.4) and the 
compatibility of the Greenberg local conditions with Shapiro's Lemma (Sect. 8.5-8.8), 
we can apply the duality formalism over K to the induced modules and obtain after 
an analysis of the local Tamagawa factors Iwasawa-theoretical duality results 
(Sect. 8.9). In Sect. 8.10 we study an abstract version of "Mazur's Control Theorem"; 
in our context it is a consequence of a fundamental base-change property of Selmer 
complexes (Proposition 8.10.1). 

Throughout Chapter 8 we assume that the residue field of R is a finite field of 
characteristic p. 

8.1. Shapiro's Lemma 

Let us recall basic facts about Shapiro's Lemma ([Vel, §1.1-3]; [Bro, §111.6.2, 
Ex. III.8.2]). 

8.1.1. Let U C G be an open subgroup of a pro-finite group G. For every discrete 
LT-module X , the induced module 

Indg(X) = { / : G —> X \ f locally constant, f(ug) = uf(g) Vu eU.Mg G G} 

is a discrete G-module with respect to the (left) action 

(<?*/)(</) = / G / s ) . 
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The inclusion U <̂-> G and the map 

S„ : lnd?r(X) X 

/ ^ / ( 1 ) 

define a morphism of pairs (G,Indg(X)) (U,X) in the sense of 3.4.1.6, hence a 
morphism of complexes (functorial in X) 

sh:C'cont(G,lndu'(X)) + C'cont(U,X). 

Shapiro's Lemma asserts that sh is a quasi-isomorphism. 
If X, Y are discrete [/-modules, then there is a commutative diagram 

Qont(G,Indg(X)) ®z Qont(G,Indg(F)) Qont(G,Indg(X®z Y)) 

sh(g)sh sh 
c;ont(u,x)®zccont(u1Y) C'ont(U,X®z Y) 

in which the upper horizontal arrow is induced by the map 

Ind£(X)®z Indg(Y) Ind£(X®z Y) 
Gc'ont(C/,X) (g ^ h ( g ) ® M g ) ) 

8.1.2. Restriction. — If V C U is another open subgroup of G, then there is 
an inclusion Ind^(X) C Indy(X) making the following diagram of morphisms of 
complexes commutative: 

Gc'ont(G,Indg(X)) sh Gc'ont(C/,X) 
inch res 

C'JG, IndS(X)) sh Gc'ont(C/,X) 

8.1.3. If X is a discrete G-module, then there are two other natural discrete G-
modules isomorphic to Indf}(X) (more precisely, to Ind^(Xo), where XQ is equal to 
X as a set, but viewed as an [/-module), namely 

Xu = Z[G/U] ^ z X = P®xp\ (3 G G/U,xp G X 

uX = Romz{Z[G/U},X) {a : G/U X\ 

with G-action 

g{(3®x) = gf3®gx, (ga№=g(a(g-i0)). 

Denote by 5R : G/U —• Z Kronecker's delta-function 

C/,X) 1 0 = (3' 
0 0 = (3' 
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Then the following formulas define G-equi variant isomorphisms, functorial in X: 

Ind£(X) uX, f — (gU — gifig-1))) 

XJJ —> uX. (3<8)Xp Xß6ß 

lnd^{X)^XUl —> Xu f —> 
gUeG/U 

gU Gg(f(g-1)) 

We use the above isomorphisms to pass freely between Ind^(X), XJJ and JJX. The 
map 5JJ from 8.1.1 will then be, indeed, identified with Kronecker's delta-function 
5JJ : XJJ X, 5u(J2P®Xp) = XJJ. 

8.1 .4 . Cores tr ic t ion . — Fix a section U\G, ft ^ â of the canonical projection 
G —• U\G (i.e., a set of coset representatives G — [jUâi). For every discrete dé­
module X, the formula 

(cor(c))(#i , . . . ,0n) = 
aeU\G 

a 1c(agi(agi) 1 , • • • ,agi • • -gn-ign(agi •••gn) ) 

defines a morphism of complexes 

cor:C-ont(t/,X) Ccont (G, X) 

inducing the corestriction maps on cohomology (see [Bro, § 111.9(D)], for a conceptual 
explanation of this formula). In fact, the homotopy class of cor is independent of any 
choices: if cor7 corresponds to another section a a', then the formula 

(hn+l(c))(gi,...,gn) = 

aeU\G 

a'1 
n - l 

2 = 0 
(-l)lc(a#i(o#i) -T }agi .. .gi-1gi(agi ...gi) - l 

agi . ..gl-1gi(ag1 ...g%) ,<*9\--9i gi+i(agi • --gi+i Ï -l 

..., agi ... gn—i gn 
(ag1 ...gn) ) 

defines a homotopy h : cor cor7. 
If V C U is another open subgroup of G, fix coset representatives 

G = 

i 

Uâi, U = 

dfg 

Vßj . 

Then the composition of the corresponding corestriction morphisms 

C'cont(V,X) cor •C'ont(U,X) cor Q o n t ( G , X ) 

is equal to the corestriction map associated to the coset decomposition 

G = 

dfg 

Vßj ai. 
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8.1.5. Lemma. — For every discrete G-module X, the composite morphism 

Clont{G, uX) Q o n t ( G , I n d g ( X ) ) sh Clont{U,X) cor Cm

cont(G,X) 

(where cor depends on a fixed section of G —> U\G) is homotopic to the map induced 

by 
Tr:uX —> X, a I—> 

peG/u 
a(3). 

Proof — The formula 

(hn{c))(gu...,gn-i) = 

c C U\ Gr= O 

n-1 
(-l)V(^i,...,gj) (-l)V(^i,...,gj) - l (-l)V(^i,...,gj)(-l)V(^i,...,gj) 

-l 

. . . , q # i . . . g n - 2 9 n - i (agi . . .0n_i) - 1 ) i,...,gj) 
Eg 

(-l)V(^i,...,gj) 
a£U\G 

c{â-l)(â-1), 

defines a homotopy h : Tr* ^ cor o sh. 

8.1 .6 . Punctor ia l i ty . — Let V <Z U be open subgroups of G. The previous dis­
cussion gives the following functoriality properties of Ind^(X), JJX and XJJ (for vari­
able U). 

8 .1 .6 .1 . R e s t r i c t i o n . — The map res is induced by the inclusion Ind ( / (X) ^ 
Ind£(X), which corresponds to the map 

uX —> yX 

induced by the canonical projection 

pr : Z[G/V] Z[G/U] 

resp., to the trace map 

Tr : Xu (-l)V(^i,.. gU 0 x 

ueu/v 

guV (8) x. 

8 .1 .6 .2 . Cores tr i c t ion . — The homotopy class of cor corresponds to the homotopy 
class of the map 

Ccont(G, VX) C c o n t ^ uX) 

induced by 

Tr : Z[G/U] (-l)V(^i,...,gj) vsdgs 

ueu/v 

guV, 

resp., to the map 
ClontiG^Xy) (-l)V(^i,...,gj) 

induced by 
pr : Z[G/V] Z[G/U]. 
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8 .1 .6 .3 . C o n j u g a t i o n . — If U O G is an open normal subgroup of G, then the 
formula 

(Ad(gU)f)(g') = (9Uf)(g')=9(f(9-19')) 

defines a (left) G/{/-action on lnd^(X) commuting with the action of G. This Ad-
action of G/U corresponds to the action 

?ua)(g'U) = a(g'gU) 

on uX (resp., to the action 

gU 

hUeG/u 

hU 0 xhu = 
hUeG/U 

hg 1U 0 XHU 

on XJJ) and corresponds via sh to the homotopy action of G/U on C*ont(U, X), defined 
in 3.6.1.4. 

More precisely, for each g G G, the commutative diagram of morphisms of pairs 

(GMdfr(X)) 
(incl,can) 

(U,X) 

(id,Ad(fft/)) 

(-l)V(^i,...,gj) 

(-l)V(^i,...,gj) 

(G,lnd°(X)) 
(incl,can) 

(UX) 

(Adte"1)^) 

induces a commutative diagram of morphisms of complexes 

Qont(G,Indg(X)) sh C'cont(U,X) 

Ad(gU), 

Qont(G,Ind£(X)) 

Ad(s) 

C-ont(G,Ind^(X)) 
sh 

C'CONT(UX). 

Ad(g) 

In the left column, the two vertical maps commute with each other. A homotopy 
hg : id Ad(g) from 4.5.3 induces a homotopy 

(sho Ad(gU)*) •khg : sh o Ad(gU)* sho Ad(gU)* oAd(g) 

= sh o Ad(g) o Ad(gU)* — Ad(g) o sh. 
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8.1 .6 .4 . P r o d u c t s . — If, in the situation of 8.1.6.3, G/U is abelian, then X\j be­
comes a Z[G/U][G]-module, with G (resp., G/U) acting as in 8.1.3 (resp., in 8.1.6.3). 
Let (Xu)L be the following Z[G//7][G]-module: as a G-module, (Xu)L = Xv, but gU 
acts on (Xu)L as g~lU acted on XJJ. The map 

mu : Xu ^z[G/[/] (YuY Z[G/U] 0 z (X ®ZY) 

[giU]O x O [g2U] ®y [g29i 1U}(g)x®y 

is a morphism of Z[G/U][G]-modules, provided we let G (resp., Z[G/U]) act trivially 
(resp., by multiplication) on the factor Z[G/U] on the R.H.S. If G/V is also abelian, 
then the diagram 

Xy ®Z[G/V] (YVY 
mv Z[G/V] ®z (X ®z Y) 

pr®pr 

Xu ®Z\G/U] {YUY 
gdsfg Z{G/U] ®z (X ®z Y) 

pr(g>id 

is commutative. 

8.1.6.5. Lemma. — If G/U is abelian, then the diagram 

(-l)V(^i,...,gj) zQont(c7,(n/)') sh®sh C;ont(U,X)0zC'coni(U,Y) U C-otlt(U,X®zY) 

C;oM(G,Xu) Z[G/£7] Qoiit(G, (Vj/)') Uo(r>n,). Z[G/t/] 0zCc'o„t(G,X®zr) Su C-out(G,X0z Y) 
cor 

is commutative up to homotopy. 

Proof. — This follows from Lemma 8.1.5 and the commutative diagram 

Cc-ollt(C/,X)(8)zCc-ont(f/,y) C'cont(U,X®zY) 

(-l)V 
C'oat(G,Xu) <g)zC'mnt(G,(YuY) •C'^iCXu^Yu) <1* -Qon,(G,(X®z Y)u) 

fg 

(-l)V(^i,...,gj) ^\G/u]ClOTit{G^YuY) Uo(rnu) Z[G/U] (-l)V(^i,...,gj) Sir (-l)V(^i,...,gj) 

Tr* 

where 

q:Xu®z Yu (X 0 z Y)u 

is the morphism of G-modules given by the formula 

Q : 
0,0' 

f3®xg®f3f®y3>^ 

df 

[3®xp®yp. 
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8.1.7 . Semi loca l case 

8 .1 .7 .1 . Assume that a : G —» G is a continuous homomorphism of pro-finite groups 
and U < G is an open normal subgroup of G. Then U = a~l(U) is an open normal 
subgroup of G and a : G/U ^ G/U is injective. 

Fix coset representatives ai G G of 

G/£/ = 

i 

(Ti a(G/£/) = 

i 

" ( G / C / K " 1 

and set, for each i, 

OLÌ : (-l)V(^i,...,gj) 

ai : G/U^G/U 
Ad ((Ti) 

>G/C7. 

For every discrete G-module X, the above coset decomposition yields a decomposition 
of the G-module a*(Xu) into a direct sum 

a*(Z[G/U] ®XX) i 

i 

a*{Z[a{G/U)]a^ zX) 

i 

(-l)V(^i,...,g 

denote by pr- : a*(Xu) —» a*(Xjj)i the projection on the z-th factor. The isomor­
phism of G-modules 

cr2 0 cr2 : a*(Xt/)i aJ(Z[a*(G/E/)] ® z X ) , 

together with the canonical identification 

aï(Z[ai(G/U)] ®z X) (^i,...,gj) 
(-l)V(^i,...,gj) \gU]®x, 

give a G-isomorphism 

UJ[ : a*(Xc/)i (-l)V(^i,...,gj) 
Putting all LUÌ = u[ o pr^ together, we obtain a G-isomorphism 

uo = (CJ2) : a*(X[/) 

sfd 

(-l)V(^i,...,gj) 

8 .1 .7 .2 . The commutative diagram of morphisms of pairs 

(G,Xu) 
(Adi*-1),*,) 

(G,Xu) sh (U,X) 

(a,id) 

( G , « * № ) ) (-l)V(^i,.. (G, {a*X)jj) sh ( t / , a IX) 
(ai,id) 

induces a commutative diagram of morphisms of complexes 

C'(G,Xu) Ad(at) C'(G,Xu) sh C'(U,X) 
a* 

C'(G, (a*(Xu))) dfcf C'{G,{^X)JJ) sh 
G-(f/,a*X). 

dsf 
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This implies that the following diagram 

C'(G,Xu) 
UJOCX* (-l)V(^i,...,gj) 

sh 

C"(U,X) («*) kC"(U,a*X) 

Sh 

is commutative up to the homotopy h = (a* o sh o ha,i)l : (a*) o sh ~> s h o ^ o a * , 
which induces a quasi-isomorphism (functorial in X) 

(8.1.7.1) Cone(sh, sh o CJ, h) Cone(a*) Cone((a*)). 

Above, /icr denotes fixed bi-functorial homotopies ha(M) : id Ad(cr), e.g. those 
from 4.5.5. As any two choices of ha(M) are 2-homotopic, it follows from 1.1.7 that 
the homotopy class of the quasi-isomorphism (8.1.7.1) does not depend on the choice 

of ha. 

8 .1 .7 .3 . C o n j u g a t i o n 

8.1.7.3.1. Fix g G G. Then we have, for each z, 

9 1°i = ul 1crg{l)a(gl), Ui G /7, gTE G. 

The C-isomorphisms GÌ : a*X ^ a*X give rise to morphisms of complexes 

(-l)V(^i,...,gj)(-l)V(^ 
(-l)V(^i,. 

>Cm{U,aX) (^i,...,gj) C\U,aX) dfg 
C*(U,aïX) 

and 

F(g) = (Fig),), 
i 

C'(U,a*X) 

i 

C'(U,a*X), 

functorial in X. 

8.1.7.3.2. The faces of the cubic diagram 

C-(G,Xu) •jjoa.* (-l)V(^i,...,gj) 

s h 

C#(L/,«*X) 

fi h 

C*(U,X) 

ujoAd(gU)*OLj-1 

K) 
/1 

Ad(9[/). 

(-l)V(^i,...,gj) dsgfdg 

Ad(g) 

.s h 

kl 

C'{U,X) -

a. 

fg (-l)V(^i,...,gj) 

sdfg 

tn 

sh 

h 

k2 

e(h) 

C'(U,a*X) 
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commute up to the following homotopies: 

£ = 0 

h = ((a* o sh) * hfjji (as in 8.1.7.2) 

(-l)V(^i,...,gj)(-l)V(^i,...,gj) (as a* o Ad(g) (-l)V(^i,...,gj) oAd(wi)) 

/ci = (sh o Ad(gU)*) * ^ (as in 8.1.6.3) 

(-l)V(^i,...,gj)(-l)V(^i,...,gj) (as sh o uoi o Ad(g[/)* (^i,...,gj) O Sh O LOG{I) °Adfo)) . 

8.1.7.3.3. Lemma. — TTie boundary of the cube in 8.1.7.3.2 is trivialized by a 2-
homotopy 

(a*) • /ci + m sh +F(g) h — /¿2 * ce* — /i (Ad(«?t/).) — 0. 

Proof — This can be proved, e.g., by a brute force calculation based on the existence 
of bifunctorial 2-homotopies Ha}T(M) from 4.5.5. The details of the unilluminating 
calculation are omitted. • 

8.1.7.3.4. Corollary. The following diagram 

Cone(ce*) Cone(sh,shou;,/i) Cone( (a?)) 

Cone(Ad(p£/). ,Ac%£/)* ,0) 

Cone(a*) Cone(sh,shou,/I) 
C o n e ( « ) ) 

Cone(Ad(s),F(s),m) 

is commutative up to homotopy. 

Proof This follows from 1.1.8 and Lemma 8.1.7.3.3. 

8.1 .7 .4 . R e s t r i c t i o n 

8.1.7.4-1- Assume that V < G, V C U is another open normal subgroup of G; put 
V = a -1 (y ) . Fix coset representatives Tj £ G of 

G/V = 

gh 

T3 a(G/V) 
J 

a(G/V)T~\ 

Then 

G = 
j 

VT3 a(G) = 

i 

Uax a{G) 

and for each j we have Ur3a(G) = Ua.aiG) for unique i = ir(j). In particular, 

Tj = ulj(jla(gl3), Uij € UI 9ij e G (-l)V(^i,...,gj) 

Set 

P3: G-^G 
^d(rJ) 

G 

and define a morphism of complexes (functorial in X) 

(-l)V(^i,...,gj) 
i 

c(u,a;x) 
3 

C'(V,/3*X) 
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by 

rij C'(U,a*X) ( 0 - C'{U,a*X) 
Ad(g-/) 

C'(U,a*X) 

res •C'{V,a*X) (kjk) C'(V,p*X). 

8.1.7.4-2. The faces of the cubic diagram 

C"(C7, Xu) UjJ 0(\* 
i C'(G,(a'iX)u) 

sh 

C*{U,X) 

(-l)V..,gj) 

(hjhjk) 

sh 

gh 

gh C'([/,a*X) Tr* 

C-(G,XV) fghg 

res 

sh 
fgh 

(gfhg( 

fg 

fg 
C(G,(p;x)v) 

{ft*) 

sh 

7 H 
sd 

k2 

sd 

J 
C'(Vj3*X) 

commute up to the following homotopies: 

£ = 0 

k± = 0 

/i = ((a* o sh) * hai)i (as in 8.1.7.2) 

ft' = (( /? ;osh)* fo^- Cas in 8.1.7.2) 

m = ((/3j ores)* hu^j ( a s r o > * ) = (/3*) o res o Ad{Uij)) 

k2 = -((r osh) * h-gj,j)j (as sh o cjyj o Tr* = r o sh o o;c/}i o Ad(#^)) 

(above, i = TT(J)). 

8.1.7.4.3. Lemma. — The boundary of the cube in 8.1.7.4-2 is trivialized by a 2-
homotopy 

m * sh + r h - k2 * 
a — a 

Tr* —> 0. 

Proof. — Again, this can be proved by an explicit calculation, the details of which 
are omitted. 

8.1.7.4.4. Corollary. — The following diagram 

Coneiuuu o a*) Cone(sh,sfo,/i) 
Cone K 

Cone(Tr* ,wvoTr,ow 1,0) 

Cone(ccV ° ce*) 
Cone(sh,sh,h/) Cone((/3*)) 

Cone(res,r,m) 

is commutative up to homotopy. 
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Proof. — This follows from 1.1.8 and Lemma 8.1.7.4.3. 

8.1 .7 .5 . Cores tr i c t ion 

In the notation of 8.1.7.4.1, there is a similar construction of 'corestriction' mor-
phisms 

c : 
3 

C'(V,f3*X) 
I 

C'(U,a*X), 

yielding the cubic diagram 

C*(G,XV) uv°a* 
sd C-(G,{I3*X)V) 

sh 

C'(V,X) (fi*) j C'iV^^X) 

sh 
h 

pr* 

U\J Opr+ OU y 1 

C 

cor 

C-(G,Xu) uu°cx* 

sh 
sd 

C9(U,X) rti) ©^ C-{U,a*X) 

m 

sh 

h' 

k2 

(-l)V(^i,.. 
e 

and the square 
Cone(ccV ° OI*) 

Cone(sh,sh,/i) Cone((p*)) 
Cone(prH< ,W[/oprt OUJv1 

Cone(u;^ o a*) Cone(sh,sh,fo) Cone((aJ)), 

Cone (cor, c, m) 

commutative up to homotopy. The details are omitted. 

8.1 .7 .6 . The constructions in 8.1.7.1-8.1.7.5 have the following useful variant. As 
the action of a"1 defines an isomorphism of G-modules 

(-l)V(^i,.. : a*X —> cv*X, 

the modified map UJ = (ai 1 o UI) yields a G-isomorphism 

UJ:a*(Xu) 
I 

(a*X)w. 

If we use consistently UJ instead of a;, then the map F(g) has to be replaced by 
F(g) = (F(g)i)P where 

F(gh : C'(U,a*X) g(i) 
Ad©"1) 

C'(U,a*X)l, 
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where each subscript refers to the corresponding summand in the direct sum 

i 
A*j X 

i 
M* X 

Similarly, the map r̂ 7 has to be replaced by 

f jl C" (U,a*X)i Ad(sr/) C'(U,a*X)i res C9(V,a*X)j. 

If a is injective, then the morphisms of pairs 

(-l)V(^i,..., (aMU)or-\X) {U,OL*X) 

induces an isomorphism of complexes 

C'(aMU)ar\X) C*(U,a*X). 

The latter complex is isomorphic to C-(C/,aJX), via di : a*X ^ a*X. 

8.2. Shapiro ' s L e m m a for ind-admiss ib l e m o d u l e s 

Recall that R is assumed to have finite residue field of characteristic p. Let U C G 
be as in 8.1. 

8 .2 .1 . For M G (SfófMod) we define R\G]-modules 

Mu = M®RR[G/U]i uM = HomR(R[G/UlM) 

with the G-action given by the formulas in 8.1.3. These modules have the following 
properties: 

(i) If the action of G on M is discrete, then M\j (resp., t/M) coincides with the 
corresponding object defined in 8.1.3. 

(ii) The formulas in 8.1.3 define an isomorphism MJJ ^ uM, functorial in M. 
(iii) The functors M ^ Mu and M i—» rjM commute with arbitrary direct and 

inverse limits. 
In particular, if M is of finite type over R, then the canonical maps 

Mu/mnMu (M/mnM)f/, Mu \im(M/mnM)u 
n 

are isomorphisms (and similarly for c/M). 
These observations imply that Mu, uM G (S^fMod) . 

8 .2 .2 . Writing M = lim Ma and each Ma as Ma = limMQ/mnMa, Shapiro's 

Lemma applied to each Ma/mnMa (and the fact that Ma/mnMa is a surjective 
projective system) gives quasi-isomorphisms 

Qont(G,(MQ)(/) limQont(G,(MQ/mnMQ)l/) 

l™ Qont(G, Ind^(Ma/mnMa)) sh \imC-cont(U}MQ/mnMQ) = C'cont(U,Ma) 
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and 

(-l)V(^i,...,gj) lim 
a 

C'cont(G,(Ma)u) Sh lim 
dfc 

C'cont(U,Ma) = C'cont(U,M). 

The same argument applies to \jM. 

8 .2 .3 . The definitions above extend in an obvious way to complexes M* of ind-
admissible R[G]-modules. If at least one of the following conditions is satisfied: 

(A) M * is bounded below; 
(B) cdJG) < oo, 

then both morphisms 

Q o n t ( G , M £ ) C'cont(U,M') C'cont(G,uM') 

are quasi-isomorphisms (using the spectral sequence (3.5.3.1)). 

8.2 .4 . Put Ru = R[G/U] and denote by 

L : Ru —> Ru 

the ./^-linear involution induced by the map g g on G/U. Both MJJ and JJM are 
(left) RJJ[G\-modules, with the action of RJJ given by the Ad-action of G/U described 
in 8.1.6.3. 

If G/U is abelian, then the action of x G RJJ on MJJ — M ®R RU (resp., on 
uM — RomR(RUT M)) is given by id 0 L(X) (resp., Hom(x, id)). 

8.2.5. Lemma. — Assume that G/U is abelian. Then 

(i) Ru is an equidimensional (of dimension d) semilocal complete Noetherian ring. 
(ii) If M is an (ind-)admissible R[G}-module, then JJM, Mu are (ind-)admissible 

Ru [G]-modules. 
(iii) If M is of finite (resp., co-finite) type over R, then \jM, MJJ are of finite 

(resp., co-finite) type over Ru• 

Proof. — Everything follows from the fact that Ru is a free i?-module of finite type. 

8.2.6. Corollary. — If G/U is abelian, then both functors M ^ Mu, M uM 
(^jGjMod)fl _^ to (^jGjMod)^_5is (and similarly for ind-adj, with* — ft, coft. Under 
the canonical quasi-isomorphisms 

(-l)V(^i,...,gj) 
sh (-l)V(^i,...,gj) sh 

Qont (G ' UM) 

the action of Ru on Mu,uM corresponds to the homotopy action of G/U 
onC'cont(U,M). 
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8.3 . Infinite e x t e n s i o n s 

8 .3 .1 . Let H <\ G be a closed normal subgroup of G. Put T = G/H: 

= {U C G | U open subgroup, U D H} 

R = RlTj = lim R[G/U\. 

For every M G ( ^ d M o d ) , the ^[G]-modules Mv (resp., VM) for variable U G W 
form a projective (resp., an inductive) system with transition maps induced by the 
projections pr : Ry —» RJJ (for V C U, U,V £ W). Denote by 

&r(M) = lim Mv, Fr(M) = lim t/M 

the corresponding limits; they are both (left) R[G]-modules. We define J^r(M#), 
Fr(M') for a complex M9 of ind-admissible i?[G]-modules by the same formulas 
(termwise). 

8.3.2. Lemma 

(i) If M 9 is a complex of ind-admissible R[G}-modules, so is Fr(M') and the canon­
ical map 

\imC'cont(G:UM') — C'ont(G,Fr(M')) 
u 

is an isomorphism of complexes. 
(ii) IfM is contained in ( ^ ^ M o d ) x, so is Fr(M) and the composite morphism 

lim C'cont(G, uM)-^ lim C'cont(U, M)^C'cont(H, M) 
TT 

is an quasi-isomorphism. The same is true for complexes M9 of such modules, pro­
vided they satisfy 8.2.3(A) or (B). 

Proof. — It is enough to consider only the case M9 — M. 

(i) Fr(M) is ind-admissible, since each JJM is; then apply 3.4.1.5. 
(ii) Fr(M) is supported at {m}, since each JJM is; in particular, both M and 

Fr(M) are discrete G-modules. The map res is an isomorphism by [Se2, §1.2.2, 
Prop. 8] and sh is a quasi-isomorphism. • 

8.3.3. Corollary. — If M9 is a complex m (£^dMod){m} satisfying 8.2.3(A) or (B), 
then there is a canonical quasi-isomorphism 

C'cont(G,Fr(M-)) C'cont(H,M') 

such that the R-action on Fr(M9) corresponds to the homotopy action ofG/H — T 
on the R.H.S. 
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8.3 .4 . For any M G (^dG^dMod) the complexes Cc#ont(G, Mv) form a projective 
system indexed by U G with surjective transition maps. The projective limit 

lim 
u 

C'cont(G,Mu) 

is a complex of ^-modules; denote by 

RTiw(G, H; M) I % M o d ) 

the corresponding object of the derived category and by 

Hlw(G,H;M) = Hl(RTlw{G,H-M)) 

its cohomology. The same notation will be used for complexes M* of ind-admissible 
i2[G]-modules (the subscript "Iw" stands for "Iwasawa" - this notation is due 
to Fontaine). 

83.5. Proposition. Let M G /ind-ad 
M\G] 

Mod). Then 

(i) There is a spectral sequence 

^2 df lim 
t/,cor 

fg (H>cont(U,M)) hZ3(g,h-m). 

(ii) If M is of finite type over R and if G satisfies (F), then E^3 = 0 for i ^ 0 and 

Hl(G,H;M) fg lim 
Û,cor 

(-l)V(^i,...,gj) 

(iii) Assume that M is of finite type over R, ^ contains a cofinal chain U\ D U2 D 
U3D--- and the pro-finite order of T is divisible by p°°. Then H°w(G,H;M) = 0. 

Proof 

(i) Consider the two hyper-cohomology spectral sequences for the functor lim and 
the projective system C*ont(G, Mu)-

'E\3 = lim 
u 

(3) Clont{G,Mu) H i+j F t,i,2 — lim 
TT 

fdg (H3cont(G,Mu)). 

For each z, the projective system Qont(G, Mu) is "weakly flabby" in the sense of [Je, 
Lemma 1.3(ii)], as 

lim 
'U 

Ciont(G,Mu) C*cont(G,Mv) 

is surjective for every V G °ä. This implies that (-l)V(^i,... for j ^ 0, hence Hn = 
Hn(i » X u ) = Hn (G, H: M). By Lemma 8.1.5, the transition maps in 

^2 lim 
fg 

fg (Hiont(U,M)) 

are given by the corestriction, as claimed. 
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(ii) The same argument as in (i) yields a spectral sequence 

EliJ — rj2 — lim 
U,n 

gh (H>(U,M/mnM)) Tji+J 
n Iw (G,H;M). 

As G satisfies (F), the projective system HJcont(U, M/mnM) (indexed by ^ x N) 
consists of R-modules of finite length, hence E^3 = 0 for i ^ 0 ([Je, Cor. 7.2]). It 
follows that 

H{JG,H;M) Po.Jg dfv lim lim 
u n 

(HiOBt(U,M/mnM)) lim 
u 

(-l)V(^i,...,gj) 

(the last isomorphism by Lemma 4.2.2). 

(iii) As M is of finite type over R, the sequence of invariants 

(-l)V(^i,...,gj) 

stabilizes: MUn = N for all TI ^ TlQ. This implies that 

HUG,H;M) = lim 
n,cor 

H°cont(Un,M) lim 
n^no 

N, 

with the transition maps given by the multiplication by [Un : Un,} (n' ^ n ^ no). For 
fixed n ^ no, the power of p dividing [Un : Un'\ tends to infinity as n' —> oo, hence 

Im ( J O G , tf;M) /fcuont(f/n,M)) 

cfsdgf 

[Un : £/n,] = 0, 

proving the claim. 

8.3 .6 . In 8.3.5 (i) we can replace M by a complex M* of ind-admissible R[G]-
modules, provided 8.2.3(A) or (B) holds. In 8.3.5(h) we have to assume, in addition, 
that M* has cohomology groups of finite type over R (cf. proof of Proposition 4.2.5). 

This implies that RTiw(G, H\ — ) induces an exact functor 

RFiw(G, H\ —) : D*(^dGfMod) ZT(^Mod) 

for * = + (resp., for * = + ,0 , provided cdp(G) < oo). 

8.4. Infinite A b e l i a n e x t e n s i o n s 

We retain the notation and assumptions of 8.3. 

8 .4 .1 . In practice one is usually interested in the case when V = G/H is a p-adic Lie 
group. In this paper we consider only the case of abelian T. According to Lemma 4.1.4, 
cohomological invariants do not change if V (resp., G) is replaced by its pro-p-Sylow 
subgroup T(p) (resp., by the inverse image of T(p) C G/H in G). Without loss of 
generality we shall, therefore, assume that 

T = T0 x A, 
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where A is a finite abelian group and Tq is isomorphic to 7/p for some r ^ 1. In this 

case 
R = R\Tl R0 ®RR[A], Ro = RlTol 

A choice of an isomorphism To ^> Z£ (i.e., a choice of a Zp-basis 7 1 , . . . ,jr of To) 
gives an isomorphism of rings 

Ro RlXu...,Xrl 7, i-> 1 + Xi. 

In particular, R is an equidimensional semilocal complete Noetherian ring, of dimen­
sion d + v. Let m C R be the radical of i?. 

8.4.2. Denote by 

Xr : G —» T c—> R[F]* (C **) 

the tautological one-dimensional representation of G over R[T]. 
For every (i?[r])[G]-module M and n G Z we construct new (jR[r])[G]-modules 

M < n > resp., ML as follows: as an R[T]-module, M < n > coincides with M, but 
the action of G is given by 

gM<n> = xr{g) g M (g e G). 

ML coincides with M as an iï> [G]-module, but the action of R[T] is given by 

XML = L\X)M {x G R[T]). 

A more functorial definition of ML is M ®i?[r],*, ^ [ r ] , as in 6.6.4. With this notation 
(which applies, in particular, to R[G]-modules), we have 

M < n >l ML <-n> . 

8.4.3. Injective hulls. — We first relate 1^ to IR. 

8.4.3.1. Lemma. — As an R[G]-module, Fr(lR) < I > is isomorphic to the Pontrjagin 
dual of R (the action of G on IR and R being trivial). 

Proof. — As in 2.9, fix an isomorphism of i?-modules 

IR R = lim 
n 

HomZp(JR/m"JR,Qp/Zp). 

This induces an isomorphism of R\G / U]-modu\es 

RomR(R[G/U},IR) 

lim 
n 

p(JR/m"JR,Qp/Zp). (R/mnR[G/U], Romz(R/mnR, Qp/Zp)) 

lim 
n 

HomZp {R/mnR[G/U}MP/Zv), 

hence an isomorphism of i?-modules between 

FT{IR) = lim 
fdsg 

RomR(R[G/U],IR) 
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(cf. 8.2.4) and 

lim 
U,n 

Homy (R/mnR[G/UlQP/ZP), 

which is nothing but the Pontrjagin dual of 

lim 
t/,n 

R/mnR[G/U] = R. 

The action of g <E G on Fr(IR) is given by 

(g*f)(x) = 9{f(g-l(m = f(g-1(x)) = f(xr(g)-1x) = xr{g)-lf(x), 

hence G acts trivially on Fr(IR) < 1 >. 

8.43.2. Corollary. — The R-module I — 1^ := Fr(IR) < 1 > is an injective hull 
of R/va over R. 

8.4 .4 . T h e functor & v 

8.4.4.1. Proposition. Let M e (£^dMod) . Then 

(i) If M is of finite type over R, then there are canonical isomorphisms of R[G\-
modules 

&r(M) ^ (M®RR) < -1 >, 

p(JR/m"JR,Qp/Zp). (M®RRL) < - 1 > {M®RR) < 1 >, 

functorial in M. In particular, ^r(M) is of finite type over R. 

(ii) IfM e CfifGf Mod){m}, then Fr(M) E ( |^adMod){_}. 
(iii) If M is of co-finite type over R, then Fr(M) is of co-finite type over R. 

Proof 

(i) The canonical map of .R-modules 

(8.4.4.1.1) N®RR = N®R lim Ru 
u 

lim (TV ®RRu) 
u 

is an isomorphism for every i?-module N of finite type. For N — M, the natural 
action of R[G] on &r(M) = lim (M ®R Rv) is the following (cf. 8.1.3 and 8.2.4): 

x G R acts by id 0 i(x) 

g e G acts by g®xr{g)-

this implies that (8.4.4.1.1) and i induce the following isomorphisms of ,R[G]-modules: 

J^r(M) = {M®RRL) < 1 > 
ld<g)L 

(M ®R R) < - 1 > . 

The statement about ^r{M)L is proved in the same way. 
(ii) This follows from Lemma 8.3.2. 
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(iii) It is sufficient to treat the case r = r0, when R = Ro is local (cf. proof 
of Lemma 8.2.5). We must show that dim/c(Fr(M)[m]) < oo (here k = R/m -
7?/m). As Fr(M[m])[m] = Fr(M)[m], we can assume that M = M [m] and hence, by 
dévissage, that M = k. In this case dim/c(Fr(A:)[m]) = 1 by Lemma 8.4.3.1 applied 
to R = k. 

8.4.4.2. Proposition. For every M e ( S ^ M o d ) R-ft' 
the canonical morphism of 

complexes 

C'cont(G,,¥r(M)) lim 
u 

C'cont(G,Mv) 

is an isomorphism, hence inducing an isomorphism 

RTcont(G,^r(M)) RTlw(G,H;M) 

in £»+(sMod). 

Proof. — We must show that the two projective limit topologies on 

^ r ( M ) l imJMAf) 
n 

p(JR/m"JR,Qp/Zp). limMu/mnMu 
U,n 

coincide (the first (resp., second) isomorphism follows from the fact that ^r(M) is 
m-adically (resp., m-adically) complete). We can assume that T = To, in which case 
R = Bo ^ R[ji - 1 , . . . , 7r - 1] is local, with in = mR + (71 - 1 , . . . , 7r - 1). Put 
Ju = Ker(R -> R[G/U])\ then 

Mu/mnMu = &T(M)/(Ju+mnR\ p(JR/m"JR,Qp/Zp). 

and the claim follows from the fact (used in the proof of the isomorphism R ^ 
R[ji — 1 , . . . , 7r — 1]) that the systems of ideals {mN}NGN and {Ju +™nR}(u,n)e<:2/x'N 
of R are cofinal in each other. • 

8 .4 .4 .3 . It follows from Lemma 8.3.2 and Proposition 8.4.4.1 that the functors Fr 
and derive (for each * = 0 , + , —, b) trivially to exact functors 

Fr:D*((%G]Mod)R_coft) ^ ( ( f ! G ] M o d W < ) 

^ r :D*(ad [G]Mod) f i J C * ( ( B [ d M o d W . 

hence, using Proposition 3.2.8, to functors 

F: DR_coft{^[G]Mod) "(GfaMop("JR,Qp/Zp). p(JR/m"JR,Qp/Zp). (* = +,&) 

&r : DR_ft№GMoà) «^((a4G]Mod)fiJ p(JR/m"JR,Qp/Zp). (* = - , 6). 

Proposition 8.4.4.2 implies that there is a canonical isomorphism in D+(-RJMod) 

Rrco„t (G,^r(M)) RTiw(G,ff;M), (MeDbR.ft(^[G]Mod)). 
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8.4.5. Relating the functors Fr and ̂ r - — Our next goal is to investigate the 
relationship between the functors F r v ^ r and the duality diagrams 2.8.2 over the rings 
R and R. We denote the functors (DR,@R, &R) (resp., (D^^^,^)) appearing in 
these diagrams by ( D , ^ , $ ) (resp., (D,^,<I>)). 

8.4.5.1. Lemma. — For every M G ( ^ ^ M o d ) ^ co^ there are canonical isomorphisms 

of R[G]-modules 

Fr(M) Hom^(D(M) •RRJ) < -1 > D((D(M) ®RR)<1 >) 

D(^r(D(M)Y) 

DoFr(M) i O^Y o D(M). 
Proof. — The first isomorphism is given by 

FF(M) lim 
u 

Homi2(JR[G/C/],Homfl(JD(A/),/)) 

lim 
u 

RomR(R[G/U] RD(M)A) lim 
u 

Hom^(D(M), TlomR(R[G/U\,I)) 

Hom^(F>(M), lim 
a* 

UomR(R[G/UlI)) = KomR(D(M),I < - 1 >) 

Hom^(£>(M) ®RR,I) < - 1 >, 

using Lemma 8.4.3.1 (and the fact that the direct limit can be interchanged with 
Hom^, since D(M) is of finite type over R). The second isomorphism follows by 
applying D and the isomorphism e : id ^ D o D. 

8.4.5.2. Fix 7̂  (i = 1,. . ., r) as in 8.4.1 and put X% = 7̂  — 1 G RQ. Fix a system of 
parameters x\,..., Xd of R ; then x\,..., Xd, X\,..., Xr form a system of parameters 
of RQ. Let G^(ro) be the following complex in degrees [0,r] (and differentials as 
in 2.4.3): 

Ro 
i 

(RO)XÌ 

l<j 
{Ro)xlxJ (Ro)x1---xr 

put CR(T) =CR(T0)®RR[A}. 

8.4.5.3. Lemma 

(i) hi(cr(t0)) = 0 for i ^ r. 
(ii) HR(CR(r0)) is a free R-module. 

(iii) C'(Ro,(x,X)) is isomorphic to C'(R,x) ®RC'R{r0). 

(iv) The complex C'(R, (x,X)) dsfg C'(R0,(x,X)) ®fi R[A] is isomorphic to 
C'(R,x) ®RC'R(r). 

Proof 

(i)-(ii) C'R(T0) lim 
n 

Rq (Ro,(xni) and each Koszul complex Rq 
p(JR/m"JR,Qp/ is 

quasi-isomorphic to R0/(X{\...,X?)Rol-r}. 
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(iii) Both sides are isomorphic to lim 
n 

KR (Ro,(xn,Xn)); (iv) follows from (iii). 

8.4.5.4. Lemma. — If M,N are R-modules, then there is a canonical isomorphism of 

R\A]-modules 
RomR(M[A},N) RomR(M,N)[A}L 

given by the formula 

f 
gtkj 

(rn I—> f(rn 0 Ò)) (g) ò 

Above, M [Al - M >RR[A) and A acts on the L.H.S. by p(JR/m"JR,Qp/Zp).p(JR/m"JR,Q 

Proof — Direct calculation. 

8.4.5.5. Lemma. There are isomorphisms of R-modules 

IR®RHr(CR(T)) Kq p(JR/m"JR, *R-

Proof. — As remarked in the proof of Lemma 8.4.5.3, Hr(CR(T0)) is isomorphic to 
the inductive limit 

lim 
n 

Ro/{Xi,..., X™)Ro, 

where the transition map is given by the multiplication by X\ • • • Xr. The pairings 

( , ) „ : Rol(X-i,..., X")RQ ®RRo/(X?,...,X?)Ro R 

f®9 Res tXi=-=x,.=o 
fg 

(Xi-'-Xr)" 

satisfy 
(/ ( m o d W , . . . , ^ ) ) , ^ — (/, X\ • • • Xrg)njr\. 

Tensoring them with IR, the corresponding adjoint maps define an isomorphism of 
projective systems 

(Ro/(X?,...,X?)Ro) 
fgh 

Homfi (IR ®R {RO/(X? X?)RO),IR)) 
jlk 

Applying the same argument to the Artinian rings R/ml instead of R and passing to 
the projective limit with respect to (n,/), we obtain an isomorphism of itVniodules 
between RQ and the Pontrjagin dual of the discrete i?o-module IR ®R Hr(CR(To)). 
Applying Pontrjagin duality again, we obtain an isomorphism 

IR®RHr(C*R(T0)) ^Ro ' 

which implies that 

lR®RHR(CR(T)) IR®RHr(CR(TQ)) ®R R[A] H0®R R[A] 

Finally, it follows from Lemma 8.4.3.1 and 8.4.5.4 that there are isomorphisms of 
i?-modules 

IR Rom^iRolA], IR) p(JR/m"JR,Qp/ R[AY dfs 
^ Ro ®RR[A}. 
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8.4.5.6. Lemma. — There are isomorphisms in £6(fi0Mod) (resp., in Dh(RMod)) 

LÜ-B Wkf 
L 

RRO = UR ®R Rl UR UJR 
L 

RR = UJR (g)R R. 

Proof. The isomorphisms 

RHr(CR(T0))[-r} 
L 

R ^R RHr(CR(T0))[-r} IR ®R Hr(cR(r0)) 'Bo 
in £>6(#Mod) (resp., in (^ Mod)) together with Lemma 8.4.5.3 yield an isomorphism 
in Dbcoft (ro Mod) 

dsgv 
RHr(CR( 
T0))[-r} [-d - r] RHr(CR(T0)) 

L 

Ro (UJR®)RRO) 
SFL 

sdf (C-(R, (x)) 
L 

sdg 
L 

RCR{T0) IR[-d] RHr(CR(T0))[-r} RHr(CR(T0 

hence an isomorphism in D^^Mod) 

UR 
L 

RRO ®R Ro ODR 
Ro 

o 
Ro 

UR 
L 

RRO ^ Ro (Ro) rio 

As R = R0[A] is free of finite rank over RQ, we have 

^R Horn 
sqf 

RHr(CR(T sqf HomÄ(Ä[A],Ä) xrv 
By Lemma 8.4.5.4 we have isomorphisms of [A]-modules 

Homß(#[A],Ä) R[A] ' -^f l [A] 

("relative Gorenstein property of group rings"), which gives the second isomorphism. 

8.4.6. Comparison of the duality diagrams over R and R 
8.4.6.1. Let AT, Y be bounded complexes in (^j^Mod) ^ ^. Applying the discussion 
from 8.1.6.4 to all U G and passing to the projective limit, we obtain a morphism 

of (bounded) complexes in /ad 
<R[G] 

Mod) 
R-ft 

rn : RHr(CR(T0))[-r} R®R(X®RY) 

(with G acting trivially on the factor R on the R.H.S.). This pairing can also be 
written explicitly (with a slight permutation of the factors) as 

(X ®R RL) < 1 > ®R((Y ®RR ) < I > R 

RHr(CR(T0)) (X ®R R) < - 1 > >R{Y ®R R) < 1 > = (X ®RY) ®rr. 

8.4.6.2. Dualizing complexes. — For each 5 = R, R1 fix a complex LJ'S = a^o 
of injective 5-modules representing u>s- There exists a quasi-isomorphism (unique up 
to homotopy) 

if : uR ®R R "TP 
which we fix, once for all. 
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8.4.6.3. Given X and Y as in 8.4.6.1 and a morphism of complexes 

7T : X (g)R Y RHr(CR(T0 

we obtain a morphism of complexes 

7F : ^ r ( X ) RHr(CR(T0))[-r} m RHr(CR(T0))[-r} id(G)7r 
fl®flo;^(L) sdfg fdgdfg 

The corresponding adjoint map is equal to 

adj(7r) : PAX) R®RX < - 1 > id(G>adj(7r)<-l> sdgfs Horner, c^(l)) < - 1 > 

= Rom^(R 0 H Y < 1 > , i ? 0 H ^ ( l ) ) 

= RomU^r(Y)L. RHr(CR(T0))[-r} <P, 
Rom^r(YY RHr(CR( 

8.4.6.4. Lemma. There exist functorial isomorphisms 

LO&TO$(X) RHr(CR(T0))[-r} RHr(CR(T0) F r o $ ( X ) ( * ^ W ( * L G ] M o d ) ) . 

Proof. — By Proposition 3.2.6 there exists a bounded complex Y in (^j^Mod)^ ^ 

and a quasi-isomorphism / : Y —> @(X) = Hom^(X,UJR). Applying 8.4.6.3 to the 
pairing 

7T : X 0R Y id®/ X®R®(X\ ev2 fdsg 

we obtain a morphism of complexes 

adj(TF) :^r(YY H o m ^ r ( ^ ) , 4 ) = 0 o ^ r ( X ) , 

hence a morphism in R-ft (|d[G,M0d) 

a x : i o^ ro^ (X) RHr(CR(T0))[-r} RHr(CR(T0 
RHr(CR( 

adj(vr) 
>&o#R(X), 

which is functorial in X. In order to prove that ax is an isomorphism, we can 
disregard the action of G, i.e., consider only X G D^(#Mod), ^Y{X) = X ®R R 
and replace ¿ by the identity map. As we are dealing with "way-out functors" ([RD, 
§1.7]), standard dévissage reduces the claim to the fact that aR — ip is an isomorphism 

in £>MiiMod). 
As regards the second isomorphism, we combine ax with Lemma 8.4.5.1, obtaining 

functorial isomorphisms 

Fro<S>(X) Doio^ToDo<$>(X) DOLO3?fO@(X) Do$?oJ?r(X) $o3?r(X). 

8.4.6.5. Corollary. — If in the situation of 8.4-6.3, 

X adj(7r) Hornby,RHr(CR(T0)) W X[l] 

is an exact triangle in RHr(CR(T0))[-r} then 

RHr(CR(T0) 
adj(?r) 

Hom^r(y)\^(l)) Ft (XW) &r(X)[l] 
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is an exact triangle in D— 
R-ft 

( f Mod). In particular, 

it is a perfect duality over R —> Ir­ is a perfect duality over R. 

8.4.6.6. The isomorphisms from Lemma 8.4.5.1 and 8.4.6.4 can be summarized as 
follows. 

If T,T* G DR_ft(Rd[G]Mod) and A, A* G DbR_coft(^[G]Mod) are related by the duality 
diagram 

T 

SD 

A A* 

SD 

SD D 

D 

overi?, then F(T) ,^r(T*) G ^ ( f j G ] M o d ) and Fr(A),Fr(A*) G ^ico/£(|d[G]Mod) 

are related by the duality diagram 

RHr(CR(T 

SDF 

Fr (A) 

SDF RHr(CR(T0 

Fr(A*y 

DF 
D 

over R. 

8.4.6.7. Proposition 

(i) Let T G D+((Rd[G]Mod)Rft); put A = <D(T) G D^_coft(^[G]Mod). Then there 
are canonical isomorphisms 

¥(RTiw(G,tf;T)) - ^ ^ ( R r c o n t ( G , ^ r ( T ) ) ) ^RTcont(G, Fr(A)) ^RTcont(H, A) 

in L>+ (#Mod). 

(ii) Let T G DR_ft(Rd[G]Mod); put A = $(T) G I^_co/^G]Mod). / / G sato/ies 
(F) (resp., if G satisfies (F) and cdp(G) < oo), then the above isomorphisms take 
place in D^ojt[RMod) (resp., in Dhcojt[RMod)) and there is a spectral sequence 

fTKJ?2 RHr(CR(T0))[-r}RHrSDF H^(G,H;T) MM lim 
h rm 

RHr(CR(T0))[ 

(all terms of which are R-modules of finite type). 

Proof. — Represent T by a bounded below complex T* in (^jGjMod)^ ^. Lemma 8.4.6.4 
applied to each component of Tm then yields an isomorphism 

<5>o^r(T) Fr o $(A) 

in DR coyt(^|G|Mod). The statement of (i) follows from 4.3.1, applied to the pair 

&r(T) and FT(A) over R, while (ii) follows from (i) and 4.3.1. • 
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8.4.6.8. A variant of the above spectral sequence for R = Zp and T consisting of 
a single module was constructed by Jannsen [Ja3], who also considered the case of 
non-abelian T = G/H. 

8.4.7. Dihedral case 

8.4.7.1. Assume that we are given the following dihedral data. 

8.4-7.1.1. An exact sequence of pro-finite groups 

1 G G+ {±1} 1 

such that 

8.4-7.1.2. H is a normal subgroup of G+, 

8.4.7.1.3. The quotient exact sequence of groups 

1 —> r —> t+ {±1} 1 

(in which = G+ jH) is split and —1 G {±1} acts on T as t : g i—» g 1. 
The last condition can be reformulated by saying that there exists an element 

r G T+ - T such that 

(8.4.7.4) r2 = l, TjT 1 = 7 1 (7 e r ) . 

If M is an i?[r+]-module, then the map 

m I—> r(m) (m G M) 

defines an isomorphism of l?[r]-modules 

M ^ M \ 

The same is true for complexes of i?[r+]-modules. 
In particular, if T G (^^Mod) R_ft, then RTiw(G, H\ T) can be represented not 

just by Qont(G,^r (T)) , but by C'cont(G+,^r+(T)), where 

^ r + ( T ) = lim 
SDF 

T®RR[G+/U+i 

where runs through all open subgroups oi GT containing ti. Similarly, lor every 
M G (^c+^Mod), Tircont(H,M) can be represented by Cc'ont(G+, Fr+(M)), where 

Fr+(M) = lim 
DF 

HomÄ(Ä[G+/£H,M). 

Applying the previous discussion to the complexes C * o n t ( G + , ( T ) ) and 
Cf*ont(G+, Fr+(M)) we obtain the following statement. 

8.4.7.2. Proposition. — Assume that we are given the dihedral data 8.4-7.1.1 8.4-7.1.3. 

If T G DR_ft(^[G+]Mod) and M G D+ ( (£^Mod){m}) , £Aen the action of r 

from (8.4.7.4) gives isomorphisms 

RTiw(G, ; T)' RrIw(G, ; T), Rrcont(ff, M)1 Rrcont(ff, M) 

in D+ (sMod). 
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8.4 .8 . D e s c e n t 

8.4.8.1. Proposition 

(i) For every M G ( (^GfMod){m}) there is a spectral sequence 

^'2 — nc.ox\t (R,H3CONT(H,M)) H£I(G,M). 

(II) IfF = R0 ̂  77P, then for every T G D+ ( (^j^Mod)^ ^) there is a canonical 

isomorphism in .D+^Mod) 

RTIw(G,tf;T) 
L 

RR Rrcont(G, T) 

(where the product is taken with respect to the augmentation map R —+ R), which 
induces a (homological) spectral sequence 

f2Y?,j — ïïi, cont (T,H£(G,H;T)) RHr(CR(T0))[-r} 

(where i7^cont(r, —) was defined in (7.2.7.2)/ If G satisfies (F), then each term 'Ef^ 
is an R-module of finite type. 

Proof 

(i) This is just the Hochschild-Serre spectral sequence for discrete G-modules. 
(ii) Represent T by a bounded below complex in (^j^Mod)^ ^, which will also be 

denoted by T. The elements 71 — 1,..., 7r — 1 form a regular sequence x in R and 
the augmentation map defines an isomorphism R/xR ^ R. For each i — 0 , . . . , r, let 
Hi C R be the subgroup topologically generated by 7 1 , . . . , 7̂  and put R{ = R^T/Hi} 

(e.g., RQ — R, Rr = R). For each i = 1, . . . , r, the tautological exact sequence 

0 R1-1 
df = Ri-i Ri—+0 

yields, upon tensoring with T, an exact sequence of complexes in (liG1Mod) 
0 6£RHr(CR(T0)) (T) 

7i - l 6£RHr(C (T) RHr(CR(T 0, 

hence an exact sequence of complexes of Ri-i-modules 

(8.4.8.1.1) 0 Q o n t ^ r / ^ C O ) 
7 i - l >C'cont{G^T/Hi_AT)) 

C'cont(G,^r/Ht(T)) 0, 

which can be rewritten as an isomorphism of complexes 

C'ont(G,^R/H^AT)) g Ri-1 Ri-i 
7.-1 

Ri-i C'cont(G^r/Hi(T)) 

(with the complex [7; — 1 : —• Ri-i] supported in degrees —1,0). This yields a 
canonical isomorphism in D(RMod) 

Rrcont(G,^r/jF/t_1 CO) 
L 

sd Rl R^Rcont (G,&r/Hi(T)). 
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Iterating this construction r-times, we obtain the desired isomorphism 

KTLW(G,H:T) 
L 

RR — -Ê -Tcont (G ,^ r (T) ) 
L 

RR RTcont(G, t ) 

in L>(^Mod). 
The augmentation map / : R —• R defines an exact functor /* : (#Mod) —> (^Mod) 

(/*M = M as an abelian group, with r G R acting on f*M by / ( r ) ) . As the Koszul 
complex K~(R,x) is an iMree resolution of f*R[—r], we obtain from the previous 
result an isomorphism in D(^Mod) 

/*R.rcont(G, T) Rrcont(G,^r(T)) ^ ( i ? , x ) [ r ] , 

where the R.H.S. is represented by the complex 

K*=Ccont (G,^r(T)) ^K^(R,X)[r] 

= C-cont(G,&r(T) RHr(CR(T0))[-r} KR(Ccont (G,^r(T)),x)[r]. 

The stupid filtration a^i on K^-(R,x.) induces a finite decreasing filtration FlK* on 
K*. The corresponding spectral sequence (3.5.2.1) is given by 

'E\>3 = KL+R(HJ 
R~ V ĉont 

(G,^r(T)),x) RHr(CR(T0))[-r} df RHr(CR(T0))[-r} 

It follows from (7.2.7.2) that 

hjdfgj H— i,cont (r,^ont(G,^r(T))) — H— i,cont {T,hUg,H;T)), 

which proves the result if we pass to the homological notation 'E™j = 'i£m*' J. 

Finally, if (7 satisfies (F), then each cohomology group M-7 = H^ONT(G,^r(T)) 
is an i?-module of finite type, hence the cohomology groups of the Koszul complex 
Kj-(Mi, x) are R/xR-modules of finite type. • 

8.4.8.2. Corollary. — Assume that T ^ Zrp and T G D+((^Mod) Rft). Then 

(i) IfT ^ ZV7 then 'E2 = 'E00 degenerates into short exact sequences 

0 Hl(G,H;T)R RHr(CR(T0))[-r} Hj^1(G, H; T) 
r 

0. 

(ii) J/cdp(G) = e < oo and T^n T ^ T, then 

sdf 
— e — n = iJf+"(G,ff;T)r ^ceo+nt(G,T). 

8.4.8.3. Proposition. — Assume that T G D+((^G]Mod) ). Let Tf C T = G/iJ 6e 

a closed subgroup ofT isomorphic to 77p (r' ^ r) and H' C G its inverse image in G. 
Then there is a canonical isomorphism in D+ (R^r/r/jMod) 

RrIw(G,tf;T) 
L 

fl^IR/R'] RXiw(G, H'] T) 
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(where the product is taken with respect to the canonical map induced by the projection 
T —> Y /V ) , which induces a (homological) spectral sequence 

E2i.j =Hi,com (T',Hj(G,H;T)) H£-j(G,H';T). 

Proof. — This follows from the same argument as in the proof of Proposi­
tion 8.4.8.1 (ii) if we replace x = (71 — 1,..., 7r — 1) by x' = (7^ — 1,..., 7'., — 1), 
where 7^,.. ., 7^ are topological generators of as R/x'R — R\Y/Y'\. • 

8.4.8.4. Corollary. — Under the assumptions of 8.4-8.3, 

(i) / / r ^ z p , then f£j2 fpJ°° degenerates into short exact sequences 

0 Hl(G,H;T)r, RJiw(G, H'; T) H£\G,H;T) 
r' 

0. 

(ii) IfcdJG) = e < 00 and RHr(CR(T0))[-r} then 

/rp'2 = Hf+n(G,H;T)r, Hf+n(G,H';T). 

8.4.8.5. Proposition. — Assume that Y ^ 7/, G satisfies (F) and cdp(G) < 00. Let 
p G Spec(jR); denote by p G Spec(i?) the inverse image of p under the augmentation 
map R. If T G Db((Rd[G]Mod) ) satisfies KYcont{G,T)p ^ 0 in Dbft(RpMod), 

then Rrcont(G,^r(T))p ^ 0 in D ^ _ M o d ) . 

Proof. — According to Proposition 8.4.8.1 (ii), there is a spectral sequence in (#pMod)^ 

RHr(CR(T0))[-r} RHr(CR(T0))[-r} H-J-t3(G,T)p=0, 

where we have denoted 

H~3 := H-Jnt(G,&r(T)) e (fiMod)/t. 

If, for some j G Z, we have E^3 = 0, then we deduce from 7.2.7 and Lemma 8.10.5 
below (applied to B = Rp, M — (H~J)P) that Efj — 0 vanishes for every i > 0. As 
the spectral sequence has only finitely many non-zero terms and Efj = 0 for i < 0, 
induction on j shows that 

(Vj e Z) 0 = Eli = (HrJ)p = (HÇj)r = (H^)/J, 

where J = Ker(i2[r] —» R) denotes the augmentation ideal. As J C p, Nakayama's 
Lemma implies that H^3 — 0 for all j G Z, as claimed. • 

8.5. Duality theorems in Iwasawa theory 

Assume that we are in the situation of 5.1, with K a number field (totally imaginary 
if p — 2, because of the condition (P)). 
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8.5.1. Notation. — Assume that K^jK is a Galois extension contained in Ks, 
with Galois group G^K^/K) = T = T0 x A, where T0 ^ Zrp (r ^ 1) and A is 
a finite abelian group. The results of 8.4 then apply to G = GK,S = Gal(Ks/K) 
and H = Gal(K5/i^oo). We shall use a simplified notation Rriw(Koo/K, —) for 
Rriw(GK,s, G a l ^ s / i ^ o o ) ; - ) and H{w(Koo/K,-) for its cohomology, even though 
these objects depend, in general, also on S. 

Let {Ka} be the set of all finite extensions of K contained in î oo5 put Ta = 
Gal(i\"oo/iTa). If v is a prime of K, then va (resp., Voo) will usually denote a prime 
of KA (resp., of Koq) above v. 

8.5.2. Let v <E Sf. As T is abelian, the decomposition (resp., inertia) group of any 
prime | v in K^jK is independent of denote it by Tv (resp., I(TV)). Both 
groups I(TV) C Tv are closed subgroups of T and the quotient TV/I(TV) is isomorphic 
to Zp or Z/pnZ, for some n ^ 0. The subgroups I(TV) (v G Sf) generate a subgroup 
of finite index in T, since the maximal abelian extension of K unramified at all finite 
primes is finite over K. If v G Sf and v \ p, then I(TV) C rzp-tors = A, by class field 
theory. In particular, there is v G Sf such that v \ p and | / ( rv) | = oo. If there is only 
one prime v above p in then (r : I(TV)) < oo. 

8.5.3. Semilocal theory 

8.5.3.1. Let K' / K be a finite Galois subextension of Ks/K. Denote by S' the set 
of primes of K' above S; then GK',S' — Gd\(Ks / K'). For fixed v e Sf we can apply 
the general discussion in 8.1.7 to the groups U = GK' = Gal(K / Kf) <\ G = GK = 
Ga\(K/K) and G = GV = G<A{KV/KV). As in 5.1, the fixed embedding oiK^Kv 
defines an injective homomorphism a = av : G G and a prime v'0 G Sf above v; 
then U = GV[) = G&\(KV/K'v,). 

For each a G G, the subgroup u/a — 0-a(£/)cr-1 C U depends only on the double 
coset Uaa(G) G U\G/a(G), and is equal to the decomposition group GA^V^ C U of 
the prime cr(i^). Fixing coset representatives o~i G G (with ctq = 1) 

G = M C/a,a(G) 

2 
as in 8.1.7, the set of primes jV | v} in K coincides with {v[ = o~i(v'0)}. For every 
complex X of discrete G-modules we have, as in 8.1.7.6, isomorphisms of complexes 

(8.5.3.1) RHr(CR(T0))[-r} G#(/7,a*X) C'{U,a?X), 

induced by the morphisms of pairs (a^cr x) resp., (id, c^). The results of 8.1.7 then 
give, for every complex X of discrete Gx,5-niodules, the following: 

8.5.3.2. A quasi-isomorphism (8.1.7.1)[— 1] 

shc:C9c(GKls,Xu) RHr(CR(T0))[-r} 
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which is functorial in X, the homotopy class of which is independent of any choices, 
and which makes the bottom half of the following diagram with exact rows commu­
tative up to homotopy (the top half is commutative in the usual sense): 

0 veSf C*(GViXu)[-l] CUGk.Si XTJ) C'(Gk,s, Xu) > 0 

0 @vesf ghgf C'(GVIZ[Gv/Gv>] RHr(CR(T0) C'(Gk,s, Xu) C'(Gk,s,Xu) 0 

sh[-l] 
0 v'esf C'(Gvf,X)[-l] 

fdg 
c:(GK>s>,x) 

sh 
C'(GK^S^X) 0 

8.5.3.3. For each g G GK,S, 8.1.7.3 gives a morphism 

Ad(g)c = (Ad(0), F(^),m)[-1] : C'(GK',S',X) CI(GK',s',X), 

which is functorial in X and makes the following diagrams commutative up to homo­
topy: 

0 E CS' G-(G^,X)[-1] CI(GK'S',X) C*(GK,iS>,X) 0 

F{g)[-l] 

0 F CvS' C-(GV/,X)[-1] 

Ad(p)c 

CI(GK',S',X) 

Ad(p) 

C*(GK>iS>,X) 0 

G*(GK,S,XU) 
shc 

Cç(GK',S',X) 

RHr(CR( 

C*(GK,Si Xu) shc 
Ad(g)c 

c:(GK>s>,x) 

8.5.3.4. If K C K' C K" are two finite Galois subextensions of Ks/K, 8.1.7.4-
8.1.7.5 give restriction and corestriction morphisms of complexes 

resc : C°(GK',S'iX) >C'(GK",S",X) 

corc : CI(GK''S",X)- •C*(GK',S',X), 

which are functorial in X and make the following diagrams commutative up to ho­
motopy: 

0 v'es'f 
C-(GV/,X)[-1] CÌ(GK'S',X) C*{GK,S',X) 0 

res[— 1] res c res 

o v"€S'J C'(Gv..,X)[-l] C'c(GK»,s»,X) C'(GK»,S»,X) 0, 

0 v"es'/ C*(GV«,X)[-1] C'C(GK„,s»,X) C'(GK»,S»,X) 0 

cor[—1] 

0 ]v'esff C-(G^,A)[-1] 

corc 

C*(GK'S',X) 

cor 

C*(GK>s>,X) 0 
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RHr(CR(T0))[-r} shc c:(GK>s>,x) C*C(GK,S, Xy) sh. C*(GK",S",X) 

Tr* 
C*(GK,S, Xy) gh 

resc 
CXGK»,s»,X), 

gh 
C*(GK,S, XU) shc 

corc 
CZ(GK>,S>,X) 

8.5.3.5. As all morphisms in 8.5.3.2-8.5.3.5 are functorial in X, they induce mor­
phisms valid for arbitrary ind-admissible it^G/^sJ-modules X (more generally, for 
complexes of such modules). 

8.5.4. For every bounded below complex T (resp., M) in (R[GK s]Mod)^ ^ (resp., in 
(kfGaKds]Mod) ) we denote 

RHr(CR(T0))[-r} = C'M(GK,s,^r(T)) 

C'JKs/K^M) wc,cont (GK,s,Fr(M)). 

The corresponding objects of D+(RMod) will be denoted by Rrc5iw(i;C00/i\', T) 
(resp., HTc(Ks/Koq, M)) and their cohomology by HLC ^(Kqq/K, T) (resp., 
H^Ks/K^M)). This is in line with the notation RrIw ( i ^ / i i " , T) (from 8.5.1) 
for the object of D(^Mod) represented by C*ONT(GK,s ^r{T)). Similarly, let 
BTiKs/KocM) be the object of L>+(^Mod) represented by Qont(Gx,s, Fr(M)) 
and H^Ks/Koo, M) its cohomology. As in 8.5.1, the notation for Rrcjw is slightly 
ambiguous, since S does not appear explicitly. 

8.5.5. Proposition 
(i) For every bounded below complex M in ( ^ ^ ^ M o d ) the morphisms shc 

induce isomorphisms of R-modules 

lim 
res 

^ , c o n t ( ^ ' , 5 ' , M ) lim 
FG ,Tr 

RHr(CR(T0))[-r} 

lim 
U' 

Hc,cont(GK,S, UM) Hl^Ks/K^M). 
(ii) For every bounded below complex T in (^Gk ^Mod)^ ^ the canonical mor­

phism of complexes 

C'CtCoat(G,&r(M)) lim 
u 

RHr(CR(T0))[-r} 

is an isomorphism, and the morphisms shc induce isomorphisms of R-modules 

lim 
cor 

Tji 
c,cont 

(GK>,S>,T) lim 
dxvf 

Hc,cont(GK,S,Tu) RHr(CR(T0))[-r} 

Above, K'/K runs through finite subextensions of K^/K and U = G^K^/K'). 

Proof — This follows from 8.5.3.2-8.5.3.4 and the corresponding statements for 
G*ont(G, —) and HLCONT(G, — ) (with G = GK,S, GV), proved in Lemma 8.3.2, Proposi­
tion 8.3.5 and Proposition 8.4.4.2. • 
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8.5.6. Theorem. - If T,T* e DbR_ft{Rd[G Ks]Mod), A, A* e DbR_coft(Rd[GKs]Mod) are 

related by the duality diagram 

T 

hj 

A A* 

<2) gh 

gh 
D 

over R, then 

RHr(CR(T0))[-r} 

hg 

KTiKs/K^A) 

gh 
RrCTW(Koo/iv,T*(i))^[3] 

KT^Ks/K^A^l))'^} 

gh 
. D 

are related in the same way in L^co^(^Mod) and there are spectral sequences 

El23=Ext^(D(H3(Ks/Koc,A)),uR) gh RHr(CR(T0))[-r}RHr(CR(T0))[-r} 

RHr(CR(T0))[-r} 

^2 = ExtìR:(D(HJc(Ks/K00,A)),uR) = ExtUH^iK^/K^TAï)),^) 
Tji+3 
£1c)lw (Koo/K,T) 

Proof. — By Proposition 3.2.8 we can assume that T, T* (resp., A, A*) are represented 
by bounded complexes of admissible [Gx, s ]-modules, of finite (resp., co-finite) type 
over R. The statement then follows from Theorem 5.4.5 applied to the duality dia­
gram 8.4.6.6, if we take into account 8.3.2, 8.3.5, 8.4.4.2 and 8.5.5. • 

8.5.7. The following fact was implicitly used in 8.5.6: for every X G D(^Mod) and 
i G Z there is a canonical isomorphism 

Ext7? RHr(CR Ext^(X^). 
This follows from the fact that the isomorphism ¿ : R ^ RL of P-modules induces 
isomorphisms in D (RMod) 

UJR = (J 0R R UJ ®R R = (U^Y 

and 
s>(xy RHr(CR(T0))[-

8.5.8. Over each finite subextension Ka/K of K^jK, the pairing 

ev2 : T®RT*(l) Wfl(l) 
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induces cup products (5.4.2.1) 

RHr(CR(T0))[-r} Hl.cont(GKa,Sa,T) RHJcont(GKa,Sa,T*(l)) RHr(CR(T0))[-r} 

(where Sa denotes the set of primes of Ka above S). The pairing 

ev2 : RHr(CR(T0) >R^r(T*( l ) r RHr(CR( 

(cf. 8.4.6.3) induces, in turn, products on the projective limits 

RHr(C ( lim 
a 

RHr(CR(T0))[-r} R lim 
a 

HLdGK,.,sa,T*(l))Y RHr(CR(T0))[-r} 

HI+*-3(LJR) R R — lim 
a 

(HI+*-3(U>R) R R[Gal(Ka/K)]) 

(and similarly for the products in which the roles of cohomology and cohomology with 
compact support are interchanged). 

8.5.9. Proposition. — In the situation of 8.5.8, 

{{xa),{ya)) = 
aeG&\(Ka/K) 

(xa,aya)a sd 

a 

(where a acts on Hc0nt(GKcx,sa, T*(l)) by conjugation). 

Proof. — This follows from the proof of the corresponding local statement 8.11.10 
and the commutative diagrams 8.5.3.3-8.5.3.4. • 

8.6. Local conditions and Shapiro's Lemma 

Let K and S be as in 8.5. 

8.6.1. Assume that K C K' C K" are finite Galois subextensions of Ks/K. For 
each v G Sf, the fixed embedding K ^ KV induces primes and v$ of K' and KN', 
respectively, with completions KV C K'V, C K"„ C KV and absolute Galois groups 

G = Gal(Kv/Kv) DU = G8A(KV/K'V,Q) DV = GZ\(KV/K'^). 

Both U and V are normal in G. As in 8.5.3, we have an injective homomorphism 
a : G ^ G = Gal(K/K) such that U = oT^ t / ) and V = a~l{V), where U = 
Gal(K/K') D V = Gz\(K/K"). 

8.6.2. Let X = X* be a complex of ind-admissible i?[G]-modules. We shall abuse 
the notation and write X for a*X, i.e., for the same object, but viewed as a complex 
of i?[G]-modules via the map a : G c—> G. As in 8.2, we let XJJ = X (£)R R[G/U] (and 
similarly for Xy). 
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Assume that we are given the following local conditions (i.e., morphisms of com­
plexes of P-modules) 

it(XW) : U:(XJJ) RHr(CR(T0))[-r} 

RHr(CR(T0))[-r} RHr(CR(T0 RHr(CR(T0))[-r} 

RHr(CR(T0)) RHr(CR(T0 C'ont(U,X) 

i+JX) RHr(CR(T0) C'cont(V,X) 

together with the following data: 

8.6.2.1. Morphisms of complexes 

s h + : t / + p % ) RHr(CR(T0))[ 

sh+ : uUxv) RHr(CR(T 

which are quasi-isomorphisms and make the diagram 

U+iXjj) xvfc RHr(CR(T0))[-r} 

sh+ 
RHr(CR(T0))[-r} 

i , 
QontV^ iX) 

sh 

(and its variant with U replaced by V and v0 by VQ) commutative. 

8.6.2.2. For each g E G a morphism of complexes 

Ad+(g) : U+,(X) RHr(CR(T0))[-r} 

such that the faces of the following cubic diagram 

RHr(CR(T0) 

sh + 

RHr(CR(T0)) <xcf C'ont(U,X) 

s h 

vf " QONT^ XTj) 

AA{gU)* 

RHr(CR(T0))[-r} 

df 
ki 

RHr(C i + RHr(CR(T0 

rn 
V 

sh 
k-2 

Ad(Ä) C'olita XV) 

Ad(gU)* 

0 Ad+(g) 
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commute up to the indicated homotopies and the boundary of the cube is trivialized 
by a 2-homotopy 

df df m * sh k2 *iy 0. 
8.6.2.3. A morphism of complexes 

res+ : RHr(CR( RHr(CR 

such that each face of the following cubic diagram is commutative: 

U+(Xjj) 

sh + 

RHr(CR( 1+ -Qont(tf,X) 

it RHr(CR 

s h 

gf 

RHr(C 

hjk 

RHr(CR i + •Q„„t(v,x) 

res 

sh 

RHr(CR(T0) 

Tr, 

k 
res + 

8.6.2.4. A morphism of complexes 

cor+ : U+„(X) > U+t (X) 
such that the faces of the cubic diagram 

RHr(CR(T0) 

sh + 

RHr(CR(T0)) kjlj C-COM(V,X) 
0̂  
sh 

RHr(CR(T0))[-r} i + 

Pr* 

RHr(CR(T0) 

sh + 
RHr(CR(T 

jkl 

i+ 
in 

sh 

0* 
2̂ „ 

Qont(^*) 

cor RHr(CR(T0)) 

hgyj 

ghj cor + 
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(in which the vertical arrow cor is defined using fixed coset representatives U = |J Voli) 
are commutative up to the indicated homotopies and the boundary of the cube is 
trivialized by a 2-homotopy 

rt • k\ + m • sh+ RHr(CR( 0. 

8.6.3. Fixing coset representatives az,r7 G G of 

G = 
i 

UoMG) = 
j 

Vrja(G) 

as in 8.1.7 (with ctq = tq = 1), we obtain from 8.5.3 isomorphisms of complexes 

v' \v 
RHr(CR(T0))[-r} 

i 
C'cont(U,a*X) 

i 
C'cont(U,a*X) 

v"\v 
RHr(CR(T0))[-r} 

j 
C'cont(V,a*X) 

J 
C-CONT(V,P;X) 

(where v' G S', v" e S"). 
We define the local condition for X at each v' = <Ji{v'0) to be the composition of 

i+, : U+ (X) G'cont(U,X) = C"cont(U,a*X) 

with the inverse of the isomorphism (8.5.3.1) 

Clont{Gv> ,X) C-cont(U,a*X) 

(and similarly for the local condition at each v" — TJ(VQ)). 
The isomorphism 

UJU : a*(Xu) 
i 

(a*X)jj 

(resp., its analogue ujy for Xy) together with i+(Xjj) (resp., i+(Xy)) define local 
conditions at v for XJJ (resp., Xy). 

8.6.4. Putting together the diagrams from 8.1.7.2-8.1.7.5 (modified in accordance 
with 8.1.7.6) and 8.6.2.1 8.6.2.4, we obtain the following generalizations of 8.5.3: 

8.6.4.1. A quasi-isomorphism 

shy : Cf(GK,s,Xu; A(Xu)) —> C}(GK>,s>, X- A(X)), 

which is functorial in A, the homotopy class of which is independent of any choices, 
and such that the following diagram with exact columns is commutative up to homo­
topy: 
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0 

>veSf RHr(CR(T0))[-r} sh[-l] 

0 

v'es'f C^nt(Gv,,X)[-l] 

CUG^SiXUÌAÌXU)) shf 
Cf(GK',s', X;A(X)) 

C'ont(GKis,Xu) veSj U+(Xu) 
(sh,sh+) 

^cont [GK'S' 1 X) v>£S'F 
UÏ(X) 

0 0 

8.6.4.2. For each g G GK S a morphism of complexes 

Ad(g)f C}{GK',S''. X-A(X)) C*j{GK',sf X;A(Xj), 

which is functorial in X and makes the following diagrams commutative up to homo­
topy: 

0 0 

>ses'f GcontiGv', X)[-l] 
F{g)\-i] 

scf Clont(Gv>,X)[—l] 

Cf(GK',s', X;A(X)) 
Ad(g)f 

C'{GK',S' X;A(X)) 

C'ont(G K',S',X) v'es'f UV+,(X) (Ad(g),Ad+(s)) 
C'ont{GK',s',X) dgvfxc K,{x) 

0 0 

C}{GK,s,Xu;HXu)) sh. C}(GK^s' X;A(X)) 

Ad(gU), 

C}{GK,S,XU;A{XU)) sh f 
C}(GK>,S>,X;A(X)) 

Ad(g)f 

8.6.4.3. Morphisms of complexes 

reS/:C}(GK,,s>,X;A(X)) •C}(GK»,S»,X;A(X)) 

coTF:C}(GK..S»,X;A(X)) *}(GK;s;X;A{X)), 

which are functorial in X and make the following diagrams commutative up to ho­
motopy: 
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0 c 

v>es>f RHr(CR(T0))[-r} res[— 1] 
]v"es" C7c-ont(G^,X)[-l] 

CUGK>iS>,X-A(X)) res/-
C}(GK",S»,X;A(X)) 

G'ont(GK',s',X) RHr(CR u,Ux) (res,res+ ) RHr(CR(T0))[-r} v"es'} uUx) 

0 0 

C}(GK,,Xu-A{Xu)) sh/ C}(GK,S,,X;A(X)) 

Tr. 

Gì(Gk,s,AV;A(Xv)) RHr( 
resf 

C 7 ; ( G / ^ , X ; A ( X ) ) 

0 0 

v"es'j Crnnt(Gv",X)\-l] cor[-ll 
RHr Cc,ont(Gv>,X)[-l] 

C}(GK^s>>,X;A(X)) cor f C}{GK^s^X;A(X)) 

Ccont{GK",S",X) v" ES'l uUx) 
(cor,cor+) 

C*t(GK\S',X) RHr( UÏ,{X) 

0 0 

C}(GK,s,Xv;A(Xv)) sh f 
CUGK»,S»,X;A(X)) 

fd 

C'f{GK,s,Xv,A(Xu)) sh j 
cor y 

C}(GK>ìS',X-A(X)). 

8.6.4.4. Lemma 

(i) For g, g' G GK,S, the action of Ad(gg')f on C^[GK',S' -, X; A(X)) is homotopic 
to Ad(g)f oAd(gf)f. If g £ GK',S' C GK,S, then Ad(g)f is homotopic to the identity. 

(ii) cor/ ores/ is homotopic to [K" : K'] - ici on C* ( G ^ S ' , A; A(X)). 

(iii) If K"/K' is a Galois extension, then the action ofresj ocor/ on CJ(GK",S", 

X; A(X)) homotopic to ^2aeGa\{K"/KF) Ad(<j)/, where a G GK',S' is anV lift °f °~-
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(iv) If K"/K' is a Galois extension of degree d — \K" : Kr\, then res/ induces 
isomorphisms 

H}{GK,,S,,X;A(X)) ®R R[l/d] (UGK",S>-,X-A{X)) ®RR\l/d]) 
Ga\(K"/K') 

Proof 

(i) This follows from the last diagram in 8.6.4.2 and equalities Ad(gg'U) = 
Ad(gU)Ad(g'U), Ad(U) = id. 

(ii)-(iii) Combine the third and the last diagram in 8.6.4.3 with the formulas pr o 
Ti = [U:V]- id, Tr o pr = Eaveu/v ^d(aV). 

(iv) This follows from (ii) and (iii). • 

8.7. Functoriality of the unramified local conditions 

Before proceeding further we must clarify various functorial properties of the ob­
jects studied in Chapter 7. Fix v £ Sf not dividing p and consider the group 
G = Gv — (t) x (/) introduced in 7.2.1 (i.e., tf = ftL, where L = £r is a power 
of the residue characteristic I ^ p of v); in order to emphasize dependence on / and t, 
we include them in the notation. Throughout Sect. 8.7, M will be a p-primary torsion 
discrete G-module and M* a bounded below complex of such modules. 

8.7.1. Dependence on f,t. — Any change of topological generators of G is given 

by 
/' = ftA, t' = tB (A e Z/ZE, B e (Z/ZT)*). 

If A € N0 and B € N, then the formulas 

ao(m) = m, a2(m) = (1 + t -\ VtB~l)m 

ai(m,m ) = (m + / ( l +t + ••• + tA-1)m', (l+t + --- + tB-x)m') 

define a moronism of complexes 

a= a(f,t;f',t'):C(MJ,t) C(M,f',t') 

(where C(M, f,t) = C(M) was defined in 7.2.1) such that the composition 

C(M,f,t) a 0(MJ',t') RTfdcg Cm(G,M) 

is equal to fif^ (defined in 7.2.4). For general A, B one can define a by continuity, 
or by using the pro-finite differential calculus from 7.4. The sign conventions of 7.6 
yield morphisms of complexes 

a : U{M\f,t) C(M\f,t)- >C(M'J',t') U(M',f',t'). 
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The morphisms a are transitive in the following sense. If 

/" = f'{t')A, t" = {t')B 

(hence / " = ftA"\t" = tB' with A" — A + BAf, B" — BB'), then the matrix equality 

1 RHr(CR(T0))[-r}RHr(C 

0 l + ^ h RHr(CR(T0)h 
1 / ( l + t + --- + *A-1ì 
0 1 + * H h t^-1 

dfg 
1 f(l + t + ..- + tA -1) 

0 1 + £ + —\-tB -l 

implies that 

RHr(CR(T0))[-r} a{f,t;f',t') = a(f,t;f",t"). 

In particular, each a(f,t; ff,t') is an isomorphism of complexes. 

8.7.2. Restriction. — Let U = x where G N and (L,B) = 1. 
This is an open subgroup of G with a similar structure: f = fA and = tB satisfy 
t'f = f'(t')L' with V = LA. The formulas 

reso(m) = rn, resi (m, ra;) = ((i + / + --- + / A _ 1 K ( l + t + '-. + t*-1)™'), 

res2(m) = + t + + RHr(CR(T0))[-r} 

define a morphism of complexes 

res : C(M, / , *) C(M,FA,tB) 

making the following diagram commutative: 

C(M,f,t) qsd C-(G,M) 

res 

C ( M , / V 3 ) HfAtB C'(U,M). 

res 

8.7.3. Restriction - unramified case. — Assume that B = 1, i.e., U = (t) xi (J4) 
(A G N). In this case ¿7 = (tf) x (J7) is an open normal subgroup of G with 

RHr(CR(T0)) T' = f, R F'= F(T'F (L> = LA), 

E> = F'(i + T' + --- + (T,)L'-1) = EA. 

The formula 

res — (id, id, 1 + / + RHr(CR(T0))[-r} RHr(CR(T0))[-r} 

defines a morphism of complexes 

res : U(M*J,t) U{M\FA,t), 
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which maps the subcomplex U^(M*, /,£) to (7+(M*, / , t), reduces to the map res 
from 8.7.2 if M* — M, and makes the following diagram commutative: 

U(M'J,t) RHr(C C-(G,M*) 

res 

U(M'JA,t) RHr(CR 
C'{U,M'). 

res 

8.7.4. Corestriction - unramified case. — Under the assumptions of 8.7.3, the 

formula 

cor = (1 + / + ••• + RHr(CR(T0))[-r} 6>A-\id,id) 

defines a morphism of complexes 

cor :U(M'JA,t) U(M'J,t), 

which maps the subcomplex U+(M', fA,t) to U+(M', f,t). A short calculation 
(based on the formulas in Proposition 7.2.4 (i) and its proof) shows that the diagram 

U(M%fA,t) »fA,t C'(U,M') 

cor 
U(M\f,t) dfg 

cor 

C-(G,M-) 

commutes, where the right vertical arrow cor is defined using the coset representatives 
RHr(CR(T0))[-r} 

8.7.5. Shapiro's Lemma - unramified case. — Still keeping the notation 
of 8.7.3, we define a morphism of complexes 

sh:£/(M£,/,t) U(M',fA,t) 

to be the composite map 

U(Mtr,f,t) res U(Mù,fA,t) (Su). U(M'JA,t), 

where 8JJ was defined in 8.1.3. As /x commutes with res and is functorial in M#, it 
follows from 8.1.3 that the following diagram is commutative: 

RHr(CR(T0))[-r} sdfg C"(G,M£) 

sh 

U{M\fA,t) fgds 
C*{U,M%). 

sh 

We know that both horizontal arrows and the right vertical arrow are quasi-
isomorphisms; thus the left vertical arrow is also a Qis. 
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8.7.6. Shapiro's Lemma for U+ - unramified case. — The restriction of the 
morphism sh from 8.7.5 to the subcomplex LV+(M^,/,i) defines a morphism of 
complexes 

3h+ : [ /+ (M^ , / , t ) res U+{M'v,fA,t) 
sdfg U+(M'JA,t). 

We claim that sh+ is also a quasi-isomorphism. By dévissage and (7.6.3.1), it is 
enough to consider the following two cases: 

(i) M* = r>_i M*, in which case C/+(M*) = U(Mm) and we can apply 8.7.5. 
(ii) M9 = M° = M: putting N = Mt=1, we have (Mu)t=1 = Nv, and it remains 

to check that the composite morphism 

9 ' 
/ - i 

Nu 
(id,i+/+---+/A"1) 

Nu 
fA-i 

Nu 
RHr(CR 

Nu 
fA-l 

Nu 

is a quasi-isomorphism. This follows from the fact that the quasi-isomorphism /2 
from 7.2.2 (with respect to a — f) maps g to 

8h:C'((f),Nu) res C'({fA),Nu) (Su) C'({fA),Nu). 

8.7.7. Conjugation - unramified case. — For each g G G, the morphism of com­
plexes 

Ad(g):U(M',fA,t) defsdfg 
•C'(U,M*) 

Ad(g) 
C'(U,M') 

xfA,t u(M;fA,t) 

maps the subcomplex U+ (M*, fA ,t) to itself. 

8.7.8. As all morphisms in 8.7.1-8.7.7 are functorial in M#, they extend, by the usual 
limit procedure, to the case when M* is a complex of ind-admissible R[GV]-modules. 

8.8. Greenberg's local conditions in Iwasawa theory 

8.8.1. Let S C S/ and £ ' = Sf — H be as in 7.8.1, and K^/K as in 8.5.1. Throughout 
sections 8.8-8.9 we assume that the following condition holds: 

(U) Each prime v G £ ' is unramified in K^jK. 

This condition is automatically satisfied if A = 0. As in 7.8, fix fv and tv for each 

v G 

8.8.2. Let T (resp., M) be a bounded below complex in (Rd̂GK s]Mod)^ ^ (resp., 

in (g^;^sjMod) jm-j_). Assume that we are given, for each v G £, a bounded below 

complex T+ (resp., M+) in (^G^Mod) R ^ (resp., in ( ^ ^ ^ M o d ) ^ ) and a morphism 

of complexes of R[GV]-modules T+ —> T (resp., —» M). 
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8.8.3. The data from 8.8.2 define Greenberg's local conditions 

AJZ) = 
CZont(Gv, Zt) RHr(CR(T0))[-r} RHr(C 

RHr(CR(T0 RHr(CR(T0))[-r} {v g E') 

for Z = T, M, Tc/, Mu,&T{T), Fr(M) (where /7 is an open subgroup oiG = GK). 
Recall that we have fixed an embedding K <̂-> for each v £ Sf. If Kf/K is a 

finite subextension of K^/K and ^ | v the prime of induced by X ^> then 
GV>Q C Gv and we can define Greenberg's local conditions at v'0 for Z = T, M by 

RHr(CR(T0))[-r} 
Ccont(^£)5 Z+) RHr(CR(T0))[-r} («e E) 

RHr(CR(T0))[-r} Clont(ßv>Q,Z), (v e E'). 

8.8.4. We must check that the local conditions for Z = T, M defined in 8.8.3 satisfy 
the properties 8.6.2.1-8.6.2.4 (for K C Kf C K" c Koo)-

8.8.4.1. This is straightforward for u G S : in this case Ad+(g) = Ad(g), sh+ = sh, 
res+ = Tr*, cor+ = pr*, all homotopies in 8.6.2.4 are zero, while in 8.6.2.2 we have 
m = 0 and /ci, ki are as in 8.1.6.3 (bi-functorial). Finally, the boundaries of the cubes 
in 8.6.2.2 and 8.6.2.4 are both trivialized by the zero 2-homotopy, as 

RHr( k\ + m * sh+ - k2 • it = 0 

in both cases. 

8.8.4.2. Assume that v G and write / = fv, t = tv. Let X — X* be a complex 
in ( ^ ^ M o d ) . It will be enough to verify 8.6.2.1-8.6.2.4 in the case when X is 
a complex of discrete p-primary torsion Gv-modules, provided that all morphisms, 
homotopies and 2-homotopies are functorial in X. 

As in 7.5.7, we can assume that the wild inertia I™ acts trivially on A; it is then 
sufficient to consider a variant of 8.6.2.1 8.6.2.4, in which G D U D V are replaced by 
their quotients by I™. We shall abuse the notation and denote these quotients again 
by G, U, V. Note that the assumption (U) implies that 

RHr(CR(T0))[-r} U = (t)x (fA) V=(t)x(fAA/) 

for some A, A' G N. 
The morphisms sh+ (resp., res+) satisfying 8.6.2.1 (resp., 8.6.2.3) were defined 

in 8.7.6 (resp., 8.7.3). 

8.8.4.3. Conjugation. — For g G G the morphism 

Ad+(g)=Ad(g):U+(XJA,t) U+(X,fA,t) 

was defined in 8.7.7. As the inclusion [/+ (A, fA,£) <^> U(X, fA,t) commutes with 
Ad(g) and sh (and everything in sight is functorial in A), it is enough to consider the 
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following cubic diagram, which involves U(X) instead of UJr(X) 

RHr(CR(T0 

sh 

U(XJA,t) dcvfgds c-ollt(u,x) 
0 

sh 

RHr(CR(T0 I'/.t 

Ad(gU)* 

U(Xmf,t) 

sh 
fg 

U(XJ'A,t) gfh CloUt(U,X) 

0 

gh 
gh 

sh 

gh C-ont(C7,X )̂ 

AdOyf/). 

0̂  Ad(s) 

gh 

(and also check that /ci preserves U+{ — )). The faces of the cube are commutative up 
to the following homotopies: 

m = b* (Ad(g) o (ifAt) (where 6 : yijAt o Ay/^ ^ id is as in 7.4.9) 

ki = (AjAt o sh) *hg* (fifj ° Ad (#£/)*) (as Ad(g) o sh = Aj^t o Ad(#) o o sh) 

A:2 = (sh o Ad(gÏÏ)*) • % (as in 8.1.6.3). 

We now check that the homotopy k\ maps 

U+iXjj, f,ty c % , / , i ) ' 

to 

[/+(%,/A,t)i-1 cUiXjjJ^tf-1. 
As cr^2 ^+( —) — 0 and cr^_i [/+( — ) = cr<^-i £/( —), we only have to consider the case 
i = l. However, the inclusion k\{U+ (-)1) C U+{ —)° follows from 

dfei ( t /+(-)1) = (dfci +fcid)t/+(-)1 Ç C/+(-)°. 

Finally, it remains to verify that the homotopy 

ft := /if a k\ — k2 * + 77i * sh 

is 2-homotopic to zero. We have 2-homotopies 

RHr(CR(T0))[-r} ((fifA to XfAt-id) osh) *hg* (Ad(gU)* o/i/?t) 

•((db+bd)osh)*hg*(Ad(gU)*o/j,fj) • b*(d(sh*hg) + (sh * hg) d)oAd (gU ) <xcfwg 

= 6* (sho ( i d - Ad(£)) o A d ^ l . o ^ ) , 

hence 

ft- 6 • (sh o Ad(gU)* o /ij;t) = 6 * {jJifAt o sh o Ad(#?7)*), 
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which is 2-homotopic to zero, by Lemma 7.4.9. This completes the verification 
of 8.6.2.2. 

8.8.4.4. Corestriction. — In order to verify 8.6.2.4, it is enough, as in 8.8.4.3, 
to consider the following cubic diagram (in which / ' = fA, f" — fAA , ¡1 = /i/5t, 

RHr(CR(T0))[-r}RHr(C 

U(XvJ,t) 

sh 

U(XJ",t) 
sd C^(V,X) 

0 

sh 

Qont(^^V) sd 

sd 

U(Xmf,t) 

sh 

U(XJ',t) 

V 

q 
C-ont(U,X), 

0 

k2 
s 

sh 

cor C-oni(G,Xjj) 

0 

pr* 

cor 

s 

in which the morphism 

cox:C'cont(V,X) ccont(u,x) 

is defined in terms of the coset representatives (fff)~l, 0 $J i < A1. 
We shall give the details only in the case when G ~U (i.e., A = 1, / = / ' ) , and 

leave the general case to the reader. 
The faces of the cube are commutative up to the following homotopies: 

m = 0 (by 8.7.4) 

k\ = h * res (with h defined below) 

&2 = defined as in 8.1.5 

In order to define k\, it is enough to consider the case when X is concentrated in 
degree zero. The first step is to construct a homotopy 

h : ((%)* opr* cor o (Sy)* o res 

between 

C(Xv,f',t) dfd 
>C(Xmf',t) 

(%) C(XJ',t) 

and 

C{XvJ',t) res C(XT7J"t) 
dfg 

C(X,f",t) 
cor •C(X,f,t). 
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Writing an arbitrary element of Xy as 

x — 
A'-l 

j=0 
RHr(CR(T XJ = ô(f>)jv(x) € Xi 

the homotopy h is given by the formulas 

h°(x,x') = 
A'-l 

3=0 
RHr(CR(T0))[-r}RHr(CR(T0))[-r} 

A'-l 

7=0 
(Xj + / V i + --- + (//)J~1^i) 

ft1(^) = (o, 
A'-l 

3=0 
(i + e' + ^ . + ^ y - i ^ ) 

(note that we are considering only the special case when f' = j', hence 0' = 0). Having 
constructed h, we define 

k\ = h-k res : sh o pr^ cor o sh, 

where 

veS:C(XvJ,t) C(Xv,f',t) 

was defined in 8.7.3-8.7.4. The same argument as in 8.8.4.3 shows that k\ maps 
/7+(-)* to U+(-y-\ 

We claim that we can take zero for the 2-homotopy in 8.6.2.4, i.e., 

\i • k\ — k<2 * fi = 0. 

Indeed, in degree 1, 

fc2°(c) = 
A'-l 

3=0 
RHr(CR(T0)) 

hence we have (for x, x' G Xy) 

k® o /ii(x, x7) = 
sdfg 

3=0 
RHr(CR(T0))[-r}RHr(CR(T0 = /i°(x,x')-

In degree 2, let # = /at6 with a, 6 e N0. Then 

RHr(CR(T0))[-r} 
gfj 

2 = j0 
SfivWJ-W-'g)-1) -zigAf-'g)-1)), 

where 

(/-J5)^=/J(i), 0<j(i) < A', j(i) = i — a (modv4 ). 
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If z — fi2(x) (for x G Xy), then the formulas in 7.2.4(i) give 

(klon2(x)) (fatb) = 
A'-l 

i=0 
sf,v(r(i + t + --- + tb-1) ( l + 6 > + - - - + ^(î)-1)x) 

= / ° ( l + t + --- + i6-1) 
A'-l 

fdsg 
( i + # + •••+Oj-1)xA'- j 

= M1okl)(x))(fatb), 

as claimed. This concludes the verification of 8.6.2.4. 

8.8 .5 . In analogy to 8.5.4, we define 

c;iIw(/W#>t) K^C'jiKs/K^A)) A(^r(T))) 

C}(KS/K00,M) = C}(GK,s,FR(M); A(Fr(M))). 

The corresponding objects of D(^Mod) will be denoted by ~RFfyiw(Koo/K,T) 
(resp., RTfiKs/KooiM)) and their cohomology by HJ^K^/K^T) (resp., 
HUKs/K^M)). 

8.8.6. Proposition 
(i) For every bounded below complex M in ( ^ ^ ^ ^ ^ M o d ) ^ ^ the morphisms sh/ 

induce isomorphisms of R-modules 

lim 
res 

H}(GK,,s>,M;A(M)) lim 
U,Tr* 

HUGK&MuiAiMu)) 

lim 
TT 

H}(GK,s,uM;A(uM)) Hf(Ks/Koo, M). 

(ii) For every bounded below complex T in {^QK sjMod)^_/t, the canonical mor­
phism of complexes 

C}(GK,s,&r(T);A(&r(T))) lim 
u 

CUG^s.Tu-AiTu)) 
is an isomorphism, and the morphisms shy induce isomorphisms of R-modules 

lim 
cor 

H\(GK>.S>,T;A(T)) lim 
U,pv, 

HUGK,S, TU;A(TU)) HhJK^/^T). 

Above, K'/K runs through finite subextensions of K^/K and U = Gal(iv"oo/' K'). 

Proof. — This will follow from 8.6.4 (which applies in our case, thanks to 8.8.4) in 
the same way as Proposition 8.5.5 does from 8.5.3.2-8.5.3.4, once we check that the 
canonical maps 

K^C'jiKs/K^A lim 
T7 

u:(TV) lim 
U,n 

U+((T/mNT)u) (v e sf) 
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are all isomorphisms (the local conditions for Z = (T/mnT)jj are defined as in 8.8.3). 
For v G £ this follows from Proposition 8.3.5 and 8.4.4.2. For v G it is sufficient 
to observe that the condition (U) from 8.8.1 implies that 

L(Tu) = L(T)u, L(&r(T))=&r(L(T)). 

8.8.7. Proposition. — Let X be a bounded below complex in ( ^ j ^ ^Mod) equipped 
with Greenberg's local conditions defined by X+ —* X (where X+ is a bounded below 
complex in (^ j^Mod) , for each v G E^. Let K'/K be a finite Galois subextension of 
Ks/K, of degree d = [Kr : K] which is not a zero divisor on R, such that all primes 
v G £ ' are unramified in K'/K. Then, for each homomorphism \ : Gal(Kf/K) —> 
R[l/d]*, the maps z+ (g) id : X+ Cg \ —> X 0 \ define Greenberg's local conditions for 
X 0 x and there are canonical isomorphisms 

H}(GK,S,X 0 x; A(X 0 x)) ®R R[l/d\ [H}(GK,,s>,X]A(X))®RR[l/d\) 
x^1 

where we denote, for any R[\/d)[Gdl(K' / K)]-module M, 

Mx 1 = M(x ') = {xeM\ (Vp G G&\(K'/K)) g(x) = x (g)x}-

Proof. — This follows from Lemma 8.6.4.4(iv) applied to X <S>R<S>R[l/d\ as there 
is a canonical isomorphism of Gal(Kf / K)-modules 

H}(GK,,s>,X®R R[l/d] eg. x; A(X ®R ®R{l/d] ® x)) 

H}(GK.iS;X; A(X)) ®R ®R[l/d\ ® X 

(with respect to the Adj-action on the cohomology groups Hf)-

8.8.8. Proposition (self-dual case). — Assume that we are in the situation of 7.8.11 
(in particular, R is an integral domain with fraction field JC of characteristic zero, 
all complexes X and X+ are concentrated in degree zero, and there exists a skew-
symmetric isomorphism between V := X 0 # /C and V*(l) := Hom^(V, /C)(l), for 
which each subspace := ®R /C C V (v G EJ is maximal isotropic). Let K'/K 
be as in 8.8.7. Then: 

(i) For each homomorphism x : G&\(K' / K) JC*, we have (using the notation 
from 7.8.9 and 8.8.7) 

dimK H)(K',V)X = dim]C H}(K', V)*'1 = dim*: H2f{K', V)x = dim/c H2f(Kf,F)X_1. 

(ii) Assume that there exists an intermediate field K C K\ C K' such that 2 { 
[K' : Ki] and G&\(Ki/K) is an abelian group of order 2l (t ^ 0^. If K\ = K, set 
U = {K}. IfKx / K, setU = {L\L C Ku [L : K] = 2}. Then 

dimr H\(K'V) = 

X:Ga\(K1/K)^{±l] 
dim* H){K,V^x) = 

Leu 

dim^ H}(L,V) (mod 2). 
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Proof 
(i) Combine Proposition 7.8.11 with the isomorphisms Hj(K,V ® x±X) ~> 

H}(Kf, V)*-Tl from Proposition 8.8.7. 
(ii) As every finite group of odd order is solvable, there exist fields K C K$ C 

K\ C K2 C • • • C Kn — K' such that each Galois group G% = Gol(Ki+i/ Ki) 
(i = 0 , . . . , n — 1) is abelian (and 2 { \Gi\ for i > 0). After adjoining to R suitable 
roots of unity, we can assume that all characters of Go,..., Gn-i have values in /C*. 
In the sum 

diniK HlAKl+l,V) = 
X G—> K* 

dimK H){Ki+uV)x, 

the contributions of \ and \ 1 are the same, by (i); thus 

dimK H}{Ki+1,V) = 
X = X~1 

dim^ H}(Ki+uV)x (mod 2). 

If i > 0, then the only character of G% satisfying x — X 1 iS the trivial character, for 
which HJ(Ki+1, V)1 = Hj(Ki, V), by Lemma 8.6.4.4. It follows that 

dim,c HJ(Kn, V) = • • - = dim/c H}{KUV) (mod 2), 

which proves the claim if K\ — K. If K\ ^ K, then the set of characters of Co 
satisfying \ — x~X consists of the trivial character and the characters T]L/K Go -» 
Gal(L/K) ^ {±1} (L G U), hence 

dimK H}(KUV) = 
X:Go-{±l} 

dimK H}(K,V®x) 

= dim/c H)(K, V) + 
LEU 

dim*: H1f(K1,V)r'L'K 

= (l-\U\)dimz Hl(K,V) + 
Leu 

dim* H}(L,V) (mod 2), 

which proves the claim, since r > 1 and 1 — \U\ = 2 — 2r = 0 (mod 2). 

8.8.9. Proposition. — Let X , Y be bounded below complexes in (^Gk s]Mod) equipped 
with Greenberg's local conditions defined by Z+ —• Z (Z = X , Y ) , where Z+ is a 
bounded below complex in jMod), for each v G S . Let K'/K be a finite Galois 
subextension of Ks/K such that all primes v G E' are unramified in K'/K. Let 
7T : X ®R Y —>• UJ'(1) be a morphism of complexes such that Çiv G E) XV ±N YV. 
Then, for each g G G&\(K' / K), the diagram 

CUGK>ts>,X;A(X)) RC}(GK,,s>,Y;A(Y)) dfgh W[-3] 
Adf(g)®Adf(g) 

C}(GK',s;X-A{X)) ®RC-JGK^S>,Y',A(Y)) gdhd W[-3] 
is commutative up to homotopy. 
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Proof. — Replacing K' by the fixed field of the cyclic group generated by g, we 
can assume that Gal(K'/K) is abelian. In this case the statement follows from 
Lemma 8.1.6.5 combined with 8.8.4 and the fact that the maps invv commute with 
corestrictions (cf. 9.2.2 below). • 

8.9. Duality theorems in lwasawa theory revisited 

Assume that we are in the situation of 8.8.1. In particular, each prime v G £ ' is 

unramified in K^/K. 

8.9.1. As in 8.4.6.2, fix a bounded complex UJR = G^UJR (resp., uo^ = CF^UJ^) of 
injective /^-modules (resp., injective i?-modules) representing uoR (resp., cuR) and a 
quasi-isomorphism 

(f : UJH ®Ä R WR 

Assume that we are given the following data: 

8.9.1.1. Bounded complexes T, T*(l) in ( « W S ] M o d W and T+,r*( i )+ (v e E) 

Ìn (R[GvìM0d)R-ff 

8.9.1.2. Morphisms of complexes of R[GV]-modules 

K^C'jiKs/K^A z (veX;Z = T,T*(l)). 

8.9.1.3. A morphism of complexes of iîfG/^sj-modules 

ix :T®RT*(1) K^C'jiKs 
which is a perfect duality in the sense of 6.2.6, i.e., such that its adjoint 

adj(?r) : T Hom«(T*(l),^(l)) 

is a quasi-isomorphism. 

8.9.2. For Z = T, T*(l) consider 

?T{Z) = {Z®RR) < - 1 >, &r(Z)t=&r(Z+) = {Z+®RR) < - 1 > (v G E). 

T h e n ^ r ( ^ ) (resp., &v{Z) + ) is a complex in /ad Mod)R_ft (resp.,in(||G Mod)^_/t), 

The morphisms jy(Z) induce morphisms of complexes of R[GV]-modules 

K^C'jiKs/K^A)) F T(Z) (ueE;Z = T.T*(l)). 
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As in 8.4.6.1. 8.4.6.3, 7T induces a morphism of complexes of R\GK ,<? -modules 

7f :&T(T) ®K&R{T*(l)Y [T®RR)<-\> ®jj((T*(l) ®RR)<-1 >Y 

id®(id®i) (T ®R R)<-1> ®n(T*(l) ®R R) < 1 > 

K^C'jiKs/K^A))K^C'jiKs/K ( T ® R T * ( l ) ) ® f ì i Z 

7T(g)Ìd . ^ ( l ) ® R / Î ^ U a ^ ( l ) 

the adjoint of which is equal to 

adj(Tf) : ^ r ( T ) = (T <g)fl B) < - 1 > 

(adj(7r)<8)id)<-l> 
Hom},(r*(l)^i?,^0H^(l)) < -1 > 

HomJj(T*(l)(g)fl iî,c^(l)) < -1 > 

By Corollary 8.4.6.5, 7r is again a perfect duality. In other words, the data 8.9.1.1-
8.9.1.3 induce the same kind of data for ^ r ( T ) and &r(T*(l))L, this time over R. 

8.9.3. Lemma. — Fix v <ET,. Then: 

m T+ U T*(i)T &r(T)+ ±w(&r(T*(i)Y)+. 
(ii) T+ ±±n T*(iyv K^C'jiKs/K^A))K^C'jiKs/K 

Proof. — The statement (i) is trivial and (ii) follows from Corollary 8.4.6.5. 

8.9.4. Let T- ,T*(1) - (v G E) be as in 6.7.1. We apply the construction 
from 6.7.9 and define bounded complexes A,A*(1) (resp., A+,A*(1)+ (v G E)) 

IN (R[GK,s]MOD)R-coft (re§P" 111 (R[Gv]Mod)R-coft) ^ 

A = D(T*(1))(1), A*(1) = L>(T)(1), A+ = D(r*(l)-)(l) , A*(1)+ = D(T-)(1). 

Applying D to the canonical morphisms T*(l) —» T*(l)~ and T —> Tj~ we obtain 
morphisms of complexes of R[GV]-modules 

4 + a, K^C'jiKs/K A*(l). 

In the notation of 6.7.4, we have 

(8.9.4.1) Ty -L-Lev2 J4*(l)v i K^C'jiKs/K^A 

with respect to the evaluation morphisms 

ev2 : T®R A*{\) C'jiKs/ 
evi : > l®f lT*( l ) C'jiKs/K 
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8.9.5. For Z = A,A*(1) and v G S, put 

Fr(Z)+ = Fr(Z+). 

It follows from Lemma 8.4.5.1 that the adjoint of the evaluation morphism 

ev2 : ^ r ( T ) ®RFr(A*(l)y 

= (T®RR) < - 1 > (g)-p lim Horn % < 1 >,A*(1))' 

lim Hom^ (R[G/U],IR)(l)=In(l) 

is a quasi-isomorphism 

adj(ev2) :&r(T) - Hom^(Fr(A*(l))',/5(l)); 

a similar statement holds for 

evi : Fr (A) K^r(T*(l)r K^C'jiKs/ 
Combining Lemma 8.4.5.1 with (8.9.4.1) shows that, for each v G XI, 

^ r ( T ) + X±eV2 K^C'jiKs/K^A)) Fr(A)+ ±±evi (&r(T*{i)Y)t. 

8.9.6. Assume, from now on until the end of Section 8.9, that 

t+ _u t*(i)+ K^C'jiKs/K^A 
For each w € S, define 

Wv e I>bR.ft(afi[G„,Mod) 

as in Proposition 6.7.6(iv); it sits in an exact triangle 

Wv V adj(7r) ^((T*(l))+)(l) Wv[l\. 

According to Corollary 8.4.6.5, 

K^C'jiKs/K ^r(T-) adj(7r) ^(J?r((T*(l))+)')(l) ^ r (^) [ l ] 

is an exact triangle in ^ft(ffLiM°d)-
Applying the discussion in 7.8 and 8.8 t o ^ r ( T ) , &r(T*(l)Y, Fr(A), Fr(A*(l))L 

(for which we consider the unramified local conditions A"r at all v € £ ' ) , we obtain 
the following (below, D = D-^ and S = 3>^): 

8.9.6.1. Isomorphisms in D^(^Mod) (resp., Dhcoft(«Mod)) 

RT/,iw(^oo/^,T) K^C'jiKs/K^A))K^C'jiKs/K 

BTfiKs/K^A) D(RT/,iw(/f00/A',r*(l)) )[-3]. 

8.9.6.2. Induced isomorphisms on cohomology 

H},w(Koo/K,T) dìh^ìKS/k^a*^))1) 

H){Ks/Koo, A) D(H3fîil(K00/KtT*(l))1). 
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8.9.6.3. A pairing in D ^ M o d ) 

(8.9.6.3.1) BTf^Kco/KiT) | ^ /Tw(iW^*(i ) ) ->o^[-3], 
whose adjoint map sits in an exact triangle in D^(^rMod) 

(8.9.6.3.2) K^C'jiKs/K^A)) ^(Rr^iw^oo/^r^l)) [-3] 

fghn 

Err„, 

where the error terms Err„ are as follows: 

K^C'jiKs/K^ Err„ = ErC(^,^r(T)) = Err„(Aïr(^r(T)): K^C'jiKs/K^A)) 
are as in Proposition 7.6.7(h) and Corollary 7.6.8; 

(W G E) Err, = Rrcont(C^r(^)), 
by Proposition 6.7.6(iv). 

8.9.64. If ^+ _l L-̂- T*(l) + for all v G E, and q G Spec(iT) with ht(q) = 0, then the 
localization of (8.9.6.3.2) at q induces isomorphisms 

(8.9.6.4.1) K^C'jiKs/K^A)) ~^R-q K^C'jiKs/K^A))dgjf 

^ R-q {]-1(K00/K,T*{I))%I 

It follows that 

(8.9.6.4.2) K^C'jiKs/K^A))fgh ^R-q {H^{K^/K,T*(l)y)\. 

In particular, if V — r0 ^ Z£ and is a domain, then 

(8.9.6.4.3) K^C'jiKs/K^A)) K^C'jiKs/K^ K^C'jiKs/K^A 
— IKß ^ / iw {K^/K.T) 

=corker H3-f J (Ks/^/^,^(1)). 

8.9.7. Error terms and local Tamagawa factors for ^T{T). — We are going 
to investigate the error terms in 8.9.6.3 under the assumption (U) from 8.8.1 (which 
is automatically satisfied if A = 0). As T = r0 x A, To Z£ (r ^ 1), we have 
R ^ R[A]lXi,..., Xr\ (Xi = 7 ^ — 1). Our first goal is to show that the cohomology 
groups of ErrJ)r (for v \ p) are very often pseudo-null over R. We use repeatedly the 
fact that ^ r ( T ) =^*r0(^A(T)) . 

8.9.7.1. Lemma 

(i) {p G Spec(Ä) I ht(p) = 0} = {pi? I p G Spec(Ä[A]), ht(p) = 0}. 
(ii) Let M G (Ä[A]Mod)^ and p G Spec(Ä[A]), ht(p) = 0. 
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Then: 

p G supp(Af ) p := pR G supp(M ®R[A] R) 

and 

%_((M ®R[A] R)¥) = ER[A]p(Mp). 

Proof 

(i) Note that, for every ideal I c R[A], R/IR ^ (R[A]/I)lXu ... ,Xr] . If p G 
Spec(#) has ht(p) = 0, put p = R[A] Hp G Spec(i2[A]). Then p# C p, hence 
pR = p. If there is q G Spec(i?[A]) with q C p, then qR C pi? = p, which contradicts 
ht(p) = 0; thus ht(p) = 0. Conversely, if p G Spec(i2[A]) has ht(p) = 0 and p = pR, 
then R/p = (i2[A]/p)[Xi,. . . ,XrJ is a domain, hence p G Spec(#). If ht(p) ^ 0, 
then there is q G Spec(R), q C p, ht(q) = 0. By the above argument, q = qR for 
q = q fl R[A], ht(q) = 0. As q C p, we have q = p, hence q = qR = pR = p; this 
contradiction proves that ht(p) = 0. 

(ii) We have 

K^C'jiKs/K^A M/pM ^ 0 (M ®R[A] R) /(pR)(M®R[A] R)^0 

(M ®R[A] R)pR ± 0, 

which proves the first statement. By dévissage, it is enough to check the equality of 
lengths for M = R[A]/p, in which case both sides are equal to one. • 

8.9.7.2. Proposition. — Let j ^ 0. Given M G (^Mod)^ with codimjR(supp(M)) ^ j , 
f G Autft(M) and u G it, let NQ, Ni be the R-modules defined by the exact sequence 

K^C'jiKs/K^A M (g)RR K^C'jiKs/ M ®RR —> Ni —> 0. 

For i = 0,1, let 

B% — supp(A^) {pGSpec(i?)|ht(p)^j}. 
(i) IfueR[A]*, then Ni = Mi (8)R[A] R and 

B% = {pR I p G Spec(iî[A]), ht(p) =j,pG supp(M,)}, 
where Mo, Mi are the R[A]-modules defined by the exact sequence 

0 —> M0 M ®R R\A] fu-l M ®R R[A] —> Mi —> 0. 

For each p — pR G Bi, 

*RM)¥) = ^[A]p((Ml)p). 

(ii) If for each maximal ideal rriA of R[A], u (modrriA^) G {R/mAR)* = 
(R[A]/mA)lXii... ,XrJ* is not contained in (i?[A]/mA)*, then both sets B0,Bi are 
empty. 

Proof. — If j > d, then M = 0 and there is nothing to prove. If j ^ d, then there is 
an ideal / C Ann^(M) with dim(R/I) = d — j . Replacing R by we can assume 
that 7 = 0. 
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(i) As R is flat over P, we have Ni = Mi <S)R[A] R', the rest of the statement follows 
from Lemma 8.9.7.1. 

(ii) Let p G Spec(P[A]), ht(p) = 0; put p = pR. We must show that (Ni)p = 0 
for i = 0,1 (again using Lemma 8.9.7.1 (i). The P[A]-module M [A] := M ®R R[A] 
admits a filtration 0 = M0 C Mi C • • • C Mn = M [A] with graded quotients 
Mt+i/Mt ^ R[A]/qt, for some qt G Spec(P[A]). By dévissage, we can assume 
that M [A] R[A]/qt. If q* + p, then (M ®R R)p = (M[A\ ®R[A] R)p - 0 by 
Lemma 8.9.7.1 (ii). If qt = p, then we can replace R[A] by P[A]/p, hence assume that 
R[A] is a domain and p = (0). In this case / G P[A]*, NQ = 0 and 

iVi =R/(u-r1)R1 

which is P-torsion; thus (NI)(Q\ = 0. 

8.9.7.3. Proposition 
(i) For each non-archimedean prime v \ p of K which is unramified in K^/K, there 

is an isomorphism in Db((^-Mod)/{pseudo-null)) (using the notation of (7.6.5.1)^ 

^(ErCCVr(T)); 
^r0(^fl[A](ErC(^fi[A1,^A(T)))). r„ | < oo to r„ c A) 
o, i r j = oo. 

(ii) If p E Spec(R), ht(p) = 1 and Err^r (2$, r (T))p is not acyclic (i.e., not iso­
morphic to 0 in D(ft_Mod)), then 

Tv C A, p = pP, p G Spec(P[A]), ht(p) = 1 

and 
Tam„(̂ r(T),p) = Tam^A(T),p) ^0. 

Proof. — As v is unramified in K^/K, we have 

(8.9.7.3.1) #cont(^r(T)) ,?T{Hlonl(Iv,T)). 

Let N be an P-module of finite type and P. —» N a resolution of N by free P-modules 
of finite type. Then P. <&R R is a free resolution of N ®R P, hence 

Hom^(P.,c^) ®RR Hom^(P. ®R P, UJr ®R R) 
gives a canonical isomorphism in D(^Mod) 

(8.9.7.3.2) ®{N) ®RR @(N®RR). 

Applying this observation to N = H^ont(IVlT), we obtain isomorphisms of R[GV/IV]-
modules 

Ext^r(AO^) Ext^(iV ®R P, uR) < 1 > 

(Ext1R(N,wR)®RR) < 1 > ^r(ExtR(N,LUR)y. 
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Let M = Ext^(iV, LJr), f = f~l G AutR(M) and u = the image of f~x G Tv under 
Tv ^ V ^ R . It follows from the above observation and Proposition 7.6.7(h) that 

^ ( E r C ( # , J ? r ( T ) ) ) = E r r„(A - ( ^ r (T ) ) , A ^ r C n i ) ) ' ) , ^ ) 

is isomorphic in D((^Mod)/(pseudo-null)) to the following complex in degrees —1,0: 

K^C'jiK M ®RR f®u-l M ®RR 

If \TV\ < oo, then Tv C A, u G R[A\* and K* is isomorphic to 

M ®R R[A] K^C'jiKs M ®R R[A] ®R[A] R-

Both statements (i), (ii) in this case follow from Proposition 8.9.7.2(i) (for j — 1) and 
Proposition 7.6.7(h), this time applied to R[A] and J^A(^)-

If \TV\ = oo, then there is a Zp-basis 7 1 , . . . , 7r G T and n ^ 0 such that u = 
Su'jf = 5u'(l + Xi)pn, with ô G A, u' G Z*. Applying Proposition 8.9.7.2(h) with 
j — l5 we deduce that the cohomology groups of K* are pseudo-null over R. • 

8.9.7.4. Corollary. — For each non-archimedean prime v \p of K which is unramified 
in Kqo/K, there is an isomorphism in the category DB ((^Mod)/(pseudo-null)) 

ErC(^,^r(T)) ^r0(ErC(^H[A],^A(T))), \YV\ < 00 

0, \TV\ = 00. 

Proof. — Apply Q) to the statement (i) in Proposition 8.9.7.3 (and use (8.9.7.3.2)). 

8.9.7.5. For each q G Spec(i?[A]) and M G (^Mod), we put Mq = M <S>R[A] R[A]q\ 
this is an Rq (=R <8>R[A] i?[A]q)-module. 

8.9.7.6. Proposition. — Assume that T — a^o T and v \ p is a non-archimedean prime 
of K, unramified in K^/K. 

(i) If \TV\ < oc; then there is an isomorphism in Djt(-^Mod) 

0(ErC(0,^r(T))) ^r0(^fl[A](ErC(^fl[A],^A(T)))). 
(ii) IfH^ont(Iv,^A(T)) = Hiont(Iv,H°(^A(T))) ^ H°(^A(T))Iv(-l) is zero or 

a Cohen-Macaulay R[A]-module of dimension d = dim(i?) = dim(i?[A]); then 

ErC(^,^r(T)) 0 inD}((sMod). 
(iii) / / q G Spec(i?[A]), ht(q) = 0, then 

ErC(0,^r(T))q 0 in Z % Mod). 
(iv) The following statements are equivalent (cf. Corollary 7.6.12 (Hi)): 

ErC(^,^r(T)) 0 in Dl(pMod) 
K^C'jiKs/K^A)) 0inDbft(R[A]Mod). 

ASTÉRISQUE 310 



8.9. DUALITY THEOREMS IN IWASAWA THEORY REVISITED 245 

(v) If dim(P) = 1, then 

ErC^rCO) 0 inD^Mod) (VmA G Max(P)) Tamt,(^A(î1),mA)=0. 

Proo/. — We apply Proposition 7.6.11 and Corollary 7.6.12 t o ^ r ( P ) =^ r0 (^A(P) ) = 
^ o ^ r ( T ) over P. Combining (8.9.7.3.1)-(8.9.7.3.2), we obtain 

K^C'jiK {Hl

cont{Iv^r{T))) &r(-r>i@(HÏont(IV,T))) ; 

Corollary 7.6.12 (i) then yields an isomorphism in £>yt(^Mod) 

(8.9.7.6.1) 9 (ErC(^,^r(T))) 

Cone^-^xr,,^)-1 -1 : ^iâWi(#)«>fi[Al# T>10fl[A](#)®«[A] «)[1] 

(where i í = Hç0nt(Iv,&A(T))). 

(i) If < oo, then XR0(fv) = 1> hence (8.9.7.6.1) and the flatness of R over R 
imply (using Corollary 7.6.12 (i) again, this time for &A(T) over Ü[A]) that 

S (ErC(^,^r(r))) ErC(^fi[A],^A(T))®fi[A| R, 

as required. 
(ii) In this case the complex r>i& R[A] (H£ont(Iv,&&(T))) is acyclic. 
(iii) The complex R[A](H^ont(Iv^ A(T))) q is acyclic, by Lemma 2.4.7(iv) 

and local duality 2.5. 
(iv) Put, for each q ^ 0, 

Mq :=Ext^[A](^ont(/„,^A(r))),wfl[A,) 6 U[A]Mod)/(. 

According to Corollary 7.6.12 (iii), we have 

ErCPf i |A1,^A(T)) 0 (\FQ = l , . . . , d ) Coker(/-1 - 1 : M, —+ M,) = 0, 

ErC(^,^r(T)) 0 <=> (Vo= !,...,<*) CokeriZ-^xroiA)-1-!: 
M, ®H[A] # AÍ, ®H[A] = 0. 

However, as Xr0(fv) — 1 is contained in the radical m of R, Nakayama's Lemma 
implies that 

Cokerif-1 ® XRM 1 - 1 : Mq®R[A] R Mq ®R[A] R)=0 

0 = Cokert/-1 <g> 1 - 1 : M, R[A] R/™ Mq ®R[A] R/m) 

= Cokerí/-1 - 1 : M, R[A) fl[A]/m Mq ®R{A] -R[A]/m) 

Cokert/J-1 - 1 : Mq Mq) = 0, 

where we have denoted by m the radical of P[A]. 

(v) Combine (iv) with 7.6.10.8 (for p = mA). 

8.9.7.7. Proposition. — Assume that v G E and qo G Spec(P[A]); denote by p G 
Spec(P) £/&e inverse image of qo under the projection map R = P[A]|ro] —> P[A]. 
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(i) //Rrcont(G„,JfA(W„))qo ^ 0 in M(fi[A] Mod), iften Rrcon t (Gt , , ^ r (^ ) )p 

0 m D * ^ . Mod). 

(ii) IfWv — H°(WV) is concentrated in degree 0 and HTur(Gv^A(Wv))Qn ^ 0 in 

DUriau Mod), then K^C'jiKs/K^A)) 0 m£>*(s_Mod). 

Proof. — We use the fact th&t^R(WV) - &r0(&A(WV)). The statement (i) follows 
from Proposition 8.4.8.5 applied to R[A] instead of R, p = qo, G — Gv and T — 

K^C'jiKs/K^A)) 
As Wv is concentrated in degree 0, we have 

Rrur(G„,^A(wg) = HTcont(Gv/Iv,^A{Wv)^), 

TLTm(Gv,&T{Wv)) = KTcont(Gv/Iv,^r(WvY"). 

On the other hand, the assumption (U) from 8.8.1 implies that 

K^C'jiKs/K^A)) =^T0(^A(Wv)I")=^ro(^A(W^)); 

we apply again Proposition 8.4.8.5 with G = Gv/Iv and T = &A{W£V). 

8.9.8. Theorem. Denote 

Sbad = {pR\pe Spec(i?[A]),ht(p) = 1, (3v G £') \TV\ < oc,Tam.(^A(T),p) ± 0}. 

Let p G Spec(R), ht(p) = 1, p £ Shad- Assume that, either: 

(i) (Vi> G S) T+ l l j l l ) , ! ; or: 
(ii) r = T0 x A = Tq x Tg x A, Tq Zp, q0 e Spec(i?[A]), ht(qo) = 0, p = 

q0-R+(7- l)-R e Spec(fl), (Vu G E) Rrcont(G^A(W„))qo 0 »n^(fl[A]qoMod). 

Then the localized duality map 

R F / j w ^ o o / K , T)- ^((RrfM(Koo/K,T*(l)y)¥)\-3} 

is an isomorphism in DbJ-^_Mod), inducing exact sequences of R*-modules of finite 

type 

0 (E^(H^(K^/K,T%1)),^Y)V 
>H]M(KOQ/K,T)_ (E^(H^(K^/K,T%1)),^)% 0. 

Proof. — We apply 7.8.4.4 with X = &r(T) over for each v G S (resp., v G S7), 
the localization at p of the error term Errv vanishes, by Proposition 8.9.7.7 (resp., 
Proposition 8.9.7.3(h)). • 
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8.9.9. Theorem. — Assume that T+ 1__U T*(l)+ (iv G EJ. 7/ Shad = 0 (e.g., if 
{Vv G E') = oo), then 

BTfUKn/K, T) 

3> 

RTfiKs/K^A) RTfiKs/K^A^l))^} 

fg 

K^C'jiKs/K^A))dfhgdf sdfs 

D 

is a duality diagram in D^^Mod) / (pseudo-null)) (top row) resp., D ^ ( ( ^ M o d ) / 

(co-pseudo-null)) (bottom row), inducing exact sequences in (^Mod)/(pseudo-null) 

0 ExtUH^K^/K^T^l))^^ 
m.jK^/K^T) K^C'jiKs/K^A))K^C'jiKs/ 0. 

These sequences yield monomorphisms in (^-Mod) /(pseudo-null) 

HU^/K,T)-_tms Ext-L(tf^(/vœ/^T*(l)),^)\ 
which are isomorphisms if R has no embedded primes. 

Proof. — This follows from Theorem 8.9.8. 

8.9.10. Recall that we have established in 8.9.6.2 isomorphisms of R-modules 

K^C'jiKs/K^A)) DW-'iKs/K^A'il)) ) 
H)^{K^/K,T*{\)) D^-'iKs/K^A) ). 

8.9.11. Theorem. — Assume that T+ _L_U T*(l)+ (iv e Y.) and T = a^T. Then, 
for each q € Spec(i?[A]) with ht(q) = 0, the localized duality map 

Ri7,iw(/W^,T)q • s>7L(NRfM(Ko0/K,T*(i)y)q[-3] 

is an isomorphism in D rt(RqMod), inducing a spectral sequence 

fdgdfh = (Ext^(^(Koo/^,T*(l)),^)0q H'+iiKMT^. 

Proof — We apply 7.8.4.4 with X = J?r(T) over R; by Proposition 8.9.7.6(iii), the 
error terms vanish after tensoring with R[A]q. The spectral sequence is obtained 
from 2.8.6, by applying the same tensor product. • 

8.9.12. Theorem. ~~ Assume that T = a^0T and (W G E) T+ _L-U T*(l)+. For 
v G E; set Hv = Hlcont(Iv^A(T)). If 

(VvGE/)(Va = l , . . . , d ) 

Coker(/-1 - 1 : ExtqR[A](Hv,ujR[A]) Ext/?[A](^'^[A])) = 0 
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(if d — dim(R) = 1; then this condition is equivalent to (\/v G £ ' ) (VrriA G 
Max(#[A])) Tamv(J^A(T),mA) = 0), then 

BTfMKoc/K,T) 

df 

BTfiKs/K^A) KTf(Ks/Koo,A^l)Y[3} 

mlp 

BTf^iKoo/K^il))^] 
D 

2> 

is a duality diagram in Dbco^t (^Mod), inducing a spectral sequence 

Eiij = Ex%(^(A'00/^,T*(l)),^) H^K^/K^T). 

Proof. — This time the error terms vanish in D*t(^Mod), thanks to Proposi­
tion 8.9.7.6(iv) and Corollary 7.6.12(in). • 

8 .9 .13 . As in 8.5.8, the pairings 

n:T®RT*(l) K^C'jiKs/K 7f :&r(T) ®Â^r(T*(l))1 ^ ( 1 ) 

define for each finite subextension Ka/K of K^jK - cup products (6.3.2.2) 

(,)••UGKa<Sn,T) 2>R H}(GK^sn,T*(l)) K^C'jiKs/K^A) 
and 

K^C'jiKs/ HmHlf(GK„,sa,T) ()RimHj(GK<,,s^T*(I)) K^C'jiKs/K^A)) 

= H*+J-3(uJR)®RR = \im 
dgh 

lHI+I-3(ujR) ®R R[Ga\(Ka/K)]) 

8.9.14. Proposition. — In the situation of 8.9.13, 

(0O,(2/a)) = 
a^Ga\(Ka / K) 

{xOL,(jyOL)n <g) [a] 

a 

(where a acts on Hj(GK(y,sa, T*(1)) by the conjugation action from 8.6.4-2). 

Proof. — As in the proof of 8.5.9, one reduces to the proof of the corresponding local 
statement 8.11.10, this time using 8.6.4.2-8.6.4.3. • 

8.9.15. Theorem. — The Euler-Poincaré characteristic of RX* iw(^oo/K,T) is equal 

to 

sfdg 

en(Hllw(K00/K,T)) = 

v\oo q 
( - l ) " e s ( ( T ' ) G " ) -

v\p 

]{KV : Qp] 

tgyh 
(-l)«es((T+)'). 
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Proof. — This follows from Theorem 7.8.6 and the fact that 

e^(M(g)RR) = eR(M), 

for every P-module M of finite type. 

8.9.16. Corollary. — Under the assumptions (i)-(ii) of Corollary 7.8.7, 

fg 
K^C'jiKs/K^A))hgfghj = [K:Q](d+0-d£). 

8.10. Contro l T h e o r e m s 

The goal of this section is to prove analogues of Mazur's control theorem for classi­
cal Selmer groups in our context, generalizing the results of 8.4.8. We assume that we 
are in the situation of 8.8.1 with T = TQ ^ (hence the condition (U) from 8.8.1 is 
automatically satisfied). Let T and T+ be as in 8.8.2; throughout Section 8.10 we as­
sume that the complexes T and are bounded. The key point is the following exact 
control theorem for Selmer complexes, from which we deduce in Proposition 8.10.4(h) 
and 8.10.8(h) somewhat less precise control results for cohomology groups. 

8.10.1. Proposition. — There is a canonical isomorphism in D^^Mod) 

Rr7 , i w ( iW^,T) 
L 

K^C'jiKs/K^A)) 
(where the product is taken with respect to the augmentation map R —• R) and a 
(homological) spectral sequence 

rp2 tj 

i,j — -^ijcont 
(T^HJJJK^/K^T)) Hjl-J(T), 

in which each term Ef • is an R-module of finite type. 

Proof. — The same argument as in the proof of Proposition 8.4.8.1(h) applies: the 
exact sequences (8.4.8.1.1) for G = GK,S,GV (V G Sf) and analogous sequences for 
the local conditions U^(-) (v G Sf) yield an exact sequence 

0 C}(^r/H^(T)) 7i-l C)^YiHi_x(T)) CU&r/Hi(T)) 

and we conclude as in the proof of 8.4.8.1 

8.10.2. Corollary. — IfT^ Z p ; then there are natural exact sequences 

0 K^C'jiKs/K^A)) HUT) m^jKoo/K^T) > 0. 

8 .10 .3 . Consider the following condition: 
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8.10.3.1. The canonical maps 

K^C'jiKs/K^A)) 
K^C'jiKs/K^A)) ( « € E ) 

are all quasi-isomorphisms. 
If satisfied, then the same holds for ^r(T) and ^r(T+)- This implies, by 7.8.5, 

that the maps 

(8.10.3.2) K^C'jiKs/K^A)) K^C'jiKs/K 

K^C'jiKs/K^A)) RTf^iK^/KX) 
are also quasi-isomorphisms, hence 

H3AT) = H3f(H°{T)) D(H°f(D(H°(T))(l))) 

H'iK^/KX) H3 JW(Koo/A:,ff0(T)) D(H°f{Ks/A'oo, £>(i/°(T))(l)))t 

(for the induced Greenberg's local conditions H°(TV) H°(T) (v G XI)). In particu­
lar, i7j Iw(iv"oo/i^, T) is an i?-module of finite type. The spectral sequence from 8.10.1 
yields an isomorphism 

(8.10.3.3) K^C'jiKs/K^A)) H3f(T). 

8.10.4. Proposition. — Assume that 8.10.3.1 is satisfied. 

(1) If 5^ C R is a multiplicative set such that H^(T)y> = 07 then: 

(i) (V* > 0) (El_3)y = HiiCont(F, Hjj^Koc/K, T))y = 0. 
(ii) After localizing atS^, the canonical map 

edge: H2fJw(K00/K,T)r H2f(T) 

(which is an edge map in the spectral sequence Em) becomes an isomorphism, 
i.e., 

Ker(edge)^ = Coker(edge)^ = 0. 

(2) In particular, taking^ — R — p with p G Spec(i?); then 

suppÄ(Ker(edge)j UsuppÄ(Coker(edge)) U s u p p ^ ^ _3) C suppR(Hf{T)). 

Proof. — It is sufficient to prove (1). By (8.10.3.2), the assumption 8.10.3.1 implies 
that the spectral sequence Er from Proposition 8.10.1 satisfies Efj = 0 for j < — 3 or 
i < 0. As 

E0-2 >Hllw(K00/K,T)r 

and the map in (ii) is an edge homomorphism for Er, it follows that the statement (ii) 
is a consequence of (i) (for i = 1,2). In order to prove (i), consider 

M=HllJK00/K,T)y-

ASTÉRISQUE 310 



8.10. CONTROL THEOREMS 251 

This is an R r^-module of finite type satisfying 

Mr K^C'jiKs/K^A)) H3f(T)y = 0. 

The claim (i) then follows from 7.2.7 and the following Lemma, applied to M, B = Ry? 
and ti = 7̂  — 1 (1 ^ i ^ r). • 

8.10.5. Lemma. — Let B be a commutative ring, M a B-module of finite type and 
ti,...,tr G End#(M) mutually commuting endomorphisms (i.e., trfj — tjti for all 
i,j). View M as a module over B' — jB[Ti, . . . , Tr]; with Ti acting as ti. Then: the 
Koszul complex K* = K%f(M, (Tx, . . . , Tr)) is acyclic Hr(K9) = 0. 

Proof. — The implication is trivial. In order to prove l < = \ it is enough to show 
that the localization is acyclic, for each maximal ideal m C B'. If T i , . . . , Tr G m, 
then the assumption Hr(Km) = M / ( T i , . . . , Tr)M = 0 implies that M/mM = 0, 
hence M = 0 ( = > K* = 0) by Nakayama's Lemma. If, for some i — 1 , . . . , r, Ti £ m, 
then Ti is invertible in B'm, hence is acyclic ([Br-He, Prop. 1.6.5(c)]). • 

8.10.6. The above results admit a dual formulation. Assume that A (resp., 
v G E) is a bounded complex in (^JGk s]Mod) (resp., in jMod)), with cohomology 
of co-finite type over R, and A+ —• A (v G E) is a morphism of complexes of R[GV]-
modules. Define A~ as in 6.7.1. 

According to Proposition 3.2.6 there exists a bounded complex T* in 
/ad 
\R[ Modi 

R-ft 
and a quasi-isomorphism 

fdg D(A). 

For each v € S, the complex 

Fv = Cone(T* (B D{A~) •D(A))[-1] 

in (^jG^Mod) is bounded, has cohomology of finite type over R and sits in a diagram 

Fv D(A-) 

D(A), dfg 

in which both horizontal arrows are quasi-isomorphisms and the cones of the two 
vertical arrows are canonically isomorphic. Applying Proposition 3.2.6 once again, 
there exists a bounded complex (T*(l)) + in (odrr iMod) f and a quasi-isomorphism 

( T * ( l ) ) + ^ F „ ( l ) . 
The duality results 7.8.4.3 and 8.9.6.1 give isomorphisms 

(8.10.6.1) KTf(A) DR(BTf(T*(l)))[-3] 

BTfiKs/K^A) Z^(Rr/iIw(iW^*(l))n-3] 

in Db(RMod) and Db (jjMod), respectively. 
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Applying to the Koszul complex Kj^(C* (^r(T*(l))), x) appearing implicitly 
in the proof of Proposition 8.10.1 and using (7.2.7.3) together with (8.10.6.1), we 
obtain isomorphisms in Db(p-Mod) 

BTf(A) K^C'jiKs/K^A)) Rrcont(r,Q(^s/^oo,A)), 
hence a spectral sequence 

(8.10.6.2) E%2 = Hlont K^C'jiKs/K^A)) *Hlf+J(A) 

dual to E^1- (in particular, each E^ is an R-module of co-finite type). By construc­

tion, the edge homomorphisms of Er and Er are dual to each other, i.e., the diagram 

HUA) DR{H)-\T*{1))) 

(8.10.6.3) 

H^Ks/K^A) r £fi((tf/37;(w^,T*(i)) )r) 
is commutative. 

8 .10.7. Consider the following condition: 

8.10.7.1. The canonical maps 

A r^0A 

At (R^Hj^JK (R^Hj^JK^/ 

are all quasi-isomorphisms. 
If 8.10.7.1 holds, then the maps 

(8.10.7.2) RTf(A) r>0 Bff(A) 

BTftKs/K^A) T^oBTfiKs/K^A) 
are quasi-isomorphisms, T*(l) and (T*(l))+ satisfy 8.10.3.1 and 

H ° F ( A ) = H ° F ( H ° ( A ) ) , H^Ks/K^A) = H°F(KS/KOO,H0(A)). 

In particular, H°(Ks/Koo, A ) is an i?-module of co-finite type. Combining (8.10.3.3) 

with (8.10.6.3), we obtain an isomorphism 

(8.10.7.3) H°f(A) H^Ks/K^A) . 

8.10.8. Proposition. — Assume that 8.10.7.1 is satisfied. 

(1) If ¿7 C R is a multiplicative set such that D(H°JA)) = 0, then: 

(i) (Vi > 0) iPW))y = D{Hiont (r, H°j(Ks/K^, A)))y> = 0. 
(ii) The kernel and cokernel of the canonical restriction map 

K^C'jiKs/ : H)(A) H U K S / K ^ A ) 

(which is an edge map in the spectral sequence Em) satisfy 

D(Ker{YesKoc/K))y = D(CokeT(resKoo/K))y = 0 
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(2) In particular, taking 5^ — R — p with p G Spec(R), then 

supp^ (D (Ker (resKoo / K ) ) ) U suppi?(D(Coker(res^oo/x))) UsuWR(D(E12 )) 

Çsuppfl(l>(ff°(A))). 

Proof. — This follows from Proposition 8.10.4 applied to T*(l) and the commutative 
diagram (8.10.6.3). • 

8 .10 .9 . The results in 8.10.1, 8.10.4, 8.10.8 can be further generalized as follows: in 

8.10.9-8.10.12, we do not require that A = 0, but instead assume that the condition 

(U) from 8.4.8 is satisfied, and that T' c T is a closed subgroup isomorphic to V Z£ 
for some r' ^ r. Put K'^ = (K^' and R,' = RlT/F}. 

8.10.10. Proposition. — There is a canonical isomorphism in Db(^'Mod) 

(8.10.10.1) RT/,iw(^oo/^, T)®jïR' BTfMK'oJKiT) 

(where the product is taken with respect to the canonical projection R = i?|T]] —> R = 
RfT/T'l) and a (homological) spectral sequence 

/77.2 = HitCont(T',HJjJK00/K,T)) Hjizj{K'jK,n 

in which each term 'Ef • is an r! -module of finite type. The pairings (8.9.6.3.1) are 
compatible with respect to the isomorphisms (8.10.10.1). 

Proof. — The proof of Proposition 8.10.1 applies, with the same modification as in 
the proof of Proposition 8.4.8.3. The compatibility with the pairings (8.9.6.3.1) follows 
from the definitions. • 

8.10.11. Proposition. — Assume that 8.10.3.1 is satisfied. If5? C R is a multiplicative 
set such that H^^K^/K, T)y = 0 (recall from 8.10.3 that Hj^K^/K^T) is an 
R-module of finite tune), then: 

(i) (Vz ^ 0) (R^Hj^JK^/KX)) Ry — HiiCont (R^Hj^JK^/KX)) R Ry = 0. 
(ii) The canonical map 

edge : (R^Hj^JK^/KX)) H}M(K'JK,T) 
(which is an edge map in the spectral sequence ,Ern) satisfies 

Ker(edge) R Ry — Coker(edge) ®R Ry — 0. 

Proof. — As in the proof of Proposition 8.10.4, apply Lemma 8.10.5 to B — Ry, 

M = Hl^Koo/K, T) ®R Ry and U = 7- - 1 (1 ^ % < r'). • 
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8.10.12. Proposition. — Assume that 8.10.7.1 is satisfied. 
If 5^ C R is a multiplicative set such that 

{DR{H°f{KslK'^A))) RRy = 0, 

then: 

(i) (Vz^O) (D^i'E^ ))®RRy={DaiHlont(r',H°f(Ks/Koo,A))))®RR^ = 0. 
(ii) The kernel and cokernel of the canonical map 

H2w(Ko./K,Zp -.HJiKs/K^A) HUKS/K^A) 

satisfy 

(D^(Kei(iesKoo/KL))) R RY = (DR! (Coker(resKoo/^ ))) ®R Ry = 0. 

Proof. — As in 8.10.6 there is a spectral sequence 

dfgg Hiont(r',Hj(Ks/Koc,A)) H^iKs/K'^A) 

such that the edge homomorphisms of fErn and fEm are related by the following 
commutative diagram: 

HUKs/K'^A) D^(H^(KUK,T*(l)f) 

HUKs/K^A) r' 
£ > n ( ( f f ^ ( i W t f , T * ( i ) ) )r>). 

The statement follows from Proposition 8.10.11 applied to T*(l). 

8.10.13. Proposition. — Assume that 8.10.3.1 is satisfied and Hj(T) = 0. Then: 

(i) H*(Koo/K,T) = 0. 
(ii) The canonical map 

D^(H^(KUK,T*(l)f) D^(H^(KUK,T*( 

is an isomorphism. 

Proof 

(i) M = H^^Koo/K, T) is an i?-module of finite type satisfying Mr = H3(T) = 0 
(using (8.10.3.3)), hence M — 0 by Nakayama's Lemma. 

(ii) Apply Proposition 8.10.11 withJ^ = {1}. • 

8.10.14. Proposition. — Assume that 8.10.7.1 is satisfied and Hj(A) — 0. Then: 

(i) H°f(Ks/Koo,A) = 0. 
(ii) The canonical map 

D^(H^(KUK iHUKs/K^A) H^Ks/K^A) 
r 

is an isomorphism. 
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Proof 

(i) N = H®{Ks/Koo, A) is an i?-module of co-finite type satisfying D(N)r = 
D(Nr) = D(H°f(A)) = 0 (by (8.10.7.3)); Nakayama's Lemma implies that D(N) = 0, 
hence N = 0. 

(ii) Apply Proposition 8.10.12 with F = {1}. • 

8.11. Iwasawa theory over local fields 

8.11.1. Assume that F is a local field of characteristic char(F) ^ p, with finite 
residue field hp- Let F^/F be a Galois extension with T = Gal(Foo/F) = r0 x A, 
where TQ ^ Z£ (r ^ 1) and A is a finite abelian group. If charmi?) ^ p, then 
r = 1 and Fqo is a finite abelian extension of the unique unramified Zp-extension of 
F; thus the only 'interesting' case is when F is a finite extension of Qp. As usual, 
put GF = Gal(FseP/F) and GFoc = Gal(FseP/Foo). 

8.11.2. If 

T 

sd 

A A* 

s 

T* 0 

D 

is a duality diagram with T, T* e Db ((%[Gp]Mod)R_fi) and A, A* e Db ((£[GF]Mod)R_coft), 

then the functors and Fr from 8.3-8.4 define a duality diagram over R 

(8.11.2.1) 

^ r ( T ) 

sd 

Fr (A) Fr(A*y 

s 

^ r (T* ) t 
sd 

sd 

with ^ r ( T ) , ^ r ( T * ) E Db \\R\GF] 
H2w(Ko./ andFr(A), FR{A*) ^6((*[GHModW 

Define 

KTlw(Foo/F,T) = RTcont(GF,^r(T)). 

As in the global case, we have 

C-CONT(GF,FR(A)) lim 
df 

Ccont(GFa,A) 

H*cont(GF,Fr(A)) lim if cont (GFa,A) Hlonï{GF^,A) 

HUFoo/F,T) :H*(Rrlw(Foo/FT)) \jmWcont(GFa,T), 
a 
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where Fa/F runs through all finite subextensions of F^/F. Applying Theorem 5.2.6 
to (8.11.2.1) we obtain a duality diagram 

(8.11.2.2) 

RTiwOFoo/^R) 

sdf 

Rrc0nt(G'F00, A) Rrcont(GFoo,A*(i))^[2] 

dsf 

RTiw(Fœ/F,T*(l))'[2] 
<2) 

D 

in D(co)ft(^Mod). On the level of cohomology, (8.11.2.2) yields isomorphisms 

(8.11.2.3) H2w(Ko./K,Zp(l) D(H2co-:t(GFoo,A*(l))) 

and a spectral sequence 

(8.11.2.4) H2w(Ko./K,Zp(l) ( F o o / F . T ^ l ) ) ' , ^ ) = Ex%(JD(iJcJont(GFac,A)),^) 

^ ( F o c / F . T ) . 

For simplicity, we shall use in the rest of Sect. 8.11 the following notation: 

£*(-)= Ex%(-,^), Hîw(~) - Hlw(Foc/F, -). 

Note that the isomorphisms (8.11.2.3) are obtained from Tate's local duality isomor­
phisms over Fa 

H2w(Ko./K,Zp(l) D(H2c-:t(GFa,A*(l))) 

by taking the projective limit. 

8.11.3. Lemma. — IfTis concentrated in degree zero, then: 

(i) ( V i ^ l , 2 ) HUT) = o. 

(ii) HUT) D(H°(GFoo,A*(l))-) is an R-module of finite type of dimension 
^d = dim(iî). 

(iii) (Vç < r) E*(H*W{T))=0. 

Proof 

(i) The group Hlw(T) vanishes for i < 0 (resp., i > 2) as r<o T = 0 (resp., as 
r>0T = 0 and cdp(GF) = 2). Finally, Hjw(T) = 0 by Proposition 8.3.5(iii). 

(ii) The statement (ii) is just (8.11.2.3) for i = 2, combined with the fact that 
D(H°(GFoo,A*(l))) is a quotient of D(A*(1)) = T ( - l ) . As dim(H?w(T)) ^ d, local 
duality over R and Lemma 2.4.7(iii) show that 

D{E%HUT))) H^}-\HUT)) = O 

for q < r. 
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8.11.4. Proposition. — If both T andT*(l) are concentrated in degree zero, then: 

(i) There is an exact sequence 

0 El{Hl{T*{l)))L H2w(Ko./K E°(HUT*(I))Y 

E2(Hl(T*(l))Y H2w(Ko./K E^HUT^I)))1 

E3(Hl(T*(i))Y 0 

and isomorphisms 

E«{Hl(T*(l))) E"+2(Hl(T*(l))) (q > 2). 

(ii) If r > 1, then ifj2w(T) is pseudo-null over R. 
(iii) If r > 1 and R is regular, then H^(T) injects into E°(H^T*(1))) = 

H o m s ( ^ ( T * ( l ) ) , f f 0 ( ^ ) ) and is torsion-free over R. 

Proof 

(i) This follows from the spectral sequence (8.11.2.4) and the vanishing of H^w(Z) 
(Z = T , T * ( l ) ) f o r ^ l , 2 . 

(ii) The statement (ii) follows from Lemma 8.11.3(h). As regards (iii), regularity 
of R (hence of R) implies that E1(M) = 0 for any pseudo-null /^-module M; we 
conclude by (ii) and the fact that H°(LUR) is torsion-free over R. • 

8.11.5. Proposition. — If R — O is a discrete valuation ring (finite over Zp), T ^ Z£ 
(r ^ 1), T is supported in degree zero and is torsion-free over O, then: 

(i) There are isomorphisms of R-modules 

E^(Hl(T*(l))Y 
0, q ^ r, r + 1 

H°(GFoo,T), q = r 

H°(GFoo,A)/B, q = r + 1, 

where B is the maximal O-divisible submodule of H°(GFOG , A). 
(ii) The torsion submodule of Hlw(T) is isomorphic to 

H2w(Ko./K,Zp( 
H°(GFoo,T), r = 1 

0, r > 1. 

(iii) Hlw(T) contains no non-zero pseudo-null R-submodules. 

Proof. — The proof of Lemma 9.1.6 below applies in the present situation and 
yields (i). As To-tors = 07 T*(l) is also concentrated in degree zero, hence the exact 
sequence from Proposition 8.11.4 (i) gives 

ÎwCOfl-tors ^'{HKT^I)))" 
H°(GFoc,T), r = 1 

0, r > 1, 

using (i). Finally, as ifT2w(T*(l)) is i?-torsion, (iii) follows from 9.1.3(vi). 
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8.11.6. Universal norms. We define 

NooHlont(GF,T) 

= Im ( C ( T ) r H2w(Ko./K,Zp(l) 

a 
Im(Wcont(GFa,T) cor H2w(Ko./K,Zp( 

where Fa are as in 8.11.1. By (8.11.2.3), there is an isomorphism 

(8.11.6.1) DiH^GptTyNn) Ker(H^t(GF,A*(l))-res H2w(Ko./K,Zp(l) 

If T is concentrated in degree zero, so is A*(I), hence 

(8.11.6.2) H2w(Ko./K,Zp(l) Hlat(r,H°(GFoo,A*(l))), 
by the Hochschild-Serre spectral sequence (note that A*(l) is a discrete (7i?-module). 

8.11.7. Proposition. — Assume that T £ DbR_ft(^[GF]Mod) and T ^ Zrp. Then: 
(i) There is a (homological) spectral sequence 

Ei,3 = ^,cont(r, i7IwJ(T)) H2w(Ko./K,Zp(l) 

in which all terms Efj are R-modules of finite type. 
(ii) If T^QT ^ T and 5? C R is a multiplicative set such that D(H°(GF 

D(H°(T))(l)))y = 0, then, for all i, 

(Vj < -2 ) H2w(Ko./K,Zp(l) 

and the localization aty of the canonical map i^I1w(T)r —> H^ONT(GF, T) is an isomor­
phism of Ry-modules. In particular, if codim#(supp^(JD(iT°(G'JF, D(i^°(T))(l))))) ^ 
1, then 

codimR(suppR(/fc1ont(GF,T)/7V00)) > 1. 

Proof. — Proposition 8.4.8.1(h) gives (i). As r^oT ^ T and cdp(GF) = 2, we have 
Hjw(T) = 0 for j > 2. The remaining statements follow by the same argument as in 
the proof of Proposition 8.10.4(h). • 

8.11.8. Corollary. — Let R = O, V ^ Zrp and T be as in Proposition 8.11.5. If 
H°{GF,T*(1)) = 0, then the group H^ONT(GF,T)/N^ is finite. 

Proof. — This is a special case of Proposition 8.11.7, but it can be proved more 
directly as follows: the assumption H°(GF,T*(1)) = 0 is equivalent to the finiteness 
of 

H°(GF,A*(l)) = H°(r,H°(GFoo,A*{l))) 
(where A* — D(T)). Lemma 8.10.5 then implies that 

Hl(T,H°(GFco,A*(l))) 

is finite, too. We conclude by (8.11.6.2). • 
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8.11.9. Over each finite subextension Fa/F of F^/F, the pairing 

ev2 : Т0ЯТ*(1) H2w(Ko./K,Zp 

induces cup products (5.2.2.1) 

H2w(Ko./K H2w(Ko./K,Zp(l) MMont(GFa,T*(l)) H2w(Ko./K,Zp(l) 

Similarly, the pairing 

ëv2 :&Т(Т) ®я^г(Т*(1)У <"я(1) 
(cf. 8.4.6.3) induces products on the "Iwasawa cohomology" 

H2w(Ko./ (lim^co„t(GF„,T) 
\ en 

R l™^ont(GF„,T*(l)) 
a 

t H2w(Ko./K,Zp( 

H2w(Ko./K,Zp(l) ®RR = H2w(Ko./K,Zp(l) 
sdfg 

^R R[Gal(FQ/F)]) 

8.11.10. Proposition. — In the situation of 8.11.9, 

((xa),(ya)) = 
a(zGal(Fa / F) 

{ха,сгуа)а (g) [а] 
а 

(where а acts on H3cont(GFa, T*(l)) by conjugation). 

Proof. — As the pairing ( , ) is /2-bilinear, it suffices to check that the coefficient 
at [1] in the projection of the L.H.S. to H1+J-2(UUR) ®R i?[Gal(Fa/F)] is equal to 
(xa,ya)a. This, in turn, is a consequence of Lemma 8.1.6.5 and the fact that the 
local invariant maps irwv commute with corestriction (cf. 9.2.2 below). • 

8.12. In the absence of (P) 

8.12.1. The discussion in 6.9 applies to R and ^ r ( X ) , &r{Y)L. 
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CHAPTER 9 

CLASSICAL IWASAWA THEORY 

In this chapter we apply the duality results from Chapter 8 to classical Iwasawa 
theory, obtaining new results on ideal class groups in Zrp-extensions of number fields 
(Sect. 9.4-9.5). In Sect. 9.6 we compare groups arising in our theory to classical Selmer 
groups and in Sect. 9.7 we show that well-behaved perfect complexes naturally appear 
in this context. These results were used in the work of Mazur and Rubin [M-R2] on 
"organizing modules" in Iwasawa theory of elliptic curves. 

Let Kqq/K be as in 8.5.1 (hence we also assume that (P) from 5.1 holds). 

9.1. Generalities 

9.1.1. We consider the following special case of 8.5: R = O is the ring of integers in 
a finite extension F of Qp and V ^ 7/p (r ^ 1); we fix a prime element w G O. In 
this case I ^ F/O and the ring R — R\C\ is equal to the usual Iwasawa algebra 

A = 0 [ r ] H2w(Ko./K,Zp(l) 

which is a regular ring of dimension dim(A) = r + 1. This implies that LOA —> A 
(by 2.7(iii), since regular local rings are Gorenstein). 

9.1.2. In the category (AMod)/(pseudo-null), every A-module of finite type M is 
isomorphic to 

dfg 
b 

dfg 
H2w(Ko./ (/i<=A-{0». 

The element 

charA(M) = char^(M) = / i - - - / 6 (modA*) G Frac(A)*/A* 

("the characteristic power series of M") depends only on the isomorphism class of M 
in (AMod)/(pseudo-null). 
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9.1.3. For every A-module of finite type M and i ^ 0, put 

E{(M) = ExtA(M, A) 

(E1(M) is the "Iwasawa adjoint" of M). These A-modules have the following proper­
ties. 

(i) El(M) is a A-module of finite type. 
(ii) codimA(supp(£*(M))) ^ i. 
(iii) Ei(M) = 0 for i < dim(A) - dim(M). 
(iv) E°(M) is a reflexive A-module. 
(v) The canonical map E\M)—*E\Mtors) is an isomorphism in(AMod)/(pseudo-null). 
(vi) ^1(Mtors) has no non-zero pseudo-null submodules. 
(vii) ^1(Mtors) is isomorphic to Mtors in (AMod)/(pseudo-null). 
(viii) If M is a Cohen-Macaulay A-module, then El(M) = 0 for i ^ dim(A) -

dim(M). 
(ix) If M — A / ( x i , . . . , xa)A is the quotient of A by a regular sequence of length 

a, then Ea(M) ^ M. 

For (i), take a finitely generated free resolution of M; (ii), (iii) and (viii) follow from 
Lemma 2.4.7 (ii)-(iv) and Local Duality 2.5; (vi) and (vii) are proved in [PR1, Ch. I, 
Prop. 8], while (ix) follows from the Koszul resolution of M. As the kernel (resp., 
cokernel) of the canonical map e : M —» E°(E°(M)) is torsion (resp., pseudo-null), 
the exact sequence of Ext's together with (vi) and (vii) prove (iv). Finally, the exact 
sequence of Ext's together with (ii) show that, for each x G A — {0}, El (M / Mtors) / x 
is pseudo-null; it follows that E1(M/Mtovs) itself is pseudo-null, proving (v). 

9.1.4. Let T be a free (9-module of finite type equipped with a continuous O-linear 
action of GK S- Then the 0\GK sl-modules 

T* = Homo (T, (9) 

A* = H o m o (T.F/O) = T* ®0 F/O 

A = Hom0(T*, F/O) =T®o F/O 

are related by the duality diagram 

T 

fgh 

A A* 

fg 

fg 2 

D 

over (9. 

According to Theorem 8.5.6, there is a spectral sequence 

(9.1.4.1) Ei,j 2 = ^ ( ^ ( A W t f . N I ) ) ) ' - E^D^WiKs/K^A))) 
H\TJ (Koo/K, T). 
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Above, DA(M) coincides with the Pontrjagin dual of M, for every A-module 
of finite or co-finite type. The A-action on D\(M) = HoniA(-M, D\(A)) = 
Homo,Cont(M,F/0) is given by (A • f)(m) = /(Am). 

Similarly, there is a spectral sequence 

(9.1.4.2) 'E? =Ei(Hf-j(K0O/K,T'(l))Y E^D^HUKs/K^A))) 

KZIKCO/^T). 

Together with 9.1.3(h), these spectral sequences imply that 

coikA W (Ks/K,», A) = rkAHUKoo/K,T) 

cotkK WJKsIK^, A) = RKAH{lJKo0/K,T) 

9.1.5. Lemma 

(i) 'EL'J = 0 for jjt 1,2. 
(ii) The spectral sequence 'Er induces isomorphisms of A-modules 

£°(tffw(W^*(l))) H2w(Ko./K,Zp(l) 
E'iHUKoo/Wil))) E*-2{HUKoo/K,T*(1))) ( z > 3 ) 

and an exact sequence 

0 EHHUK^IK^IX))) H2w(Ko./K,Zp(l) 
EOfHUKoo/Wil))) E2{Hl(K00/K,T*(l))) 

HIUKOO/K,TY E'iHUKoo/Wil))) 
E^HfJK^/KXil))) 0. 

(iii) (cf. [Gre2, Prop. 4]j DA(H2{Ks/K^A*(l))) is a reflexive A-module. 

Proof 

(i) As cdp(GK,s) = 2, we have 'El2'j = 0 for j ^ 1, 2, 3. Put T0 = {Ja H°(Gsl(Ks/ 
Ka), T) C T; then H^K^/K.T) = H^K^/K,TQ). The transition maps in the 
projective system H°(Gal(Ks/Ka),To) are given, ultimately, by the multiplication 
by [Kp : Ka]. Hence H^K^/K^) = 0 and 'Ef = 0. 

(ii) This follows from (i). 
(iii) By (ii), DK(E2(KsjK^A*{\))) Hl^Koo/K^y is isomorphic to 

E^HliK^/K^il))) which is reflexive by 9.1.3(iv). 

9.1.6. Lemma. — There is a canonical isomorphism of A-modules 

E i,o 2 
0, i 7^ r, T + 1 
H2w(Ko./ i — r 

AGk^ /B, i = r + 1, 

where B = TGk°° 0o F/O is the maximal O-divisible submodule of AGK°° . 
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Proof. — Let M = DA (AGK^ ) . We distinguish three cases: 

(i) AG><~ =H°(Gal(Ks/Kcc),A) is finite. 
(ii) AG'<™ = A. 
(iii) The general case. 

(i) As M is a A-module of finite length, we have El(M) = 0 for i ^ dim(A) = r + 1, 
by 9.1.3(iii). Local duality implies that 

Er+1(M) DA(H?M(M)) = DA(M) = AGK^. 

(ii) As an O-module, M = DA(A) = T* is free of finite rank. Thus El{M) = 0 for 
i / dim(A) — 1 = r, by 9.1.3 (viii). The exact sequence of Ext's associated to 

0 —> M-^M —> M/pnM —> 0 

together with case (i) give 

Er(M)/pnEr(M) Er+i(M/p"M) A\pn], 

hence 

Er(M) lim 
n. 

Er(M)/pnEr(M) = TP(A) = T. 

(iii) Note that B is a A-submodule of AGK^ . The exact sequence of Ext's associated 
to 

0 DA(AG"~/B) M DA(B) 0 

together with cases (i) and (ii) give isomorphisms 

Er+1{M) ER+1(DA(AG^/B)) AGk^ IB 
Er(M) Er (DA(B)) TJB) = TGK~ 

El(M) ^ 0 (i ̂  r, r + 1). 

9.1.7. Corollary. — There is a canonical isomorphism of A-modules 

HL •АГОО/А:, Titers E ^ 
TGKOO 7 r = 1 

0, r > 1. 

9.2. Cohomology of Zp(l) 

In this section, O = Zp 
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9 .2 .1 . Every finite discrete G/^s-module M determines an etale sheaf Met on 
Spec(Ox,5). If the order of M is a unit in OK,S, then the spectral sequence 

sdfg — lim 
sdf 

Hi(Gal(L/K),№(Spec(0L,s)et,Met)) iP+J(Spec(Ojf,S)et,Met), 

in which L runs through finite subextensions of Ks/K, degenerates into isomorphisms 

gdfgd = IR(G/r,s,M) ffi(Spec(OK,S)et,Met). 

More precisely, there is a canonical isomorphism 

Rr(Spec((^)et,Met) Rrcont(GK,s,M) 
in D+(Ab). 

The exact sequence of sheaves 

0 — > /ipn dszfs ùm jkl 

on Spec(OK5(s)et and the standard description of the Brauer group Br(K) yield the 
following exact sequences (cf. fSchll) : 

fipn (K) H2w(Ko./K,Zp(l) 

0 Ots 0 Z/pnZ ^(Gk.s, /V1) Pic(0K,5)[pn] 0 

0 Pic((9K,5) Z/pnZ •H2(GKis,»Pr>) 
vesf 

Z/pnZ^Z/pnZ —>Q. 

Passing to the inductive (resp., projective) limit with respect to n, we obtain 

(9.2.1.1) H°(GKis,Qp/Zp(l)) 
0 ®K,s ® Qp/Zp H\GKISMP/Zp{l)) Pic(^)[p°°] — 0 

0 >H2(GK,SMP/Zp(l)) 
vesf 

QP/Zp E Qp/Zp 0 

Hi(GK,siQp/Zp(l)) = 0 (i > 2). 

resp., 

(9.2.1.2) 0Ke®Zv HLnt(GK,S,Zp(l)) 

0 PÌC(OK,S)[p°°} -*Hcont(GK,S,Zp{l)) 
vesf 

Zp—>Zp —> 0 

if* (GK.s,Zp(1)) = 0 (¿^1,2). 
In particular, 

rkZpHccont(GKis,Zp) — rkzp^cont (G/flS)Zp(l)) = | 5 / | - 1 

rkz p^c.cont (GK,S, Z„) = rkz^iont (G*,S,ZP(1)) = r i + r 2 + | 5 / | - l 

rkzpiïc,cont(G^,s> Zp) = r k z „ t ó (G/f , s ,Zp( l ) ) = 0 (g ^ 1,2), 
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hence 

q 
(-l)9rkz M,cont(GK,s,Zp) = T'i + r2 = 

v\oo 
rkZpH®ont(Gv, Zp), 

in line with Theorem 5.3.6. 

9.2.2. Write Koo — [jKa as a union of finite extensions of K. Let Sa be the set of 
all primes of Ka above S. If Ka C Kß and wp E S/j lies above va E iSa, then the 
corresponding local Brauer groups are related by 

Br((Äa)„J 
dfgfd 

Q/Z 

res 

RTCXß 

H2w(Ko./K,Zp 

H2w(Ko./K,Z 
Q / z 

Br ( (#a )„ J 
inv̂ a 

Q/Z 

cor 

id 

Br((i^U) 
H2w(Ko. 

Q/z, 

where ™a/3 = [{Kß)wß (Ka)vl Put 

Ea = 0*KA,SA H2w(Ko./K ^=Pic(0KQ,5jb°°] 
E'=\\mE'a 

fgb 
4» = üs4*> 

dfg 
=\\mA'a. 

It is well-known that and Da(AJX)) are torsion A-modules of finite type ([Grel, 
proof of Thm. 1]). 

Applying (9.2.1.1)—(9.2.1.2) to each Ka and using the above description of the 
transition maps for the local Brauer groups, we obtain the following exact sequences 
(and isomorphisms): 

(9.2.2.1) H^Ks/K^QJZJl)) = 0 (l>2) 
H^Ks/K^Mp/Zpil)) H2w(Ko./K,Z 

0-^E'® OJZv H'iKs/KocMp/Zpil)) H2w(Ko./K,Zp(l 

H2w(Ko./K,Zp(l)H2w(K 
»esf 
r„=o 

-Da (A). 

(9.2.2.2) #7w(/W^,zP(i)) = 0 L2) 
HUKoo/K,Zp(l)) \imE'a 

a 
H2w(Ko./K,Zp( HKK^/K^I)) 

vesf 
AV —> Zp —> 0, 

where Tv C T is the decomposition group of any prime Voo of K^ above and 
AV — Zp|[r /rvJ. In particular, the A-module 

(9.2.2.3) DA(/f2(ifs/^oo,Qp/Zp(l))) 

vesf 
r„=o 

A^HKKoo/K, Z„(l)) /HKK^/K, zp(i))tors 
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is free and 

(9 .2 .2 .4) 0 — H^Koo/K, Zp(l))tors 

vesf 

Av —> Zp —> 0 

is an exact sequence of torsion A-modules. 

9.3. Pseudo-null submodules 

9.3.1. Proposition (cf. [Gre2, Prop. 5]). — //, in the notation of 9.1, H2(Ks/K^, A) = 
0, then D\(H1(Ks/K00, A)) has no non-zero pseudo-null submodules. 

Proof. — Lemma 9.1.5 (ii) applied to T*(l) instead of T (combined with the fact that 
E°(—) is torsion-free) yields isomorphisms 

D^H^Ks/K^A))^ H'(Koo/K:T*(l)Ytots 
EHHUKMT)) = E\Hl(K00/K,T)toJ, 

where the last equality follows from 

rkAffI2w(Koc/K,T) = rkADA(H\Ks/K00,A)) = 0. 

We conclude by 9.1.3(vi). 

9.3.2. Corollary ([Ng, Thm. 3.1]). — Let be the maximal pro-p-abelian extension 
of KOQ, unramified outside the primes above S. If H2(Ks/i\"oo,Qp/Zp) = 0 (i.e., 
if Koo satisfies the "weak Leopoldt conjecture"), then G^MQQ/KQO) has no non-zero 
pseudo-null submodules. 

Proof. We have 

DACGalCMoo/ÄToo)) H'iKs/K^Qp/ZpY 
(the involution i appears, because of different sign conventions for the T- and A- action 
on jDa(—)). Apply Proposition 9.3.1 with T = Zp. • 

9.3.3. Proposition. DAÌA'^) has no non-zero pseudo-null submodules. 

Proof. By (9 .2 .2 .1) , £>A(4J is contained in 

DAfH^Ks/K^Qp/Zpil))) tors ^c,Iw(Xoo/^ Zp)tors 

E'fHUKoo/K^ZJl))), 

where the last isomorphism follows from the spectral sequence (9 .1 .4 .2) for T = Zp. As 
the quotient H^K^/K, ZP{1))/H^K^/K, Zp(l))tors is free over A (by (9 .2 .2 .3) ) , 

it follows that 

El (HfjK^/K,Zp(l))) = JB1(ffI2w(üroo//f)Zp(l))tora); 

we again conclude by 9.1.3(vi). 
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9.3.4. Greenberg ([Gre6, Thm. 2]) recently proved the following generalization oi 
Proposition 9.3.1 (and of Lemma 9.1.5 (hi)): denote, using the notation of 9.2.2, 

mj{KOQ,A) = Kei HHKslK^A) 
vesf 

H2w(Ko./K,Zp(l) 

KcMoo.A) = lim 
df va\v 

HJ (GVa, A) = W(GV,FT{A)) 

HUiK^/K^T) = lim 
va \ V 

H2w(Ko./K,Zp(l) = Hiont(Gv,#r(T)). 

Then the A-module DA(U12(K^, A)) is reflexive; furthermore, if ILI2(i^00,A) = 0, 
then D\(H1(Ks/K00, A)) has no non-zero pseudo-null submodules. We present 
in 9.3.5 9.3.7 below an alternative proof of Greenberg's result. 

93.5. Lemma 
(i) The sequence 

0 >m2(K00,A) H^Ks/K^A) 
vesf 

Hl^K^A) 0 

is exact. 
(ii) For each v E Sf, the Pontrjagin dual of H2oc v(KOQ^ A) is a free A-module of 

rank 

uv = 
0, 
rk0 #°(GV,T*(1)), 

H2w(Ko./K 

Tv = 0. 
(iii) The composite map (induced by the isomorphism from the proof of 

Lemma 9.1.5 (iii)) 

hKk^/kx) e^e^hKk^/kx))) 
E (D/i(H (KS/KQO, A))) 

ves, 
r„=o 

E"(DA{Hlc^K^A))) Au 

(where u - vesf uv) is surjective. 
(iv) The sequence obtained by applying Eu o DA to the exact sequence from (i) is 

exact. 

Proof 
(i), (ii) The Poitou-Tate exact sequence 5.1.6 yields, in the limit over all finite 

subextensions K^/K of K^/K^ an exact sequence 

O ^ I I I ^ K o o , ^ ) H'fKs/K^A) 

vesf 
H\oc.v(KociA) DA (<(iW^*U))) 0; 

ASTÉRISQUE 310 



9.3. PSEUDO-NULL SUBMODULES 269 

the A-module H^K^/K, T*(l)) vanishes, by (the proof of) Lemma 9.1.5 (i). The 
same argument also shows that the A-module Da(H2OC (ifoo, A)) = H^^Koq/K)VL 
T*(1))L vanishes if Tv ^ 0. If Tv = 0, then H^((K^/K)V, T*(l)) = &r(H°(Gv, 
T*(l))) is a free A-module of rank uv. 

(iii) After applying i o D\, it is enough to show that the map 

vesf 
rv=o 

i o D\ o E (&r(H°(Gv,T*(l)))Y 

vesf 
rv=o 

Fr(*o(H°(Gv,T*(l)))) 
vesf 
rv=o 

Fr(H0(Gv,A*(l))div) 

rv=o 

H&^K^A^l)) hUKs/K^A^I)) 

(where we have used Lemma 8.4.6.4 for the first equality) is injective; this follows 
from the exact sequence 

0 H^Ks/K^A^l)) 

vesf 
^oc,.(^oo^*(l)) H^Ks/K^A^l)) 

and the fact that there exists v G 5 / for which Tv ^ 0. 
(iv) We must show that the map 

E° (DA(H2(Ksl Koo, A))) 

dfgjfdg 
E^D^H^JK^A))) 

„€Sf 
E^D^H^JK^A))) 

is surjective; this follows from (iii). 

9.3.6. Proposition ([Gre6, Thm. 2]). — The A-module DA(III2(K00, A)) is reflexive (in 
particular, LLI2(K00, A) = 0 corkA LLI2(K00, A) = 0). 

Proof. — By Lemma 9.3.5, there is an exact sequence 

(9.3.6.1) 0 —> Au D\{H2(Ks/Koq, A)) DA(UI2(^oo,^)) - ^ 0 ; 

moreover, the sequence obtained by applying E to (9.3.6.1) 

(9.3.6.2) o^£°(DA(m2(#oo,^))) 
E^DA^iKs/K^A))) E°{AU) 0 

is also exact. As E°(AU) Au is a free A-module, it follows that the double dual 
of (9.3.6.1) 

0 E°{E°(AU)) E° (E° (Da(H2 (Ks I , A) ) ) ) 

Efi(Ê°{DA(m2(KQO,A)))) 0 
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is also exact. As both AM and D{\(Hz(Ks/K00, A)) are reflexive (by Lemma 9.1.5 (iii)), 
we deduce from the Snake Lemma that the third module DA(\H2(K^, A)) is also 
reflexive. • 

9.3.7. Proposition. — If III (Koo, A) = 0, then: 

(i) HUKOOLK,T)/HUKOO/K,T)tOTS Au is a free A-module of rank u. 
(ii) There is an isomorphism of A-modules (Dh{H\Ks/K^A)))tots 

E1 (HfJKoo/^T)^). 
(hi) ([Gre6, Thm. 2\) The A-module D\(Hl (Ks/Koo, A)) has no non-zero pseudo-

null submodules. 

Proof 

(i) The assumption III2(ii"00, A) = 0 implies, thanks to Lemma 9.3.5 (i) (ii), that 

rkA Hf^Koo/K.T) corkA H (Ks/Koc, A) = 

vesf 

corkA H2oc v(Koo,A) = u. 

According to Lemma 9.3.5(iii), there exists a surjection PI^^K^/K,T) -» Au; its 
kernel must be equal to Hfw(Koo/K, T)tovs. 

(ii) It follows from Lemma 9.1.5(h) that 

(DA(H\Ks/K^A)))tors = Hll„(KQO/K,Tyton = E1(HUKoo/K,T)). 

On the other hand, (i) implies that E1(H?W(K00/K,T)) = E1(HfVf{K00/K,T)t0TS). 
(iii) This follows from (ii), by 9.1.3(vi). [ 

9.4. Relating A'^ and 

9.4.1. It is generally expected that X^ and D\(A,00) are isomorphic in (AMod)/ 
(pseudo-null); in particular, their characteristic power series should coincide. 

It is known that D A ^ ) is isomorphic to E1(X,OQ) in (AMod)/(pseudo-null) (resp., 
in (AMod)), provided r = 1 ([Iw, Thm. 11]) (resp., \Sf\ = 1 ([McCa2, Thm. 8])). 

In this section we define a canonical homomorphism of A-modules 

H2w(Ko./K, E1{DA(A'00)), 

show that Coker(a') is very close to being pseudo-null and that 

char A(D\(A'00)) charA(X^). 

9.4.2. Denote by F*H™W(K00/K,ZP(1)) the filtration induced by the spectral se­
quence (9.1.4.1) for T = Z„(l): 

EL23 = E^D^H^Ks/K^MP/Mm) H£j(K°o/K,Zp(\)). 
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As codiniA(supp(£,2'J)) ^ i and 

Ef 
0, i ^ 0 

A-free, i = 0 

by (9.2.2.1), we have F1H2W(K00/K, Zp(l)) = H^K^/K, Zp(l))tors. 
The terms i^'0 can ^e determined from Lemma 9.1.6: writing ^^{K^) — \ipm 

with m £ N U { 0 0 } and 

sdfts 
0, m = 00 

1, m < 00, 

then 

Eio2 0, i 7̂  r + e 

Zp/pmZp(l), i = T + £ 

(with the convention Zp/p°°Zp = Zp). The spectral sequence Er induces a map 

S : Hfw(Kx/K, Zp(l))t0rs qfestg 

with pseudo-null kernel and cokernel. More precisely, the previous discussion and the 
exact sequence 

qdsfgs H2w(Ko./K,Zp(l) s E? 
cvb dvf 

imply the following result (cf. [McCa2, Thm. 13]). 

9.4.3. Lemma 

(i) If r + e 7^ 2, 37 £/ien (5 ¿5 an isomorphism. 

(ii) If r -\- e = 2 (resp., r + £ = 3y); £/&en t/iere ¿5 an e:rac£ sequence 

Zp/pmZp(l) ff2 ( i ^ / ^ Z J l l W (5 £2M 0 

resp., 
0 hKk^/k, Zp(i))tors 

5 £2M Zp/pmZp(l). 

9.4.4. We shall use the following notation: 

Y = DA(E'OQ®QJZp) 

Sur = {v e Sf \ v is unramified in Koo/K} 

Zur — 

dsfsd 

Av 

Z - K e r 
H2w(Ko./K,Z 

Av —» Zp 

The canonical projection Z —» Zur is surjective; denote its kernel by Zram. 
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9.4.5. The map S is a bridge between two exact sequences: 

(9.4.5.1) 

0 XL 

i a' 
E2(Y) H2w(Ko./K,Zp(l) 

i H2w(Ko./K,Zp(l))tms 

s 
E^ J 

Ï 
Z 0 

EHY) 0 

The top (resp., bottom) row is equal to (9.2.2.4) (resp., to E*oD\ applied to (9.2.2.1)). 
We define 

a : X œ H2w(Ko./K,Zp(l) 

to be the composite map a' = j o S o i. 
Conjecturally, both Ker(a') and Coker(o/) are pseudo-null. The morphism S is 

invertible in the category (AMod)/(pseudo-null), hence defines a morphism 

1--EHY) El'1 Ô-1 hKk^/k, zp(i))tors Z 

in the latter category. The statement that Ker(a') is pseudo-null (resp., Coker(a/) is 
pseudo-null) is equivalent to Ker(7) = 0 (resp., Coker(7) = 0) in (\Mod)/(pseudo-null). 

9.4.6. Definition. — A prime ideal p G Spec (A) with ht(p) = 1 is exceptional if there 
is v G Sf — Sur such that Tv = (7^) ^> Zp and jv — 1 G p. 

9.4.7. Proposition. — If p G Spec(A) with ht(p) = 1 is not exceptional, then 
Coker(cv/)p = 0. 

Proof — We must show that Coker(7)p = 0. The assumption on p implies that 
(Zram)p = 0, which means that it is enough to show that the composite map 

l^-.E^Y)- 7 Z > Zur 

has Coker(7ur) = 0 in (AMod)/(pseudo-null). 
For each v G Sf there is a semi-local version of the spectral sequence Er, namely 

(9.4.7.1) vEliù = E2 DA 

fdgd 

H2w(Ko./K,Zp( Qp/zp(i)) 

H2w(Ko./K,Zp(l) 
where we denote 

Voo\V 

^'((^00)^,-) = lim 
cx va \ v 

H*((Ka)Va,-). 

As H2w(Ko./K,Zp with 0 ^ r(v) ^ r, the ring Av is a quotient of A by a regular sequence 
of length r(v). As in (9.2.2.1) and 9.4.2, we have 

-Ef 
0, i ^ 0 or H2w(Ko./K,Zp( 

A, i = 0, r „ = 0. 
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The invariant maps invVQ for va \ v together with a choice of ^ | v induce an 
isomorphism 

Hcont(Gv,T)Hcont( Av, 

which implies that 

F'HldK^/K^Zpil)) 
^ ( ( ^ / i f ^ Z ^ l ) ) , Tv4 0 

o, r„ = 0. 

As in the global case, we have ((/C00)„oo) = \i m(„) for some m(v) G N U {oo}. 

Put 

e(v) = 
0, m(v) = oo 

1, m(v) < oo; 

then 

Hcont(Gv o, î ^ r(v) + e(v) 

Hcont(Gv,T) i = r(v) + e(^). 

The exact sequence 

sdgs F'HldK^/K^Zpil)) dvg 'El'1 
a2 dfgg 

implies that, in the case r(v) — 1, Sv is an isomorphism in (AMod)/(pseudo-null). 
Fix v G Sur. For each Ka, the valuations va \ v define surjective maps 

va \ v 

H\{Ka)Va ,QP/zP(i))-
sdfg 

Va \V 

Qp/Zp, 

which induce in the limit, after dualization, injective maps 

ßv • A-v DA 

va I v 

Hl({Ka)Va,Qp/Zp{\)) 

In the global situation, the composite map 

E',» ® QP/ZP 

v<ESuv vn\v 

Hcont(Gv,T) fcwgf 

v£SUT va\v 

Qp/Zp 

is also surjective, giving rise to an injective map 

/3: 
Ve SUT 

Ay (ßv) 

vesur 

DA 

va\v 
H\(Ka)Va,Qp/Zp{l)] Y. 

The induced maps on E1 sit in the following commutative diagram: 

ffi2w(^oÄZp(i))tors H~7 vesur F^HUiKo0/KUZp(l)) vesur A — 71YV^ur 

(Sv) 

I vesur dsf 

E\ßv) 

EHK) ve Sur 
E\ß) 

E1 (Y) 

sfd 
ö 
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For each v E SUT, the condition Tv ^ 0 implies that r(v) = 1; thus 5V is an iso­
morphism. We know that Ker(S) and Coker(J) are pseudo-null. This is also true for 
Coker^1 (/3)), by the injectivity of /3, hence also for Coker(^1 (/?„))• As ^ ( A ^ ) A„ 
(by 9.1.3(ix)), it follows that the composite map El(f3v) o (£v) has pseudo-null ker­
nel and cokernel. Putting all this together, we see that the composite morphism 
in (AMod)/(pseudo-null) 

E\Y) El'1 s-1 HI2w(j^oo/x,Zp(l))tors 

vesuv 
f'hKk^/k, zp(i); fgdg 

which is equal to 7ur, has Coker(7ur) = 0. This proves the claim. 

9.4.8. Corollary. — If, for every v E Sf ramified in K^jK, we have Tv ^ 7lp with 
r(v) ^ 2, then the map 

Hcont(Gv, E1{DA(A'OC)) 

has pseudo-null cokernel. 

Proof — Under these assumptions, Zram is pseudo-null and there are no exceptional 
p E Spec(A). • 

9.4.9. Ranks 

9.4.9.1. Definition. — Let A be a Noetherian domain with fraction field F , and M an 
A-module of finite type. The rank of M is 

TkA(M) = dimF(M (SiA F). 

If rk^(M) = 0 and p E Spec(yl) has height ht(p) = 1, put 

ep(M)=EAp{Mp) < oo. 

9.4.9.2. Let T = T0 x T', where T0 ^ Zp and Tf ^ Zrp~l (r ^ 1). Fix a topological 
generator 70 E r0; then A ^ A'[70 — 1], where A' = Zpfr'J. For each n ^ 0, put 
u)n = 7q , vn = ujn/ujn-i (where tj-i = 1). Then each (vn) is a prime ideal in A with 

r k A - ( A K A ) = ^ p " ) . 

If p G Spec(A) and ht(p) = 1, then 

ep(Zp[r/p"r0])=ep(A/W„A) = 
1, P = (Vi), Hcont(Gv, 
0, otherwise. 

9.4.9.3. Lemma. — Let M be a A-module of finite type. For each n ^ 0 we have 

(Mt0rs)( 
sdfg 

2=1 

A(,n)/(C(n'z)) (m(n,z) ^ 1). 

Then, for each n ^ 0. 

(i) 0 ^ kn ^ eK)(Mtors). 
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Hcont(Gv,T) divides char A (Mtors). 
(iii) rkA'(M/LUnM) = pn rkA(M) + Hcont(Gv,T) 
(iv) rkA/(M/o;nM) - pnrkA(M) + O(l) /or n oo. 

Proof 

(i), (ii) char A (Mtors) is divisible by sdgf where = eUj (Mt0rs) = sdf 
¿=1 

m(j, i) ^ 

fc7- > 0. 

(iii) Fix n ^ 0. In (AMod)/(pseudo-null), M is isomorphic to Ao0M1©M2, where 

a = rkA(M), Mi, M2 are A-torsion, 

Mi = 
n 

J=0 

kj 

i=l 

A / z / ^ A 

and supp(M2) H {I/Q, • . . , z/n} = 0- Then 

rkA'(Mi/cjnMi) -
n 

3=0 

kj rkA'(A/z/?A) = 
n 

J=0 

kj(p(pJ), 

rkA, (M2/ujnM2) = 0, rkA'(Aa/cjnAa) = pna. 

The equality (iii) follows. Finally, (iv) is an immediate consequence of (iii). 

9.4.9.4. Proposition. — Let M be a A-module of finite type, where A = ZV\F\, T ^ Zrp, 
r ^ 1. Assume that we are given a finite collection {Fv C F \ v E S'} of non-zero 
closed subgroups of F, an integer a ^ 0 and a real number ( 7 ^ 0 such that 

r k Z p ( M r J - a [ r : r Q ] dsg 
sfg 

| r a \ r / r „ | 

holds for every open subgroup Fa of T. Then rkA(M) = a. 

Proof — Induction on r. If r = 1, then Fa = pnF, [F : Ta] = pn and | r a \ r / I \ , | = 
O(l) (for each v E 5 ' ) , hence rkzp (Mpnr) = pna + O(l); the result then follows from 
Lemma 9.4.9.3(iv). 

Assume that r > 1 and the statement has been proved for r — 1. Choose a decom­
position T = To x F' as in 9.4.9.2 such that we have, for all v E S", Fv (jt FQ. Fix 
n ^ 0 and put M' = Mpnro, viewed as a A'-module. For every open subgroup 
of T; we have 

|rkZp(Mf,) -apnF : r y | = rkzp(Mpnr0xr^) - a[T : (p"r0 x r^)] 

sfdgd 

fsdg 

|((pnr0\ro) x ( r^ \ r ' ) ) / r„ | Hcont 
veS' 

nt(Gv,T) 

where Fv = Im(rv ^ F —> T/Fo r ') ^ 0. The induction hypothesis implies that 
rkA'(M/u;nM) = rkA/(M') = apn, hence rkA(M) = a, by Lemma 9.4.9.3(iv). • 
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9.4.9.5. Proposition. — Let A = Zp[r]| = A'[70 - 1] be as in 94.9.2. Assume that M 
is a A-module of finite type, b ^ 0 an integer, {Tv C T | v G S'} a finite set of closed 
subgroups ofT and {Xv | v G S'} a collection of (right) Tv-sets such that 

(*) rkZp(Mra) = 6[r:rQ] + 
ves' 

\(XV x (rQ\r))/r„|-l 

for each open subgroup Ta of T. Put 

a = 6 + 

rv =0 

Hcont( 

Then 

(i) For each n ^ 0; 

rkA. (M/ujnM) =pna + 
ves' 

¥r„cr0 

\(XV x ( ^ r 0 \ r 0 ) ) / r . | + 
- 1 , r = 1 

0, r > 1. 

(ii) rkA(M) = a . 
(iii) If \XV \ — 1 /or each v G S", £/zen 

rkA/(M/a;nM) = pna -f 
fg 

J=0 

kj^{pJ) (Vn ^ 0), 

where 

kn ~ KA-I = |{v G 5 ' I r ,ç r0 , [ r0 : r , ]=/} | + 
- 1 , r = 1, n = 0 

0, otherwise. 

and charA(Mtors) is divisible by Hcont(Gv,T) 

Proof. — Induction on r. If r = 1, then r = Tq, A' = Zp, pnT0 = r a is open in T, 
[r : Ta] = pn and M/uonM = Mra, hence (i) is just (*). For v a S' we have 

lim 
n^oo 

|(XV x (pnT\T))/Yv\ 

fdgh 

\Xv\, r„ = 0 

0, I W 0 ; 

applying Lemma 9.4.9.3(iv) gives (ii). The statement (iii) follows from (i) and 
Lemma 9.4.9.3(iii). 

Assume that r > 1 and the statement holds for r — 1. Fix n ^ 0 and put M' — 
M/unM = Mpnr0, viewed as a A'-module. The assumption (*) implies that we have, 
for every open subgroup Y'Q of T7, 

rkZp(Mf, ) = rkzp(MpnroXr^) = apn [T':r'0} + 

ves' 

ap(v) - 1 

with 

a0(v) = \(XV x (p"r0\r0) x ( r ^ \ r ' ) ) / r „ | . 
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Fix v e Sf such that Tv / 0. If Tt Ç r0, then [TQ : Tv] < oc and 

ap(v) = [V : r^] \{XV x (pnro\r0)) /r„ | . 

If r „ £ To, then r ; := Im(I\, T -> r / r 0 ^ V) ^ 0 and 

0/j(v) <p" |X„ | Hcont(Gv,T) 
Applying Proposition 9.4.9.4 to M' and A7, we obtain (i). The statements (ii) and (iii) 
follow from (i) by the same argument as in the case r — 1. • 

9.4.9.6. In the remainder of Sect. 9.4.9, let O be as in 9.1.1, r ^ Zrp (r ^ 1) and 

A = OIT} ^ 0{Xi,..., Xr} {Xl = 7i - 1). For each open subgroup Ta C T, set 

Ja = K e r ( A — , 0 [ r / r a ] ) ; 

then 
A/Ja = C?[r/ra], rk0(A/Ja) = ( r : r a ) . 

9.4.9.7. Proposition. — Let Ta cT be an open subgroup. For each A-module of finite 
tuve M, define 

Va M : = 
r 

2 = 0 
(-irrk0Torf(M,A/Ja). 

(i) T/ie integer Xa(M) is well-defined. 
(ii) / / 0 -> M' —• M —> M" -> 0 is an exact sequence of A-modules of finite type, 

then Xa(Af) = Xa(M') + Xa(M"). 
(iii) / e A - { 0 } , £Aen Xa(A//A) = 0. 
(iv) Xa(A) = ( r : r a ) . 
(v) Xa(M) = rkA(M)( r : rQ) , for each A-module of finite type M. 

Proof — There exists a set of topological generators 7 1 , . . . , 7r of T and integers 
rii, . . ., nr ^ 0 such that Ta is topologically generated by 7^ 1 , . . ., 7 ^ . This implies 
that the ideal Ja is generated by the regular sequence x = (#i , . . . ,#r), where 

L 
£2 = 7^ — 1; thus M®\A/Ja is represented by the Koszul complex KA(M,x)[r]. 
The statements (i) and (ii) follow from this description of Torf(M, A/Ja) = 
Hr~t(KA(M1x.)): while (iii) is a consequence of (ii), applied to the exact sequence 

0 — • A - ^ A A//A 0 

The formula xQ(A) = rko(A/Ja) = (T : Ta) is immediate. In order to prove (v), note 
that there exists a filtration 

M = MQ D MI D • • • D Mt = 0 

by A-submodules such that each graded quotient Mj/Mj+i is isomorphic to A or 
A//jA (fj e A - {0}). Applying (ii) (iv), we deduce that 

Xa(M) = 
t-1 

3=0 
Xa(Mj/Mj+1) = (r:ra) 

t-i 

3=0 
TkA{Mj/Mj+1) (r:rQ)rkA(M). 
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9.4.9.8. Proposition. — Let M be a A-module of finite type. 

(i) J/rkA(M) = 0, then 

lim 
i «->o 

r k o ( M r J 
(r : r a ) 

= 0. 

(ii) For each i ^ 17 

lim 
rk0Torf(M,A/Ja) 

(r : r a ) 
= 0. 

(iii) lim 
r k 0 ( M r J 

(R : Ta) 
= rkA(M). 

Above, Ta runs through all open subgroups ofY. 

Proof. — We apply dévissage in the following form: if 

0 —> M M —> M" —> 0 
is an exact sequence such that (i) (resp., (ii)) holds for M' and M"', then it also holds 
for M. 

(i) If M is (9-torsion, then (i) holds for trivial reasons. By dévissage, we can 
replace M by M/Mo-tors, hence assume that M has no (9-torsion. Fix a uniformizing 
element TT G O and set k = O/irO, A = A/TTA = fc[r], M = M/TTM. The assumption 
^o-tors = 0 implies that rk^(M) = 0; as rko(Mra) ^ dimfc(MrQ), it is enough to 
show that 

lim dimk(MFa) 
(r : r a ) 

? 
= 0. 

There exists a filtration 

M = iV0DiVi D • • • D Nt = 0 
by A-submodules such that each graded quotient Nj/Nj+i is isomorphic to A/gjA 
(gj G A — {0}) . By devissage, it is sufficient to consider the case M = A/gA (g G 
A—{0}). We have A — /c[A"i,..., Xr\ (Xi — 7J —1). After renumbering the topological 
generators of T, we can assume that 

C:=dim/C (A/(g,X2,...,Xr)) = dinifc (M/(X2, • • •, XR)M) < oo. 
An induction argument then shows that 

(Vni > 1 ) dinifc ( M / ( X i \ . . . , X r " ' ) M ) 

<dimfc (M/{X^,...,X^)M) < C(n2 - 1) • • • (nr - 1) < Cn2 • • • nr. 

If Ta is topologically generated by Ti (i = l,---,r), then J(yA = {xr,...,xD 
and 

lim 
rQ->o 

dimfe(Mr ) 
(r : r a ) 

dimk(M/JaM) 

p«iH \-ar 
c 

sdf 
which proves (i). 
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(ii) Fix i ^ 1. Filter M as in the proof of Proposition 9.4.9.7 (v); by dévissage, we 
reduce the proof of (ii) to the case M = A or M = A/ /A ( / g A - {0}). If M = A or 
(M = A/ /A and z > 2), then Torf (M, A/Ja) = 0. In the remaining case M = A/f A 
and 2 = 1, the exact sequence 

0 Torf(M,A/Ja) A/Ja^A/Ja MTa 0 

implies that rke> Tor^(M, A/Ja) = rko(MrQ), hence (ii) follows from (i). 
(iii) As MFa = M ®A A/Ja = Torg (M, A/Ja), the statement follows from (ii) and 

Proposition 9.4.9.7 (v). • 

9.4.9.9. Note that the statements of Proposition 9.4.9.4 and Proposition 9.4.9.5(h) 
follow directly from Proposition 9.4.9.8(iii). 

9.4.10. We now return to the extension K^/K and the A-modules 

Y = DA(E'®QJZP) 

Z = Kei 
vESf 

Av —> Zp 

For a number field L, we use the standard notation r\(L) (resp., r2(L)) for the number 
of real (resp., complex) primes of L. 

9.4.11. Proposition 
(i) For every open subgroup Ta Ç T, the canonical map 

iQ : E'a 0 Qp/Zp <g> Qp/Zpf-

has finite kernel and cokernel. 
(ii) rkA(F) = n{K) + r2(K) + \{v eSf\Tv= 0}|. 
(iii) We have the divisibility of characteristic power series 

charA(Z) charA(ltors). 

Proof 
(i) The following diagram is commutative and has exact rows and columns: 

0 

Hcont(Gv,T) 

0 E' 0 Qv/Zv HHKslKa,QJZJl)) A' 0 

sdf 
0 (E'00 ® Qp/Zp)r« Hcont(Gv,T) QP/Zp(i))r« WOOF* 

Hcont(Gv,T)Hcont 
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By the Snake Lemma (and the finiteness of A'a), it is enough to show that 
H3 {Ya, iipoo^Koo)) is finite for j = 1,2. This is clear if /ipoo <f_ K^. If /ap^ c K^, 
then the cyclotomic character 

Hcont(Gv,T)/H^ > A u t Z P ( / I P O C ) = Z*p 

has infinite image Im(xa) —• Zp. The Hochschild-Serre spectral sequence 

E%>Hi(ra/r'a,H*(T'a,to~)) Hcont(Gv,T)/H^T(G 
for Tfa = Ker(xa) C Ta degenerates into exact sequences 

0 №-1(r/a,^)r,/rL Hcont(Gv,T)/H^T(GV Hcont(Gv,T)/ ra/r'a O, 

in which 
Hcont(Gv,T)/H^ Hcont(Gv,T) Hcont(Gv,T) 

with T a / r ^ acting viva Xa This implies that the groups 

H3(Ta, /i„oo) (/ipoc(Ka)) Hcont(Gv,T) 

are finite for all j ^ 0. 
(ii) The statement (i) together with Dirichlet's theorem on units imply that 

(9.4.11.1) rkZp(lrJ = kz(OÍr„,íü = (ri(^) + r2(7Í))[r:ra] + 
-es / 

Hcont(Gv,T) 

holds for every open subgroup Ta of T (note that ri(Ka) = [Ka : if] ri(K), thanks 
to the assumption (P)); apply Proposition 9.4.9.5(h). 

(iii) Put S' = Hcont(Gv,T) for v G S' let 

r*at := r H (Tv ®Zp QP) C T (8)Zp Qp 

be the saturation of Tv in T. Put 5 " = {r*at | v G S"} and let tt : S" -> S" be the 
map TT(V) = T^at. 

Fix T0 G S"'; for every v G 7r-1(r0) we have Tv = pn(v)r0 for suitable n(v) ^ 0. 
Then 

char A (Z) : 
Hcont( vG7T_ 1 (To) 

^n(v)(ro) 
1, if r > 1 

1 
7-1 

if T = (7) - Zp, 

where ^n(r0) 7 5 - 1. for a fixed topological generator 70 of IV The desired 
divisibility 

charA(Z) j charA(ytors) 

then follows from Proposition 9.4.9.5 (iii) and the formula (9.4.11.1). 

9.4.12. Proposition. — The characteristic power series c h a r ^ X ^ ) is divisible by 
c h a r A ^ ^ A ^ ' c J ) ) = charA(DA(A'0O)). 
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Proof. — The map S in the diagram (9.4.5.1) is an isomorphism in (AMod)/ 
(pseudo-null), hence 

charApOcharA(Z) = CHAXA^OO) charA ( ^ ( ^ ( ^ J ) ) 

= charA(Ytors) charA (D\ (A^ ) ) . 

However, charA(Z) divides charA(Ytors), by Proposition 9.4.11 (iii). 

9.5. Relating Ax and X00 

9.5.1. For every finite subextension Ka/K of K^/K^ put 

Ea = 0\n Zp. Aa = Vic{0Ka)[P™] 

and let 

Hcont(Gv,T) LIM 
a. 

Eaj Aqq lim Acy 
sdf 

= lim Aa. 
a 

In the case when r = 1, Iwasawa ([Iw, Thm. 11]) showed that there is a surjective 
morphism of A-modules 

fdsg Hcont(Gv,T)/ 
with pseudo-null kernel. 

In this section we construct a canonical morphism in (AMod) /(pseudo-null) 

a : Xoo E1{DK{A00)) 

and show that Coker(a) is close to zero in (AMod)/(pseudo-null). 

9.5.2. From now on, let SF = {v \ p}. We first relate Pic(0K)[P°°] to HLF(GK,S, 
Qp/Zp(l); A(Qp/Zp(l))) for appropriate local conditions A(QP/ZP(1)). 

For each v \ p the valuation v defines a morphism of complexes 

r^C'cont(Gv,Z/pnZ(l)) 
ff1(G„,Z/pnZ(l))[-l] = K*v®Z/pnZ[-l) sdfsf Z/p"Z[-l]; 

put 

C7+(Z/pnZ(l)) = Cone(^iC^nt(G„,Z/p"Z(l)) dfg Z / p " Z [ - l ] ) [ - l ] . 

This complex is equipped with a canonical morphism 

C : £/„+(Z/p"Z(l)) C'cont(Gv,Z/pnZ(l)); 

put 
[/-(Z/p"Z(l)) = Cone(-i+). 

The Pontrjagin dual of U~(Z/pnZ(l)) is quasi-isomorphic to C'ont{Gv/Iv,Z/pnZ)[2], 
hence to the complex 

Z/pnZ^-^Z/pnZ = Z/pnZ-^Z/pnZ = Z/pnZ[2] © Z/p"Z[l] 
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(in degrees —2,-1). It follows that Uv (Z/pnZ(l)) is quasi-isomorphic to 

Z /pnZ[-2]©Z/pnZ[- l ] 

Passing to the inductive (resp., projective) limit with respect to n, we obtain local 
conditions A(Qp/Zp(l)) (resp., A(ZP(1))). The exact triangles 

Brf(GK,s,X(l)) R r C O N T ( ( 7 K c, X(l)) 

v\p 
(X[-2](BX[-1]) (X — Zp, Qp/Zp) 

together with (9.2.1.1)-(9.2.1.2) give 

(9.5.2.1) H°f(GK,s,QP/ZP(l)) Hcont(Gv,T)/ 

0 0*K ® Qp/Zp H}(GK,s,QP/Zp(l)) Pic(Ox)[p°°] ^ 0 

H3f(GK,s,QP/Zp(l)) Qp/Zp 

H}(GK,s,QP/Zp(l)) = 0 ( ¿ ^ 0 , 1 , 3 ) , 

resp., 

(9.5.2.2) H}(GK,s,Zp(l)) o*K®ZP 

H](GK,s,Zp(l)) Pic(0K)\p°°] 

H3f{GKiS,ZJl)) Zp 

H}(GK,s,Zp(l)) = 0 (i ^ 1,2,3). 

9.5.3. The corresponding local conditions in the limit over K^/K are equal to 

tf+(Fr(Q„/Zp(l))) 

= Cone r^iCc*ont(G„,fr(QP/Zp(l))) hgfh lim 
fgh gfh 

QP/Zp [-1] [-1] 

resp., 

J7+(^r(Zp(l))) =Cone ^iQont(G„,^r(Zp(l))) fdgdhg lim 
v a va \v 

Z P [ - i ] [-I]-

For Ka C Kg, the transition maps 

va \ v 

Hcont(Gv,T) 
wp\va 

Qp/Zp resp. 

va \ v wp\vc 

Zp —> Zp 
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are given by the ramification indices e(wp \ va) (resp., the inertia degrees f(w@ \ va)). 
It follows that 

^([ /"(^(Qp/Z^l)))) = lim 

va\v 

Qp/Zp 
0, / ( r „ ) ? o 

DA(AV), / ( r „ ) = o 

^ - ( ^ ( Z ^ i ) ) ) ) H c o n t ( G v , T - lim 
a Va\v 

Zp 
0, [T„ : J(r„)] = oo 

A„, [T„ : J(r„)] < oo. 

Combined with the functoriality of the local Brauer groups (cf. 9.2.2), this gives 
isomorphisms in D(AMO<1) 

(9.5.3.1) U-(Fr(Qp/Zp(l))) 

DA(A)[-1]®DA(A)[-2| , r„ = o 

£>A(A„)[-1], r„ ^ 0 = j ( r„ ) 

o, / ( r„ ) + o 

resp., 

(9.5.3.2) f / - (^ r (Zp( l ) ) ) 
A„ [ -2 ]eA„[ - l ] , [r„ : J(r„)] < oo 

A„[-2], [r„ : /(r„)] = oo. 

9.5.4. For each v \ p there are canonical isomorphisms in D(AMod) 

(9.5.4.1) 0A(A„) Av[-r(v)} 

*A(A„) DA(A„)[r(«)], 

where 1 v ? Up Put 

•S'ex = {v \ p : r(v) = 1, t; is ramified in K^o/K}. 

9.5.5. Lemma 

(i) / / i ; zs unramified in K^jK, then there is a canonical isomorphism in D(jyM.o&) 

< M M ^ r ( Z P ( i ) ) ) ) DA(U-(Fr(Qp/Zp(l)))). 

(ii) / / v is ramified in K^jK and r(v) > 1, then there are isomorphisms in 

£>((AMod)/(pseudo-null)) 

Hcont(Gv,T)/H^T(G DA(U-{Fr(Qp/Zp(l)))) 0. 

(iii) If v G S'ex; £ftere are isomorphisms in D(\Mod) 

^A(C/-(^r (Zp( l ) ) ) ) A„ 0 A„[l], i?A(CC(^r(Qp/Zp(l)))) 0. 

Proo/. — This follows from (9.5.3.l)-(9.5.3.2), (9.5.4.1) and the fact that Av is 
pseudo-null if r(v) > 1. • 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2006 



284 CHAPTER 9. CLASSICAL IWASAWA THEORY 

9.5.6. The Selmer complexes BF^Ks/K^, QP /Zp( l ) ) (resp., RTf^Kœ/K, 
Zp(l))) represented by C}(GK,S, FR(QP/Zp( l ) ) ; A) (resp., by C}{GK,S,&T№PW)\ 
A)) for the local conditions defined in 9.5.3 have cohomology equal to 

ff}(XS/^co,QP/Zp(l)) = lim H } ( G K Q , S O , Q P / Z J 1 ) ) 

TFIIW(/W#,ZP(I); = lim 
df 

ff}(G*a,S(,,ZP(L)). 

It follows from (9.5.2.1)-(9.5.2.2) that we have 

(9.5.6.1) #9(^s/^oc,QP/ZP(I)) Hcont(Gv,T) 

Hcont(Gv,T) HJiKs/K^Qp/Zpil)) Ax —> 0 

HUKs/K^QP/ZPM) = 0 (i>l), 
resp., 

(9.5.6.2) HJ^K^/K^l)) > lim Ea 
a 

ff?IW(/r00/A:)Zp(i)) 
/^(tfoo/tf.ZpU)) ZP 
M ^ ^ o o / ^ Z J I ) ) = O (¿^1,2,3). 

).5.7. The exact triangles in D(AMod) 

Rr/(if5/if00,Qp/Zp(l)) RTCONT (GK,S i Fr (QP/ZP ( 1 ) ) ) 

v\p 
C/-(Fr(Qp/Zp(l))) 

Rr/Jw^oo/^, ZP(L)) RTcont(G^s,̂ r(ZP(L))) 
v\p 

C/-(^R(Zp(l))) 

together with the canonical isomorphisms 

DA(RRcont(G^>s,Fr(QP/ZP(L)))) DA ($ A (RRCONT (G/f ,S R ( ZP ( 1 ) ) ) ) ) 

^A(RRcont(GK,s,« r̂(ZP(L)))) 
and Lemma 9.5.5 yield an exact triangle in Z?((AMod)/(pseudo-null)) 

D^BrAKs/K^QJZJl))) @A(Rrfiw(Koo/K, Z„(l))) 

dvfdg 

(AV[2]0AV[1]). 

Applying^A we obtain another exact triangle in D((AMod)/(pseudo-null)) 

(9.5.7.1) BTfUK^/K, Zp(l)) W 

fdsg 
(Av[-1]® Av[-2]), 
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in which 

W = ^ ( ^ ( 1 ^ / ( ^ / ^ 0 0 , Qp/Zp(l)))). 

9.5.8. The hyper-cohomology spectral sequence 

E^J = Ei (DAiHUKs/K^Qp/Z^l)))) Hi+j(W) 

satisfies 
4'j = o Hcont(Gv,T codiniA(supp(£;2':')) ^ i-

In particular, we have isomorphisms in (AMod)/(pseudo-null) 

HHW) = 0 O V O , 1,2) 

H2(W) --+EÏ1. 

Combining E1 (9.5.6.1) with the cohomology sequence of the triangle (9.5.7.1), we 
obtain a diagram in (AMod)/(pseudo-null) 
(9.5.8.1) 

0 

Hcont(Gv,T)/H^T(GViT) 

Hcont(Gv,T)/ dsgdf H2(W) Hcont(Gv,T)/ Zp 0 

E1(DA(AOQ)) 

with exact row and column. This diagram defines a morphism in (AMod)/(pseudo-null) 

Hcont(Gv,T) H2(W) E1(DA(AOQ)). 

9.5.9. Proposition. — //() G Spec(A) with ht(p) — 1 is not exceptional (in the sense 
of 9.4-6), then Coker(a)p = 0. 

Proof. — The assumption on p implies that 

vesex 
Av 

p 
= 0. 

The statement follows by localizing the diagram (9.5.8.1) at p. 

9.5.10. Corollary. — If for every v G Sf ramified in K^jK, we have Tv —> ZpV) with 
r(v) ^ 2, then the map 

a : XOQ E1(DA(Aoc)) 

is an epimorphism in (AMod)/{pseudo-null). 
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Proof. — Under these assumptions there are no exceptional p G Spec(A). 

9.6. Comparison with classical Selmer groups 

9.6.1. Let O, T, T*, A, A* be as in 9.1.4; put V = T ®a F, V* = T* ®0 P . Assume 
that we are given, for each v G S = {v | p}, an F -submodule C F . Put 

J. V J. i i v v , A+v=W+v/Tc+ c W T = A, Hcont(Gv,T)/H^ (X = T, V, A; v G E) 

and, for each t; | p, 

y*(l)± = HomF(K,:F!F)(l)I T*(l)f =Hom0 (T*,0)(1) , ^ ( 1 ) ± = K*(1)±/T*(1)±. 

These data induce Greenberg's local conditions for X = T,V,A (and also for X = 
T*(1).V*(1).A*(D) with 

Hcont(Gv,T Hcont(Gv,T^cont ( « e E ) 

Ccont (G /Iv,XIv), Hcont(Gv, 

where £ ' = {i> G S/ ; v f p}, hence the corresponding Selmer complexes YiTf(X) and 
their cohomology groups Hj(X). Greenberg [Gre2, Gre3] defined his Selmer groups 
(resp., strict Selmer groups) as 

Sx(K) = Ker Hcont(GK,S, X) 
xfd 

ĉont(̂ > Xv ) 
Hcont(G 

Hcont(Gv 

Sf(K) =Ker Hcont(Gv,T)/ 
W E Z 

ĉont ? Av ) 
s<d 

Hcont(Iv,X) 

9.6.2. These groups satisfy the following properties: there is an exact sequence 

0 St(K) SX{K) -

v\p 

rrl 
cont 

isomorphisms 

ST(K) ®O F Sv(K), S$r{K) (g>o F Hcont(Gv, 

and canonical injective maps 

ST(K) ®O F/O SA(K), S$T(K) (èo F/O Sf{K) 

with finite cokernels. 

9.6.3. Lemma. — For each X = T, V, A there is an exact sequence 

0 H%X) XGK 

v\p 

^T(GViT) H}(X) H^T(GViT) 0. 
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Proof. — This follows from the exact triangle 

BTf(X) Rrcont(GfK,s', X) 

vesf 
Hcont(Gv, 

and the fact that Uv (X) (defined in 6.1.3) is quasi-isomorphic to C*ont(Gv/Iv, 
HÏont(Iv,X))[-l] (resp., Qont(Gv,X-)) ifv\p (resp., v\p). • 

9.6.4. Corollary. IfV°K = 0, then 

corko (H}(A)) (=d imF {H}(V))) = cork0 (Sf(K))^ 

v\p 

dimF UV-F"). 

cork0(H}(A)) > cork0(SA(K)). 

Proof. — Combine the exact sequence of Lemma 9.6.3 with the statements from 9.6.2 
and the equality 

dimF {Hlont{Gv/Iv,{V-)^)) = dimF((V7)G"). 

9.6.5. Let KdKood Ks. with T= GdliKoo/K)—>ZI (r > 1). We define 

SA(Koo) = lim 
a 

SA(Ka), SF (Koo) = lim 
a 

Hcont(Gv,T 

where Ka, as usual, runs through all finite subextensions of K^jK. The exact 
sequence of Lemma 9.6.3 yields, in the limit, an exact sequence 

(9.6.5.1) AGk~ 

V\p VoolV 

Hcont(Gv,T HJiKs/K^A) Hcont(Gv, 0. 

For each v \ p there is an isomorphism of A^-modules 

Hcont(Gv,T 
Voo\v 

Hcont(Gv,T DUA;)G»~) ®0 Av; 

thus 

(9.6.5.2) corkAHUKs/K^A) = COrkA S № o o ) + 
v\p 

r,,=o 

dimF((v;-)G"). 

If we write, as usual, Tv ^ Zp , then there is an isomorphism in (AMod)/ 
(pseudo-null) 

D((A-)G"~)®0 A, ^ + 
0, r(v) ^ 2 

(̂(Hcont(Ĝ )cHv) Hcont(Gv r(v) — 1. 

9.6.6. Proposition. — The canonical surjective map 

P-.HUKS/K^A) Hcont(Gv,T) 
has the following properties. 
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(i) If{V-)G*™ = o for all primes v | p, then 

DA(Ker(/3))^Q = 0. 

(ii) Assume that no v | p splits completely in K^/K, and that (V~)Gv^ = 0 for 
all primes v \ p satisfying r(v) = 1. Then D\(Ker((3)) is A-pseudo-null. 

(iii) If (A~)Gv = 0 for all primes v \ p, then (A~)Gv^ = 0 for all v | p and (3 is an 
isomorphism. 

Proof. — The statements (i) and (ii) follow from the discussion in 9.6.5. As re­
gards (iii), for each v \ p, N := D((A~)Gv^) is a Av-module of finite type satisfying 
Nrv = D((A~)Gv) = 0; thus N = 0 by Nakayama's Lemma, hence (A~)G"- = 
D(N) = 0. The exact sequence (9.6.5.1) then implies that Ker(/?) = 0. • 

9.6.7. Abelian varieties. — In the rest of 9.6 we let O = Zp, F = Qp. Let B 
be an abelian variety over K with good reduction outside Sf. Then T = TP(B) is 
a representation of GK,S and the Weil pairing identifies T*(l) with TP(B), where B 
denotes the dual abelian variety; hence A = B[p°°} and A*(l) =B[pxx] Let S be any 
finite set of primes of K containing all primes of bad reduction of B and all primes 
dividing poo. Put, as before, E = {v \ p}, £' = Sf — E. 

9.6.7.1. The classical Selmer groups for the pn-descent 

Se\(B/K,pn) = Ker H\GKis,B\pn]) 

vesf 

H\GvlB[pn))/lm(8v^) 

are defined by the local conditions 

Im (SVìn:B{Kv) Z/pnZ Hl{Gv,B[pn])) 

The corresponding discrete and compact Selmer groups 

SeUB/K^p00) — lim 
n 

Se\(B/K,pn) = Ker H\GK,s,A) 

vesf 
H\GV,A)/LV{A) 

SJB/K) = lim 
n 

Se\(B/K,pn) = Ker Hl(GK,SlT) -
fgdsd 

Hl{Gv,T)/Lv(T) 

where we have put 

LV(A) = lim 
n 

Im(Ä„>B) = Im (B(KV) Qp/Zp Hl(Gv,A)) 

LJT) = lim 
n 

Im(V„) = Im (B(KV) )ZP Hcont(Gv,T)) , 
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depend only on the GK,S-modules A = B[p°°] and T = TP(B), respectively. More 
precisely, they coincide with the Bloch-Kato Selmer groups 

Self B/K^p00) = hUk,a), SP(B/K) = H}(K,T) 

(fB-K, §3.111). llv\p, then 

(9.6.7.1) Lv(A)=0, LV(T) = HçOYlt(GVJT). 

9.6.7.2. We shall consider only the following "elementary" case: 

£ = {t ; |p} = £ 0 U E t , 

where 

(Ord) (Vv G EG) B has good ordinary reduction at v. 

(Tor) (Vf G T>t) B has completely toric reduction at v. 

Under this assumption, for each v \ p there is a canonical sub-Qp[Gi>]-module 

V+^V = T ®zv QP 
as in 9.6.1, with arising from the kernel of the reduction 

map at v (resp., from a p-adic uniformization by a torus) in the case (Ord) (resp., 
(Tor)). 

In either case, V~ = is an unramified G^-module. For v G the geometric 
Frobenius element fv acts on V~ by an element of finite order, while for v G S 0 all 
eigenvalues of fv acting on V~ are v-Weil numbers of weight —1 (see 12.4.8.1 below). 

The dual abelian variety B is isogeneous to B, which implies that, for each v G £ 0 

(resp., v G Et), B also has good ordinary (resp., completely toric) reduction at v. This 
means that the same construction defines sub-QP[GV]-modules F*(l)+ ^ V*(l) = 
T*(l) 0 z p Qp = TP(B) 0 z p Qp G £), which coincide with the abstract modules 
defined in 9.6.1. 

Any polarization A : B —> 5 defines an injective morphism of Zp[GK5s]-modules 
T = TP{B) ^ T*(l) = Tp(B) with finite cokernel. For each v \ p, the sub-Zp[G„]-
module T+ C T is mapped into T*(l) + , again with finite cokernel. In other words, 
the Weil pairing associated to A defines a skew-symmetric bilinear form 

V®QpV Q P ( i ) , 

which induces isomorphisms of QP[GK S -modules 

V —y V*(l) = Hom Q p (V ,Q p ) ( l ) 

resp., of QjJGJ-modules 

v ± 

V V 
( V ? T ( 1 ) = H o m Q p ( V ^ . Q P X I ) . 

The following results are well-known (cf. [Co-Gr, Gre5]); we record them for the 
sake of completeness. 
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9.6.7.3. Lemma 
(i) There are exact sequences 

0 STstr (K) SP(B/K) 
v\p 

ĈOIlt ( ̂ V , Tv ) torg ( 
C Z 

Hcont(Gv,T)/H^T(GViT) 

0 Sel(B/K,p°°) STstr 
v\p 

1m(Hl(Gv,A+) 
Hl(Gv,A))/dw® 

dsfs 
Hur(Gv,A). 

(ii) For each v e the groups H^ont{Gv,T)/Hlr(Gv,T) and HlT(GViA) are fi­
nite, of common order equal to pTamv(T,(p)) _ 

(iii) For each v | p, 
ĉont (Gv 5 Tv ) torg H0(Gv,A-)/div 

D(lm {Hl{Gv,At) H'iG^A))/div) çH°(Gv,A"(l)Z)/dW. 
(iv) The groups 

Sp(B/K)/Sp(K), ^tr(X)/Sel(B/X,p0°) 

are finite. 

Proof 
(i) For v I », 

=Im (Hl(Gv,A+) - ^HHGv,A))d.iv 
(cf. [Gre5, Prop. 2.2 and pp. 69-70] in the case dim(,B) = 1). Replacing B by B and 
applying Tate's local duality, we obtain 

LV(T) = Ker (HLnt(Gv,T) HLnt(GviTv )/tors) • 
Combining these expressions with (9.6.7.1), we obtain (i). 

(ii) The self-dual QP[G1;]-module V ^ V*(l) is known to satisfy the weight-
monodromy conjecture (see, e.g., [Ja2, §5, §7]), which implies that VGv — 0, hence 
H^Y(GVlV) = 0 (=> H^r(Gv,A) is finite). Applying the duality isomorphism 

D{Hlon,{Gv,T)/Hlm{Gv,T)) HUGv,A*(l)), 

the statement then follows from 7.6.9 and 7.6.10.11. 
(iii) The isomorphism in the first row is standard. By Tate's local duality, the 

L.H.S. of the second row is isomorphic to 

Im « l t ( G „ , f ( l ) ) Hcont(Gv,T*(l)v ))tors 
^ HCOTlt(Gv,T*(l)v )tors = H°(Gv,A*(l)Z)/div. 

(iv) This is a consequence of (i)-(iii). 
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9.6.7.4. For Koo/K as in 9.6.5, put 

Se\(B/Ka,p°°) lim 
a 

Se\(B/Ka,p°°) SpiB/K^) lim 
a 

SP(B/Ka); 

then 

(9.6.7.1) SelÇB/K^p00) S str 
A 

Se 
Ka, 

lim 
a 

QStv , Ka S^B/Koo). 

9,6.7.5. Proposition. — Assume that each v | p is ramified in K^jK. Then: 

(i) There exist exact sequences of A-modules of finite type 

0 lim 
Oi 

cstr Ka SpiB/K^) 

Se\(B/K 
r,,=o 

D H •1 
ur v 

GV,A*(1) >zp A 

Se\(B 
rv=o 

D(HUGV,A)) 'z„ A Se\(B/Ka,p°°) Se\(B/Ka,p°°)Se\(B 0 

(ii) Put 

c = max [Tam„(T,(p) v G S', v spfâs completely in K^jK 

Then 

pc ostr 
^ A Koo 'SeliB/K^p00) pc Se\(B/Ka,p°°) lim 

a 
Se\( Ka 0. 

In particular, i/Tam„(T, (p)) = 0 /or â / v € £ ' £/ia£ spte completely in K^jK, then 

Sel B/K^p00 c<str Koo SpiB/Koc) lim 
a 

Ka,p Ka 

Proof 

(i) Fix v | a finite sub-extension Ka/K of K^jK and a prime i;a | v of K a . 
Our assumption implies that, possibly after replacing Ka by a finite extension con­
tained in î oo, there exists a Zp-extension Ka = F C F\ C · · · C Foo = Un ^

 c 

î oo (Gal(Fn/F) Z/p n Z), which is totally ramified at va. As the G^-modules 
yl~,v4*(l)~ are unramified, the corestriction maps in the projective systems 

H0(GVN,A~) Se\(B H0 

Se\(B/Ka,p°°) 
n>1 

(where vn denotes the unique prime of Fn above va) are given by multiplication 
by p, hence the corresponding projective limits vanish. It follows that, if we apply 
Lemma 9.6.7.3(i), (hi) over each finite sub-extension Ka/K of K^jK and pass to 
the limit, the terms corresponding to v | p will disappear and we shall be left (using 
Tate's local duality) with the exact sequences 

0 lim 
a 

cstr Ka Sp{B/K00) 

Se\(B 

MV(A*(l) 

xEE 
MJA) DA(ST(Koo) D^SeHB/K^p00) 0. 
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Here we have used the notation 

MV(X) DA lim 
OL va\v 

H 1 
ur 

GVfx, X 

for each v G ? and any p-primary torsion discrete Gv-module X. Fix v G Tf; as v is 
unramified in K^jK^ we have either I \ ^ Z p , or Tv = 0. 

If Tv ^ Z p , then the tower of local fields (Ka)Va exhausts the maximal pro-p-
unramified extension of any fixed (Kao)v ] this implies that MV{X) = 0 (for any X 
as above). 

If Tv = 0, then v splits completely in K^jK, hence 

MV(X) D{Hl

nr{GVa,X) Zp A. 

The statement (i) is proved. 
(ii) This follows from (i), as the groups H^r(Gv, X) (X = A,A*(1)) have common 

order, equal to p ^ ( T , ( P ) ) ( F O R E A C H V E N 

9.6.7.6. Lemma 
(i) If v G TQ, then H°(GV, V~) — 0 and the group H°(GVl A~) is finite. 
(ii) If v G Tt, let Tv be the torus over Kv associated to B and denote by t(v) 

(0 ̂  t(v) ^ dim(B)) the dimension of the maximal Kv-split subtorus of Tv. Then 

H°(GV,V-) Q *(v) 
V 

H°(GV,AV ) (Qp/Zp) t(v) 

(iii) We have 

rkz pff}(T) corkZpSel(B/K,p°°) 
Se\(B/ 

t(v) 

Proof 
(i) All eigenvalues of fv acting on V~ have absolute values (Nv)~~1/2, hence there 

are no /^-invariants. 
(ii) This follows from the fact that T~ is isomorphic, as an Gv//v-module, to 

X*(TV) 0z Zp, where X*(%) is the cocharacter group of the torus Tv. Finally, (iii) 
follows from (i)-(ii) and the exact sequence from Lemma 9.6.3 (as VGK =0) . • 

9.6.7.7. Corollary. — If dim(B) = 17 i.e., if B = E is an elliptic curve, then 

rkZ p Jff)(T) 
co rkz^e l^ / i ^p 0 0 ) v e E t 

E has split multiplicative reduction at v 

9.6.7.8. Proposition. — For K^jK as in 9.6.5, 

corkA Ka,p Koo corkA Se^B/K^p00) 
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Proof. — In view of the proof of Proposition 9.6.7.5 (i), it is enough to show that, for 
each prime v | p which is unramified in K^jK, the A-module 

Nv lim 
a,cor Se\(B 

H° Se\(B/Ka,p°°) div Koo Ka Ka : K OC 

satisfies rkA(Nv) = 0. If Tv = 0, then Nv = A ® Z p (H°(GV, A*(l)")/div) is killed 
by some power of p. If Tv ^ 0, then Tv ^ Zp and Nv is a Zp[r/rv]-module of finite 
type, hence vk\(Nv) = 0. 

9.7. Duality and perfectness 

The notation from 9.6.1 is in force. 

9.7.1. For each intermediate field K C L C K^, put TL = Gal^oo/L), T L = 
Gal(L/lf ) = T/r L , A^ = OpY] . Greenberg's local conditions associated to the data 
from 9.6.1 define "Selmer complexes" 

BTf(Ks/L,Y)eDh

coft(ALMod), RTLlw(L/K,Z)eDbJALMod) 
(Y = A,A*(1); Z = T,T*(1)), 

which do not, in fact, depend on S (by Proposition 7.8.8), and whose cohomology 
groups Hj(Ks/L,Y) (resp., Hj lw(L/K, Z)) are equal, respectively, to the inductive 
(resp., projective) limit of Hj(L', Y) (resp., of Hj(L', Z)), where L'/K runs through 
all finite subextensions of L/K (by Proposition 8.8.6). 

We also put 

RTfJw(L/K,V) :Rff,Iv(L/K,T) Ai AL Q e D^A^qMod) 

(and similarly for V*(l)). These Selmer complexes have the following properties. 

9.7.2, Proposition 
(i) There is an isomorphism 

DAL BTf,iw(L/K,T)) KTf(Ks/L,A*(l)) [3] 

(h) BTfilw{L/K, Z) G # H ( A L M o d ) (Z = T,T*(1)J. 
(hi) If [L:K]= oo, then H°flJL/K, Z) = 0 (Z = T, T*(l)). 
(iv) If H°f{K,A*{\)) = 0, then H°f(Ks/L,A*(l)) = 0 and RT / j I w (L / t f , r ) e 

^ B ( A . M o d ) . 
(v) IfH°f{Ks/L,A*(l)) is finite, then RT / ) I w (L/tf , V) € D[^j ( A i 0 Q M o d ) . 

Proof 

(i) See 8.9.6.1. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2006 



294 CHAPTER 9. CLASSICAL IWASAWA THEORY 

(ii) By definition, ~RTfjw(L/K, Z) is represented by the complex 

Cone Xi X2 X'2 X3 -1 

where 

Xi C'cont{GKS,&rL(Z)), X2 

v\p 

C'cont(Gv,^rL(Z+)) 

X'2 
Se\(B 

C'cont{Gv/Iv^rL(Z^) X3 

vesf 

C'cont(Gv^rL(Z) 

As each (9-module Z, Z+,ZIV is free, the corresponding A^-modules ^TL(Z)1 

<jPyL{Z+), ^rL(Z
IV) are also free. Applying Proposition 4.2.9, we obtain that 

Se\(B/Ka,p°°) D [0,2] 
parf 

ALMod X'2£D [0,1] 
parf 

ALMod 

(as cdp(GK,s) — cdp(Gv) — 2, cdp(Gv/Iv) = 1), which proves the claim. 
(hi) This follows from the fact that the projective limit of the groups H^(LF, Z) C 

H°(LF, Z) vanishes, by Proposition 8.3.5 (iii) (cf. the proof of Lemma 9.1.5 (i)). 
(iv) It follows from Proposition 8.10.14 that H^(Ks/L, A*(l)) = 0, which in turns 

implies the vanishing of 

Se\(B/K L/K,T D H°f(Ks/L,A*(l))' L 0. 

As noted in 4.2.8, this is sufficient to prove the claim. The same argument proves (v), 
as 

Hl.JL/K, V) D(H%KS/L,A*{\)) L Q 0 

in this case. 

9.7.3. Proposition. — Let K c L' C L c Koq be arbitrary intermediate fields. Then: 

(i) There is a canonical isomorphism in D b 
ft 

AL/Mod; 

BTf^L/K, Z) 
L 

AL 
AL RT/TW 

L'IK, Z Z = T,T*(1) 

(ii) There are natural pairings in D b 
f ALMod 

BTfiIw(L/K,T) 
L 

Ai Rr / J w (L / iv ,T*( l ) l Aif-31 

compatible with the isomorphisms from (i). Denote by 

aT 
RT/T W L/K,T D AL 

KTf,lw(L/K,T*(i)) p -3 

the corresponding adjoint map, 
(iii) The map 

av 
aT 

Q:HTf,lvi(L/K,V) ^ A l 0 Q ( rT / J w (L /^*(1 ) ) 1 i> -3 

is an isomorphism in D h 
ft' AL®QM o d 
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(iv) The following conditions are equivalent: 

otT is an isomorphism in D b 
ft A^Mod 

Mv G £ ' Tamv T ZD Tam.(T*(l),(tz7)) 0. 

Proof 

(i) Applying Proposition 8.10.10 to Koo = L, V', we obtain canonical isomorphisms 

RT/TW L/K, Z 
L 

Ar AL/ Rr/,iw Se\(B/Ka,p L 
AA l 

L 
ATAl' 

Se\(B/Ka,p°°Se\() L 
AAZ/ RFfM(L

f/K, Z) 

(ii) These are the duality pairings (8.9.6.3.1) (cf. Proposition 8.10.10). 
(iii) This is a special case of Theorem 8.9.11. 
(iv) Proposition 8.9.7.6(iv), (v) and Theorem 8.9.12 apply to the extension L/K. 

In particular, 

cït is an isomorphism in D
b

ft(ALMod) Nv e £') E r r „ ( ^ A i ) ^ r i ( T ) ) 0 

Nv e E') Err„(0,T) 0 Nv e E') Tam„(T, (ce)) 0 

9.7.4. Proposition 

(i) IfHj(Ks/L,A) is finite, thenRrLlw(L/K,V)eDl^}(AL0QMod). 

(ii) If H°f(Ks/L:Y) (Y = A, A*(1)) are /zrwie, ifcera KTf,ïw(L/K, Z) G 

^ ( A ^ q M o d ) fZ = T/V*(l)j. 

Proof 

(i) According to Proposition 9.7.2(v) (applied to A and 1/*(1)), we have 
R f / J w ( L / i r , y * ( l ) ) G ^°a r 1(A^ Q Mod) . Applying 0 A l [ - 3 ] and using the du­
ality isomorphism of Proposition 9.7.3(iii), we obtain the claim. 

The statement (ii) follows from (i) and Proposition 9.7.2(v). 

9.7.5. Proposition. — Assume that (W G £') Tam„(T, (zu)) = 0. Then: 

(i) IfHJ(K,A) = 0, thenH°f(Ks/L,A) = 0 andRTfM(L/K,T) G I ^ J ( À L Mod). 

(ii) IfHj(K, Y) = 00 (Y = A, A*(l)), then H°f(Ks/L, Y) = 0 and RT f,iw(L/K, Z) G 

^par1(A,Mod) (z = r , r*( i) ; . 

Proof. — The proof of 9.7.4 applies, using Proposition 9.7.2 (iv) and 9.7.3 (iv) instead 
of 9.7.2 (v) and 9.7.3 (iii). • 

9.7.6. Proposition (Self-dual case). — Assume that there exists an isomorphism of 
F[GK,s\-m°dules j : V V*(l) which is skew-symmetric (i.e., J*(1) = —j) and 
satisfies j(V+) = V*(l)+ (v G T>). Then: 
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(i) j induces an isomorphism in D b 
ft AL QMod 

j*:BTf^(L/K,V) Rf/ , i w 
L/K, V*(l) 

(ii) The induced pairing 

U:HTfM(L/K, V) 
L 

AL 

KTfM(L/K, V) i 

idOj RT f,UL/K, V) 
L 

Ai R r f , I w ( L / X , y * ( l ) b AL -3 

is skew-Hermitian, i.e.; satisfies l / o s 1 2 = - ^ o U , m £/ie notation of Corollary 6.6.7. 
(iii) IfH°(Ks/L,A) is finite, then BTfiIw(L/K, V) G D[^\ ( A L 0 Q M o d ) . 

(iv) IfH°f(Ks/L,A) is finite and corkA L (H}(KS/L, A)) =0, then 

(Vz ^ 2) #} , I w (L / iv ,y) 0, 

£/ie AL ® Q-module 

Hllv(L/K,V) D AL \H)(KS/L,A) y Q 

25 torsion and HTfjw(L/K,V) can be represented by a complex 

Cone M u M - 2 

where M is a free AL <S> Q-module of finite type and u an injective endomorphism 
ofM. 

Proof. — The statement (i) is trivial and (ii) follows from Corollary 6.6.7 (which 
applies thanks to 7.7.2). 

(iii) As A*(l) (resp., A*(l) + , v G H) differs from A (resp., from A+) by a finite 
group, Hj(Ks/L,A*(l)) is also finite, hence (iii) follows from Proposition 9.7.4(h). 

(iv) By (iii), the AL ® Q-modules of finite type Hl := Iw(L/K,V) vanish for 
i / 1, 2, and H1 is torsion-free. On the other hand, the duality isomorphisms 9.7.2 (i) 
and 9.7.3 (iii) imply that 

rkA l q ( ^ ) rkAl#. q(# 2 ) corkAjL 
H}(KS/L,A) 0 

hence H1 = 0 vanishes and H2 is a torsion AL 0 Q-module. It follows that 
R-Fj\iw(L/if, V) c a n be represented by a complex [ P 1 — ^ P 2 ] (in degrees 1,2), 
where P \ P 2 are projective (hence free) AL 0 Q-modules of the same rank (hence 
isomorphic to each other) and Ker(^) = 0. • 

9.7.7. Proposition (Integral self-dual case). — In the situation of 9.7.6, assume that 
j(T) = T*(l) (hence j(T+) = T*(l) + for all veV). Then: 

(i) j induces an isomorphism in D b 
ft A L Mod 

Se\(B/Ka,p°°) L/K,T Rr/,iw L/K,T*(1) 
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(ii) The induced pairing 

U : RX/jw L/K,T L 
Al BTfM(L/K,TY 

ID(g)J* KTfM(L/K,T) 
L 

Al 
BTfìlw(L/K,T*(l))L 

AL -3 

is skew-Hermitian. 
'iii IfH%K,A) 0 and (Vv G E') Tarn,(T, (cu)) 0, *Aen Rr / }i w(L/i<:,r) G 

D 1,2 
parf 

Ar, Mod 

(iv) If, under the assumptions of (iii), corkAL 
H}(Ks/L,A) 0, then 

Ni # 2 /Ka,p°°) (B/Ka,p o, 
£/ze Ar,-module 

H2

FM(L/K,T) DAL{H}(KS/L,A) L 

is torsion and 'RTfiw(L/K,T) can be represented by a complex 

Cone [M u M -2 

where M is a free K^-module of finite type and u an infective endomorphism of M. 

Proof. — The proof of Proposition 9.7.6 applies, using 9.7.5 instead of 9.7.4. 

9.7.8. More general local conditions. — In Sect. 9.6 and 9.7.1-9.7.7, we con­
sidered only Greenberg's local conditions for E = {v \ p}. It is often useful to 
consider Greenberg's local conditions associated to an arbitrary intermediate set 
{v I p} C E C Sf: define, for each v G := E - {v | p}, 

VX T, V, A Xy O, Xv Xv 

VX T*(l),y*(l),^*(l) Xv Xv Xv 0. 

We incorporate E into the notation by writing 

R r / i E ( L , X ) , BTf,v(Ks/L,Y).. Se\(B/Ka,p°°Se\(B) 

for the Selmer complexes associated to such local conditions (and we drop E from the 
notation if E = {v I p}). 

9.7.9. Proposition. — Assume that, for each finite extension K' of K contained in 
Kqq, each v G E^p^ and each prime v' \v of K', we have 

* H0 

GV,,V 0 Gv> Gal(Kv/K'v>) 

Then, for each intermediate field K C L c . 

a: If L : K oc. then the canonical maps 

R I W L , ! / ) RTf(L,V), 

KTf(L,V*(l)) TLTfX(L,V*(l) 

are isomorphisms in D ,6 
ft FMod 
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(") Ifpe Spec(AL <8> Q) is contained in the augmentation ideal of Al 0 Q, then 
the canonical maps 

R T / j I w , s (£//<:, V)f R r / i I w ( L / ^ , y ) p . 

R r / J w ( L / K , K*(l))p R r / J w , E ( L / / f , r ( l ) ) f 

are isomorphisms in D ft Al qMoc! 
(iii) For each j E Z ana7 eac/z minimal prime ideal q E Spec(Az,); ran/cs 

r k(A^h if J 
/,Iw,S 

L(B/Ka 

q 
r k (A^k II 3-7 

/,Iw,E 
L/K,T*(1))L 

q 
r k (AL), ^A L 

m E ( K 5 / L , A ) 
q 

r k (AL^ ^A L 
H 3-J 

fE 
K 5/L,A*(1) u 

q 

do no^ depend on E (Wzd vanish for j ^ 1, 2J. 

Proof 

(i) There are exact triangles in D 6 
ft FMod 

R r / | E ( L , y ) RT/(L,V) 
Se\(B/ w\v 

Hrur(Gw,V) 

RT/(L, V*(l) RT / i E (L,V*( l ) 

Se\(B/K 

D F 

x/v 

R T u r ( G w , V ) 
6 

- 2 

where G w = G a l ^ / Z ^ ) and HTUT(GW,V) = HTcont(Gw/Iw, V1-). As 
dimif^r(Gu;, V) = dimH°(GWl V), the assumption (*) for K' = L implies that 
BTUT(GW,V) ^ 0 . 

(ii) There are exact triangles in D l ft AL®QMod 

BTfilWtv(L/K,V) KTfM(L/K,V) 

Se\(B/K 

HTur(Gv^r(V) 

BTf<lv(L/K,V*{1) RT / i I w , s (L /K , V*(l) 

Se\(B/ 

Se\(B/Ka 
R r u r G „ , ^ r ( V ) i - 2 

Write T L = Gal(L/K) as a product TL = r L ] 0 x A L , where |A L | < oc and r L 7o ^ Z£. 
Applying (the proof of) Proposition 8.9.7.7(h) with R = (9, T 0 = r L,o, A = A L , 
Wv = T and all minimal prime ideals qo E Spec(AL), and using the assumption (*) 
with K' = L r L 0 , we obtain 

Vv E E(p) R r u r ( G . , ^ r ( n ) y 0. 

(iii) This follows from (ii), 8.9.6.1 and (8.9.6.4.2). 
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9.7.10. Let B be an abelian variety denned over K, which has good reduction outside 
5/, and such that {v \ p} = EG U Tt in the notation of 9.6.7.2. The assumption of 
Proposition 9.7.9 are then satisfied for T = TP(B) {V = VP(B) ^ V*(l)), since Vv 

satisfies the monodromy-weight conjecture for each v \ p (as remarked in the proof of 
Lemma 9.6.7.3(h)). 

9.7.11. In the situation 9.7.7(iv), it was proved in [M-R2, Prop. 6.5] that the duality 
isomorphism OLT can be represented by a skew-Hermitian pairing on the module M, 
provided that p ̂  2 and M is "minimal" in a suitable sense. 
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GENERALIZED CASSELS-TATE PAIRINGS 

Let K and S be as in 5.1. In this chapter we reformulate the duality results 
from Chapters 6 and 8 in terms of generalized Cassels-Tate pairings. The general 
mechanism is very simple: in the situation of 6.2.5(B) with n — 0, the discussion 
in 6.3.5 gives homomorphisms (under suitable finiteness assumptions on the local 
conditions) 

H i f Xi fi-tors Ext 1 
R H j f X2 wR 

i+j 4; 
with controlled^1) kernels and cokernels. Observing that, for every i?-module M of 
finite type, the group Ext^(M, UJR) is very close^ to HornR(Motors, H°(UJR) ®R 
(Prac(i?)/i?)), we obtain bilinear forms 

Hi

f Xi Ä-tors R H 7 / X2. i?-tors 
H°(uR) R Frac(i?)/i? i + 7 4 

in (#Mod)/(pseudo-null) (sometimes even in (^Mod)) with controlled kernels. These 
pairings - at least for i = j — 2 - are natural generalizations of the Cassels-Tate 
(and Flach [Fll]) pairings in our context. In the self-dual case, we obtain skew-
symmetric (or skew-Hermitian) pairings, from which we deduce various parity results 
(Sect. 10.6-10.7). 

10.1. A topological analogue 

10.1.1. Assume that X is a connected compact oriented topological manifold of 
dimension D. The cohomology groups Hl(X, Z) are finitely generated abelian groups; 
the exact sequences 

0 HHX,z) Z/nZ H\X,Z/nZ) iT + 1 (X,Z)[n] 0 

give, in the limit, 
(10.1.1.1) 0 HUX,Z) Q/z H\X,Q/z) H^(x,z)tors 0 

(I) At least if R has no embedded primes 
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and 

HHX,Z) lim 
n 

Hl(X,Z/nZ) H\X,Z) z 

For ra|n, Poincaré duality and the orientation HD(X, A) ^ A give perfect pairings 

F ( I , Z / m Z ) HD-UX,Z/mZ) Z/mZ 

HHX.Z/nZ) HD-l{X,Z/nZ) Z/nZ, 

which induce in the limit Pontrjagin duality 

HHX,QIZ) HD-1(X,z) Q/Z. 

The orthogonal complement of the maximal divisible subgroup 

ff*(X,Q/Z)div HHX,z) Q/Z Se\(B/Ka,p°°) 

is the torsion subgroup 

HD-\x,z)z_tors HD^(X,Z)z_tOTS. 

As a consequence, we obtain perfect pairings of finite abelian groups 

Se\(B/Ka 

Hi+1(X,Z)toia 
Se\(B/Ka,p°°) Q/Z. 

More precisely, Poincaré duality identifies (10.1.1.1) with the Pontrjagin dual of 

0 HD-\X,Z)/tois Z HD~l(X,Z) Se\(B/Ka,p°°) 0. 

10.1.2. The pairing (a, b)i+l D_t can be described in terms of cocycles as follows. 
Represent a (resp., b) by a (singular) cocycle a G Z* + 1 (X, Z) (resp., (3 G Z D ~*(X, Z)). 
There exist n ^ 1 and af G Cl(X, Z) (resp., /?' G C D - 2 _ 1 ( X , Z)) such that na = da', 
n/3 = d/3'. Then 

a'U/3, ß'UaeCD [X,Z 

d{a' U /?) n(aU/?),Se\(B/Ka,p°°) U a) ra(/3Ua) G CD{X,nZ) 

This means that 

1 

n 
a U /3 modC D (X,Z) 1 

71 
Se\(B/Ka modC D (X,Z) 

are elements of ZD X 
n 

z/z their cohomology classes in 

HD X 
1 

n 
Z/Z 

1 
71 

Z/Z c Q/Z 

are equal to (a, ò ) i + 1 D _ i and (b,a)D_l 2 + 1 , respectively. 
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10.1.3. As 

D ( / ? W ) N(ÔUA') • ( - l J ^ - ' - ' N ^ ' U A ) (_l)<(0-i) N( A 'U/?) - ( - l ) D - I - 1 N ( / 3 ' U A ) 

is a coboundary in CD(X, Z), we have 

Se\(B/Ka,p° (a>b)i+l,D-i Se\(B/Ka,p° M D - m + i 0, 

hence 

10.1.3.1 <,M>£>-M+1 
(_l)(D-i)(i+l) Se\(B/Ka,p°°) (-l) D {* + 1 ){a,b) i + h D_, i + h D_, 

In particular, if D = 2n — 1, then the pairing 

N,N 
Se\(B/Ka,p°°) ff"(^z)tors 

Q/Z 

satisfies 

(6> û>„,n (-l)n<û-&>n,n-

10.1.4. The pairings ( , ) i - can be described in a more abstract way in terms of a 
composition of two cup products in the derived category. 

For every complex A* of abelian groups put 

RIMA0) A* z Z — incl Q H! {A9) Se\(B/Ka,p°°) 

where the complex [Z —• Q] is in degrees 0,1. This defines an exact functor 

RTi ZT(zMod) £>*(zMod) * Se\(B/Ka,p 

The cohomology sequence associated to the exact sequence of complexes 

0 A* ® Q -1 Rr,(A #) A* 0 

gives 

0 Hl~l(A*) Q/z HÎ(A-) Se\(B/Ka 0. 

For A, B G D (zMod), the same construction as in 2.10.7-2.10.8 defines a canonical 
product 

Se\(B/Ka 
L zRT\(B) RT, A L 

zB 

The induced cup products 

Hi (A) z Hi{B) (B/Ka,p A 
L 

zB 

factor through 

Hl(A)tors Z W(B)toTa S°°A A 
L zB 
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10.1.5. Applying this construction to A = B = RT(X, Z) and the truncated cup 
product 

RT(X, Z) L 
z R r ( X , Z) T^D Rr(X, Z) Z[-£>] 

we obtain products 

(10.1.5.1) Rr,(Rr(A,Z)) L 
z Rr , (Rr (A ,Z) Rr,(Z[-L>] Q / Z [ - D - l ] 

and 
U i + 1 , D - i : ^ + 1 ( X , Z ) t o r s z ^ - ' ( X , Z ) t o r s ff,D+1(ZhD]) Q/Z 

Alternatively, there are canonical isomorphisms in D(zMod) 

Rr.(Rr(X,Z)) Rr(X, [Z —> Q]) Rr (X,Q/Z[ - l l ) 

and the product (10.1.5.1) is induced by 

Q/Z [ - l ] L 
zQ/Z[ - l ] Q/Z[- l ] 

and 

RT(X,Q/Z[-1]) L 
z R r ( X , Q / Z [ - l ] ) T > D + i R r ( X , Q / Z [ - l ] ) Q/Z[-£>-l ] . 

10.1.6. Lemma. — The pairings 

j I+L,D-I' ^i+l,D-i ^ + 1 № z ) t o r s Se\(B/Ka,p°°Se\(B/) Q/Z 

/rora i0.i.£ (Vesp., 10.1.5) are related by U = ( - 1 ) D - 1 ( , ) 

Proof. — In the notation of 10.1.2, 

a a i + ( - i ) * + V 1 

n 
B Se\(B/Ka,p°°Se\(B) 1 

n 
are cocycles of degrees z + l (resp., D — i) in Rr!(C #(X, Z)) lifting a (resp., /?). Using 
the notation from Lemma 2.10.7 (i), the cup product a U^ +I 5D-I b is represented by 

V O S23 a <8> /? v Se\(B/Ka,p°°) ( - 1 ^ - ^ 0 ^ ( 8 ) 1 ( 8 ) S e \ ( B 
1 

7i 
( - l ) D + V(8>/3 0 

1 

N 
Se\(B/Ka,p°°Se\(B) 

1 

N 

1 

n 

(aU/3)®l + ( - l ) ^ ( « U / ] > 
1 

n 
As G Z D + 1 ( A , Z ) dCD(X, Z), it follows that a U, + i D-i b is represented by 

( _ 1 } D - i 1 
N 

(a U /?') (modC D (X,Z)). 

hence 

Se\(B/Ka,p°° ( _ i r ( _ 1 ) ( t + i p - i ) ( M ) S e \ ( B / K a , p ° ° ) S e \ ( B 

( _ 1 ) D _ î ( _ 1 ) ( l + 1 ) ( D ^ 1 ) ( _ _ 1 ) ( i + 1 ) ( D _ î ) ( a i ft) ^ 

Se\(B/Ka,p°°Se\(B/Ka,p°°)) 
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10.2. Abstract Cassels-Tate pairings 

In this section we construct generalized Cassels-Tate pairings, mimicking the dis­
cussion in 10.1.4. Throughout 10.2, we assume that R has no embedded primes 
(<=^ R satisfies (Si)). 

10.2.1. Assume that J = ouR[n] for some n G Z (hence Dj =@n). Let X\,X2 be 
bounded complexes of admissible R[GK,S]-modules with cohomology of finite type 
over R, and 

TT : X1 R X2 J(l) 

a morphism of complexes of R[GK,S]-modules. Finally, assume that we are given 
orthogonal local conditions 

A(X1) 7T,HS 
A(X2) 

such that the complexes Ut(Xi) (i = 1, 2) have cohomology of finite type over R. 

10.2.2. Under the assumptions of 10.2.1, the Selmer complexes C*(Xi) — 
C'(GK,S, X%\ A(Xi)) (i = 1,2) also have cohomology of finite type over R. Re­
call from 6.3.1 the cup products 

Se\(B/Ka, Cf(Xi) )R Cf(X2) J[-3] u*R[n-3] r e R 

and their adjoints 

Se\(B/ ad^U^/J Cf(Xi) >Hom^(C7;(X 2),^[n-3]) 

The construction from 2.10.14 applied to U^r^ defines cup products (independent 
ofreR) 

Se\(B/Ka H}(Xi) R-tors 
RH}(X2) .R-tors 

H°(cüR) (Fra,c( R)/R) Se= 4 — n 

in (^Mod)/(pseudo-null) (or even in (#Mod), if R is Cohen-Macaulay). Furthermore, 
we obtain from 2.10.15-2.10.17 isomorphisms in (^Mod)/(pseudo-null) 

KomR{Hj

f{X2) 
R-tors 

Se\(B/Ka,p >R (Frac(fi)/Ä) Ext 1 
•R 'H}(X2),UR 

Hi 

Dj[-3} RTf(X2) vR-tors i + j 4 - n 

the composition of which with 

adj(U7 r,/ l s,2 j) H)(Xi) R-tors 
Honifi Se\(B/Ka,p 

R-tors 
Se\(B/Ka, R (Frac(i?)/#) i + j 4 - n 

coincides, up to a sign, with the restriction of the map 

FYIR,R,HS H}(Xi) Hi 

PJ[-3] RTf(X2) 
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10.23. Theorem. — Under the assumptions of 10.2.1, let i + j = 4 — n and Err = 
Err(A(Xi), A(X2)5

 7r)- Assume that n is a perfect duality in the sense of 6.2.6. Then, 
in the category (#Mod)/(pseudo-null), 

(i) Ker(adj(U7rj/ls>i,j)) is isomorphic to a subquotient of H'l~1(Err). 
(ii) //H l~ l (Err) is R-torsion, then Coker(adj(U7r)/ls^,j)) (resp., Ker(adj(U7r)/ls^5j))y) 

is isomorphic to a subobject (resp., a quotient) of Hl (Err) (resp., of Hl~1(Err)). 

In particular, if Hl~l(Err) iT(Err) f in (#Mod) / (pseudo-null) then 
adj(U7 r j/ l S jij) is an isomorphism (again in (#Mod)/(pseudo-null)). 

Proof. — This follows from Proposition 2.10.17 applied to Un r h and Theorem 6.3.4. 

10.2.4. Proposition. — Assume that, in addition to 10.2.1, the local conditions A(Xi) 
(i = 1,2) admit transposition data 6.5.3.1-6.5.3.5. Then the cup products associated 
to 7T and 7T O 5i2 X2 R Xl Xi R X2 J(l) are related by 

x Se\(B/Ka,p {-ir y 7TOsi2 ,h's ,j,i % i+j 4 - n 

Proof. — This follows from Corollary 6.5.5 and (2.10.14.1). 

10.2.5. Proposition (Self-dual case). — Assume that, in 10.2.1, Xi = X, A(Xi) = 
A(X) (i = 1, 2), IT' := 7T o s 12 = c • TV with c = ±1 and A(X) admit transposition 
operators as in Proposition 6.6.2. Then 

x ^7T,hs,i,j H c(-l)ijy 7T,hs % 'i + j 4 - n 

In particular, ifn = Q, then the bilinear form 

Se\(B/Ka, HJ(X) 
fi-tors 

Se\(B/ 
jR-tors 

H°(LUR) ) R (FVac(Ä)/Ä) 

is symmetric (resp., skew-symmetric) if c + 1 resp., c -1 

Proof. — Combine Proposition 6.6.2 and Proposition 10.2.4. 

10.2.6. In the case n = 0, the formula 

y Se\(B/K X c(-l)lx Se\(B/Ka,p i+j = 4 

in Proposition 10.2.5 should be compared to (10.1.3.1) for D = 3: 

(bia)j,i (-1)* <a,6>ifi 2 + 7 = 4 

The extra factor c comes from the fact that X is identified with its dual Dj(X)(l) = 
@(X)(1) by using the bilinear form TT of parity c. 
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10.2.7. Hermitian case 
10.2.7.1. Assume that R is equipped with an involution L : R —> i?, and that 
v : JL —• J is as in 6.6.4; denote by 

v* H°(u>Ry H°(LUR) 

the map induced by v\—n] JL[-n] S\(B/Ka, J[-n]. 
Assume that we are in the situation of 6.6.5, i.e., 

Xi,A(X1) X,A(X) X 2 , A ( X 2 ) X\ A(X)L A(X) 7T,hS 

A(X)L 

and 
7T O Si2 C · (y O 7TL) c = ±1. 

It is sometimes more convenient to view the cup products from 10.2.2 

Se\(B H){X) 
.R-tors 

>RH}(X)L 

.R-tors 
S(B/Ka,p°° 

R(Frac(R)/R) i+j 4-n 

as Hermitian pairings 

, Se\(Bhk H)(X) .R-tors 
Ka,p°° 

R-tors 
H\UJR) R(Fmc{R)/R) i+j 4-n 

satisfying 
ax,f3y Se\(B/ Se\(B/Ka,p°°) 

7T,hs 
a,(3 e R 

10.2.7.2. Proposition. — Assume that X is as in 10.2.7.1 and admits transposition 
operators as in Proposition 6.6.6. Then 

fay) Se\(B/ c(-l) i j Se 0 I y,x 7r,hs i+j 4 - n 

In particular, if n = 0, then the Hermitian form 

1 i 7T,hs,2,2 H 2 
f X 

.R-tors 
H 2 

f X 
R-tors 

H0/Ka,p°°) 
R (Frac(R)/R) 

satisfies 

ax, (3y QLL((3) (x,y) (x, y) c V* 0 i y, x a,0 e R 

Proof. — Combine Proposition 6.6.6 and (2.10.14.1). 

10.2.8. Duality of error terms. — For v \ p, let X, Y be bounded complexes 
of admissible R[GV]-modules with cohomology of finite type over R and 7R : X ®R  

Y —> wR(l) = a^oouR(l) a morphism of complexes of R[GV]-modules. Assume that 
p G Spec(i?) satisfies dim(i?p) = depth(i?p) = 1 and TTp : Xp 0#p Yp —» (uuR)p(l) is a 
perfect duality over Rp. By Corollary 7.6.8 (i), there are isomorphisms in DJR Mod) 

Env A 1 
2 X Se\(Bpc 7T P H 0 

P 
TTI 

2 7 cont 
IVl X p 

fv-i H -O 
P 

H 1 
cont IV,X p 

Err„ A™(Y) A^(X) 7T O s io lp H 0 
P 

/7 1 
17cont 

Iv, Y 
'p 

fv -1 H 0 
P 

TTI 
n cont 

Iv, Y 'P 
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where the complexes on the R.H.S. are in degrees 1, 2. The duality theory for Iv 

described in 7.5.8 comes from the cup product 

10.2.8.1 ucont IV,X R C'ont(Iv,Y) C'cont(IV,U;'R(l)) 

T II 1 Ccont Se\(B/Pv Qis WR -1 

Localizing (10.2.8.1) at p, the construction in 2.10.7-2.10.9 gives rise to products 

Uij H rO 
p 

TTl 
cont 

Jvi X ra RP H rO P H .7 
cont 

Iv, Y P H •1 
P WR P IRP 

i+j 2 
which induce /^-equivariant isomorphisms of Rp-modules of finite length 

10.2.8.2 H o 
P 

TTl 
-°cont 

'IViX P DR» H o 
T 

Se\(B/Ka,p°°) i+j 2 
by a localized version of the duality (7.5.8.2) and Proposition 2.10.12. Using the 
/u-equivariance of (10.2.8.2) for i = j = 1, we obtain isomorphisms 

10.2.8.3; Hq Errv A»J(X) A - ( Y ) 7T P 
DRB 

H3-q(ErTv A - ( Y ) A - ( A ) 7T O S12 'P 9 = 1,2 

Comparing the lengths (over Rp) of the both sides in (10.2.8.3), we obtain 

Tam.(X,p) Tamv(F,p). 

10.3. Greenberg's local conditions 

In this section we investigate the abstract pairings from Sect. 10.2 in the context 
of Greenberg's local conditions (including Iwasawa theory). Throughout 10.3, we 
assume that R has no embedded primes. 

10.3.1. Everything in 10.2 works under the assumptions of 7.8.2: let J = uoR = 
cr̂ o J·> X\ — X, X2 — Y and 7T : X ®R Y —» J(l) be as in 6.7.5(B) (in particular, all 
complexes X, V, Xy, Y^~ are bounded) and X^ +n Y^ for all v G E. Under these 
assumptions, the local conditions A(Z) (Z = X,Y) defined in 7.8.2 satisfy 

A(X) •7T,0 A(Y) 

and admit transposition operators satisfying 6.5.3.1- 6.5.3.5, by 7.8.3. 
If 7r is a perfect duality, then the cohomology of the error terms Eivv(A^r(X), 

A^r(Y),7r) for v G E' are given in (^Mod)/(pseudo-null) by 7.8.4.5. In particular, 

Se\(B 
Hi ETTV(Av(X) Av(Y),ir 0 Vi + 1,2 

in (/^Mod)/(pseudo-null). 
If 7T is a perfect duality, then the error terms Err v(A v(X), AV(Y), n) for 

v G E are given by Proposition 6.7.6(iv). In particular, if Xj~ ++tt Yv, then 
Err v(A v(X), Av(y),7r) -> 0 in ^ U M o d ) . 
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10.3.2. Specializing the results of 10.2.2-10.2.4, the cup products 

]TT,r,0 C}(X) R C}(Y) J[-3] Se\(B/K r e R 

give rise to pairings 

Ka,p°°) H}(X) 
ft-tors p Hj(Y) 

R-tors 
Se\(BR) R Frsic(R)/R i+j 4 

in (^Mod)/(pseudo-null) (or even in (^Mod), if R is Cohen-Macaulay), satisfying 

10.3.2.1 x Se\(B/Ka,p (-if3 y 7TOS12 ,0,J,Z % 1 + j 4 
The kernels and cokernels of the adjoint maps 

adj 7T,0,i,jf WAX) 
R-tors 

Honifl Hj(Y) 
i?-tors 

H0 

WR 
R Frac(R)/R) i + j 4 

are as in Theorem 10.2.3. 
If K'/K is a finite Galois subextension of Ks/K in which all primes v G E' are 

unramified, then 

10.3.2.2 V# G G^UK'/K) Adf(g)(x) 7T,0,î,jf Ad/( 5)(y) x Se\(B/Ka,p° 
by Proposition 8.8.9. 

In the self-dual case, i.e., if Y = X, Y^~ = Xy (v G E) and 7r o s 1 2 = c · TT 
with c = ±1, then Proposition 10.2.5 implies that 1^0,2,2 is symmetric (resp., skew-
symmetric) if c = +1 (resp., c = —1). 

10.3.3. Iwasawa theory 
10.3.3.1. Let Koo/K be as in 8.8.1, with T = G^K^/K) = T 0 xA, where r 0 ^ Zr

p 

(r ^ 1) and A is a finite abelian group. We assume that the condition (U) from 8.8.1 is 
satisfied, i.e., each prime v G E ; is unramified in K^jK (this is automatic if T = To). 
The ring R = i?[rj is equipped with the canonical ^-linear involution 1 : R —>· 
induced by 7 ^ 7 - 1 (7 G T). As # = i?0[A] with R0 = #[r 0J ^ flpfi,..., X r ] , it 
follows from Lemma 2.10.13.3 (iii) that Frac(i?) = Frac(fl0)[A]. 

As in 8.4.6.2, we fix, for each S = R, R, a complex cu's = a^uom

s of injective 5-
modules representing ids- There exists a quasi-isomorphism (unique up to homotopy) 

K Se R R SRvc 

Fix if; then there exists a morphism of complexes of .R-modules 

v ."5 B/Ka, 

(again unique up to homotopy) making the following diagram commutative: 
WR R R w OJ— t 

Se\( 
UR R R x 

u 

R 

Fix such a morphism v\ then the map vL WR 
WR is a homotopy inverse of v. 
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The induced maps on cohomology 

v* 
H* "Ti 

i H* wR R R Se\(B/Ka 
]R R H* Wr 

are equal to id® L. By abuse of language, we shall denote z/*, as well as 

v* v Se\(B/Ka, R Fr&c(R)/R) L H0 

WR R FT&C(R)/R 

by L. 

10.3.3.2. We need a slightly stronger version of the assumptions 6.7.5 (B): we require 
that, in each degree i G Z, the components X% ,Y%, (X+) 2 , (Y^)1 (v G H) are of finite 
type over R. The recipe 8.9.2 then defines Greenberg's local conditions for 

Se\(B/K z RR -1 Se\(B/Ka Z®RR -1 Z = X,Y 

over R, together with a pairing 

Se\(B/Ka, R^T(YT 
Se\( Se\( R R Se Se\Wre 

under which 
Se\(B/Ka,p Se\(B/Ka V 

v G E 

As in 6.6.5, we have 

A(^r(17) Se\(B/Ka,p° Se\(B/Ka,p°°) C}(^T{Y)) 

If 7T is a perfect duality, so is ir, by Corollary 8.4.6.5; if, in addition, Xv -LX^ X„ 
( v e S ) , then 

Se\(B/Ka,p Se\(B/Ka,p°°) 

10.3.3.3. As has no embedded primes, the ring R has the same property. This 
implies that the theory from 10.2 (as specialized in 10.3.1-10.3.2) applies to J^r(A), 
^Y(Y)L and 7f: the cup products 

'7f,r,0 Se\(B/Ka,p°° Se\(B/Ka,p°° u Se\(B/Ka,p°°) -3 r eR 

induce pairings 

Se\(B/ Se\( Koo/K.X 
R-tors R 

Se\(B/ K^/K.Y L 
R-tors 

H° UR )R {Fra,c(R)/R) [i + j 4 

in (^Mod)/(pseudo-null) (or even in (-^Mod), if R - hence R - is Cohen-Macaulay). 
Similarly, 

7T O s 1 2 
Y RX S12 X®RY 7T Se\(Bp 

gives rise to 

7T O Si2 Se\(B/ Se\(B/PK S 7TOS12 Se\(B/Ka Se Ka, /Ka,p°°) 

and - using the notation from 6.6.4 - cup products 

7TOS12 ,T,0 
a C}(Pr(Y)) RC}(^r(X) " 5 -3 r GÌ? 
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and 

7TOS12 ,0,J,2 
I Se\(B Koo/K,Y L 

/R-tors Ti 
Se\(B Koo/K,X] 

vR-tors 
Se\(B/ R FT8LC{R)/R) p i + 3 4 

As in 10.2.7.1, it is sometimes convenient to view U^o,i,j and (U7roSl2,o,j,2)fc as Hermi-
tian pairings 

10.3.3.1 7T,0,i,J #},Iw Se\(B/Ka 

7R-tors 
/7J 

Se\(B/K 
R-tors 

H0 

WR P 
Frac(i?)/i? 

7 
x 
7TOS12,0,j,Ì 

Se\(B Se\(B/Ka 

R-tors 
Se\(B/ Se\(B/K 

/R-tors 
SB/Ka,p R 'Frac(R)/R) L 

satisfying 

ax,j3y 7T,0,i,j ai(0) x,y 7T,0,i,j 
(5y,ax p 

7TOS12 ,0,j,z 
Se\( y, a; ty 

7TOSi2 ,0,j,i 
a,f3 e R; i + j 4 

In order to avoid any confusion, we stress that the action of t(/3) a in the second 
formula is with respect to the i?-module structure (—)L on the R.H.S. 

10.3.3.4. Lemma. — The following diagram is commutative: 

7T ^v(X) Se\(B/Ka 

Se\(B/Ka Se\(B/ RR 
Se\ Se\( 

«12 Se\(B/ 1/(1) 

7T O Si2 t F R (Y)t 

Se\(B/Ka,p°°) Se\(B/Ka,p°° Se\(B Se\(B p (1) 
K ) ' ( l ) -

Proof. — Commutativity of the left (resp., right) square follows from the commutative 
diagram 

R }R R
L id(gu R 

S12 L 
i f R R (id® lY R 

resp., from 10.3.3.1 

10.3.3.5. Proposition. — Under the assumptions of 10.3.3.2, the Hermitian pair­
ings (10.3.3.1) are related by 

[ax, j3y 7T,0,i,J -1 i>3 (3y, ax] 
7TOSi2 ,0,j,i 

i+3 Ë 

Proof. — As in the proof of Corollary 6.5.5, the existence of transposition operators 
for ^Y{X) and ^Y(Y)\ together with Lemma 10.3.3.4, imply that the following 
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diagram is commutative up to homotopy (for any r G R): 

7T,r,0 Se\(B/Ka,p°° R Se\(B/Ka,p° LO­FI -3 

«12 i/[-3] 

7TOS12 ,1—r,0 
Se\(B/Ka,p°° Se\(B/Ka,p°°) WR -3 

The result follows by applying (2.10.14.1). 

10.3.3.6. Alternatively, one can reformulate the formula in Proposition 10.3.3.5 as 

x '7r,0,i,J V ( - i r i y 7TOS12 ,0,J,Ì X i + j 4 

where 

Se\(B/Ka, Koo/K^X 
R-tors 

Se\(B/Ka, Koc/K,Y 
ft-tors 

Se\(df 4 

10.3.4. Self-dual case 

10.3.4.1. Back to the situation of 10.3.1, assume that Y X, A ( y ) A P R ) and 
ir : X ®RX J(l) satisfies 

7T O 5i2 C · 7T, c = ±1 

10.3.4.2. Proposition 

(i) T/ie pairings 

7T,0,i,J Se\(B/K 
.R-tors 

Se\(B/Ka, 

R-tors 
H0 (WR) R Ftslc(R)/R i + j 4 

satisfy 

x Se\(B/Ka, c ( - l ) " î . 7T ,0,j,i X i + j 4 
In particular, 1̂ 0,2,2 symmetric (resp., skew-symmetric) if c — +1 (resp., c = — 1). 

(ii) If X,X+ (v ET,) satisfy the assumptions of 10.3.3.2, then the pairings 

7T,0,2,ji #},Iw Se\(B/Ka,p° 
R-tors R 

/7^ Koo/K^X 
R-tors 

H0 

,^R R 
Frac(i?)/# i + j 4 

satisfy 

x '7f,0,2,J 2/ c ( - l ) ^ 2/ 7TOS12 ,0,J,i vX > + j 4 

In particular, U 5̂o,2,2 is symmetric Hermitian (resp., skew-Hermitian) if c = +1 
(resp., c = — 1 J. 

Proof 

(i) This is a special case of Proposition 10.2.5. 
(ii) The statement follows from 10.3.3.6, since 

7T O S12 c · IX 7TOS12 ,0,j,i c 7T,0,j,2-
Alternatively, one can apply Proposition 10.2.7.2, as 

7T O s 1 2 z/ o 7T O S12 c V O 7TL 
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10.3.5. Iwasawa theory - dihedral case. — Let X,Y and TT be as in 10.3.3.2. 

10.3.5.1. Assume that K^jK extends to a dihedral Galois extension K^jK^, i.e., 
[K : K+] = 2 and T+ = Gal(Koo/K+) is a semi-direct product T+ = F x { l , r } for 
some r G T + — T such that 

r 2 = l, TJT
 1 = 7 1 ( 7 e r ) 

(which is then true for every r G T + — T). 
We also assume that Greenberg's local conditions for A, Y are defined over K+, in 

the following sense: 

10.3.5.1.1. There is a finite set of primes S+ of X + such that 

S v 3v+ G S+ v\v^ 

(hence Ks/K+ is a Galois extension). 

10.3.5.1.2. Both X and F are (bounded) complexes of (admissible) R[G&\(Ks/K+)\-
modules and the morphism ir is Gal(Ks/K+)-equivariant. 

10.3.5.1.3. For a suitable subset E + C SF , 

E v E SsfSe\(B G E+ v/v+ E' v E SSe\(Bfddf G s+ - e+ v/v 

IO.3.5.I.4. (VZ = A, F) (Vv+ G £+) there is a (bounded) complex of (admissible) 
R[GV+]-modules Zv

+ and a morphism of complexes of R[GV+]-modules 

7 + 
Jy + 

Z Zv

+ 

z 

such that, for each v G E, v\v+, the restriction of j\(Z) to Gv C Gv+ coincides with 
jv (Z) 

10.3.5.1.5. Each prime v G E7 is unramified in K/K+. 

10.3.5.2. In order to simplify the notation, put G+ = Gal(Ks/K^), G = GK,s = 
Ga^lfs/lf); denote by p : G+ —> T + the canonical projection and fix r G p _ 1 ( r ) . 
The tautological character 

Xr G p r if 

satisfies 

Xr r 2 

1, Se\(B/Ka,p xAg-1) (g e G). 

The i?-algebra 

10.3.5.1 i?[r+] R®RT RerR 

is equipped with an involution 1, induced by 7+ (7+) 1 (7+ G T + ) , which extends 
£ on R. 
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10.3.5.3. For Z = X, Y, Shapiro's Lemma gives a quasi-isomorphism 

sh ^cont G +,Indg ^ r ( Z ) firn 
^cont 

G, F R(Z) 

(and similarly for ^r(ZY). Recall that 

F r (Z) (Z ®R R) -1 &T(ZY (Z®RR1) -1 

Denote by Fr (Z) the following complex in ad 
>R[G+] 

Mod 
R-ft 

J W Z ) Z(8) Ä Ä[r + l , 

with r G R and g + G G + acting by 

r(z (8) a) z 0 m, #+(£ 0 a) gJrz^ap(g^) 1 ^ G Z, a G Ä[r+j; 

respectively. Note that ^ r

r + ( Z ) t is canonically isomorphic to 

Z®RRlT+\, 

where r G R and g+ G G + act by 

r(z 0 a) 2 0 ^(r)a, Se\(B/Ka, Se\(B/Ka,p°°)-1 

z G Z, a G i? [ r + l 

The decomposition (10.3.5.1) defines canonical isomorphisms of R(G)-modules 

^r+(Z) Z®RR -1 Se\(B/Ka,p° -1 

Z®RR -1 Se\(B/Ka,p°° 1 r 

&T+(zy z®RR
L 

-1 e ( Z 0 ß ä V -1 

Se\(B/Ka, -1 Se\(B/Ka,p°° 1 r. 

10.3.5.4. Lemma 

(i) For Z = X, F, the formula f / ( l ) + ( r - 1 ®l) / ( r ) ( l®r)(1OT) defines isomorphisms 
of complexes in ad 

R[G+] 
Mod R-ft 

Ind L 
G (Z 0 ß i?) -1 Ind G

-1 

G (^r(Z) ^ r + ( ^ ) 

Ind G+ 
G 

Se\(B/Ka -1 Ind G" 
G ^r(Z)^) Se\(B/Ka 

IndG

G X 0 ß Y OR R Se\(B/K Se\(B/Ka,p°°) 

which make the following diagram commutative: 

Indg+ 
X®RR -1 S)̂  Indg4 Se\(B/K ; -1 id®(id®t) Indg+ 

X®RY (S>R R 

Se\(B/Ka,p°°Se\(B/Ka,p) prod (X®RY) %Ä|r+/r] . 
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Above, the map prod is given by 

prod : x <8> (ai + a2r) 0 y 0 (bi + b2r) (x O y) O (ai^(òi) + a2L(b2)r) 

{a3,b3 G R) 

(ii) The formulas 

ux 
x 0 (ai + a 2r) x 0 (^(a2) + ^(ai)r 

uY 
y 0 (6i + 62r) y® W62) + ^(6i)r) 

define isomorphisms of complexes of R[G+]-modules 

ux &T+(X) Fr+ (X)i 

Se\(B/Ka,p°° Se\(B/Ka,p° 

satisfying vz Wr Z = X,Y and making the following diagram commutative: 

F r+ (X) Se\(B/Ka,p°°) prod (X®RY) ®RR[T+/Y\ 

UX<g)VY idx<9,y(S)(i0r) 
Se\(B/Ka,p°°Se\(B/Ka,) prod6 

(X®RY) ®RR [r+/r]. 

Proof 

(i) Let / G Indg (Z ®R R) -1 then / : G+ Z <8>R R is a function 
satisfying 

f(gg+) \9®xr{g)-1)f{g+ g €G,g+e 

on which G G+ acts by Se\(B/Ka,p : /(<?+<?i+) In particular, 

(T*/) (1) = / (T) , (ff */)(!) (g^xHgr^fii), 

( r* / ) ( r ) ( r 2 ® l ) / ( l ) , (<;*/)(T) / ( (TC/T^T) (T9T
 1 ®xr{g))fCr). 

(g G G). Putting 

i ( / ) / ( l ) + (r-1®l)/(r)(l®rSe\(B/K) /i + / 2r, 

where fi G Z ®R R are equal to 

/i = /(1), h = {T~1® l ) / (r) , 

then 

j(T*f) fir) + (r" 1 ® 1) ( r 2 ® l ) / ( l ) ( l ® r ) ( r ® l ) ( / 2 + / i r ) Se\(B/Ka 

j(g * f) (g®Xr(g) )/i + (5®Xr(9))/2T :9*j(f) (g e G). 

This shows that the (bijective) map 

j :Indg+ 
Z ®R R) -1 Se\(B/Ka, 

is a homomorphism of i?[G+]-modules, hence an isomorphism. The same argument 
also works for 

f • Indg Z ®R RL -1 > ^r+(zy. 
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The corresponding statement for X®RY ®R R is just one of the isomorphisms 
from 8.1.3. 

As regards the commutativity of the diagram involving prod, let 

fx e Ind C7+ 
G 

X OR R -1 fy G Ind G 
G Y ®R RL -1 

Writing 

JUx) U\ + U2T, г¿l fX (1) U9. (T- 1 ®l)fx(T)eX® R RX 

ÛVY) VI + v2r, Vl Mi), 2̂ (T-1®l)fY(T)eY®RRi 

we must express the values 

Wl=№, 11J 2 ( r - 1 0 r - 1 0 l ) / (r) G (X ®R Y) ®R R 

of the function 

f(g+) fx(g+)® (id® i)fY(g+) (g+ e G+) 

in terms of ui,Vi. As 

w1 u\ 0 (id (8) UJ2 U2 0 (id 0 i)V2, 

the formula for prod which makes the diagram commutative follows. 
(ii) Clearly uz ° vz = id, vz° uz = id. The remaining statement follows from the 

commutativity of the following diagram: 

prod : x ® («i + a2r) y®(bi + b2r) (x <S> y) <g> (a^(òi) a2t (B2)r) 

г¿χ (g)t'y id(g)(t<g>T) 
prod̂  : (rr ® (i{a2) + ¿(01)7-)) (2/<8>№2) + *(&I)T)) (x®y)<8> {b2i{a2) 6it(ai)r). 

10.3.5.5. In this section we show that the assumptions 10.3.5.1.1 10.3.5.1.5 allow 
us to replace Selmer complexes C*(^r(Z)) (Z = X, Y) by certain generalized Selmer 
complexes C}(G+,&r+(Z)). 

As a first step we define, for each i>+ G S+ local conditions A v + ( ^ r + ( Z ) ) (Z = 
* ,50 by 

*+4 
1M 

Se\(B/Ka,p° 

Se\(B/Ka,p°°) G'ont(Gv+ ,^r+ ( Zy+ ) ) C'cont(Gv+,^r+(Z)). 
X®RRX®RRX®RR 

Se\(B/Ka,p°°) Se\(B/Ka,p°°Se\(B/jk) C't(Gv+,&MZ)) 
(v+ G S+ - S + ) 
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and the corresponding generalized Selmer complex for G+ by 

C}(G+,&r+(Z)) Cone ^cont G + ^ r + { Z ) ) X ® R R 

Se\(B/ 

Se\ Se\(B/ 

res + vv 

v+es+ 

C fcont(G ?v+^r+(^)) -1 

(and similarly for J^ r+(Z) 6). 
Lemma 10.3.5.4 together with a variant of the theory from 8.6-8.8 (which applies 

thanks to the assumptions 10.3.5.1.1-10.3.5.1.5) give functorial quasi-isomorphisms 
of complexes of /^-modules 

sh+ CUG+,&r+(Z)) c ; ( ^ i n d g V r ( z ) ) sh f Se\(B/Ka,p°°) 

Z = X, Y 

It follows from Lemma 10.3.5.4 (i) that the morphisms of complexes TT : X ®R Y —• 
cj^(1) and 

Se\(B/Ka,p°°Se\(B/Ka,) Jf(TT) Se\(B/Ka,p P(1) WR(1) 

induce products 

7f+ ^ r + ( X ) g^r+OT wR(l) ®R R[T+/r} ¥>(i) •^(l)®SJR[r+/r] 

and 

WR Cc'ont(G„+,^r+(A)) Se\(B/Ka,p°°Se\(B/Ka,p°°)) 

Se\(B/Ka,p°°) - 2 Se\(B/Ka,p°°) 

with respect to which 

Ka,p°°) -&MX)'. Se\(B/Ka,p°°Se\(B/K) Se\(B/K°) 

Applying the construction from 6.3.1 and using 8.5.3, we obtain cup products (r <G R) 

7̂f+,r,0 C}(G+,&r+(X)) ®RC'f{G+,^MY)) 

r>3Cone °cont G+,^(l)^i?[r+/r] 

res + 

Se\(B/K 
Ccont(Gi;+,^(l) ®RR[T+/r}) - 1 

shc 
T>3 C'tCont(GK,s, WTJ(1)) ^1-3] 
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such that the diagram 

C'AG+^r+{X)) Se\(B/Ka,p°°Se\(B) 
UW+,R,0 B/Ka,p°° 

sh~f<g)sh~^ 

C's(^r{X))®^C'f{^riX))L Uï.r.O Se\(B/Ka,p 

is commutative up to homotopy. This implies that the pairings U^,o,i,j from 10.3.3.3 
can also be defined using U¥+ r 0 instead of U ^ o -

10.3.5.6. Lemma. — The following diagram is commutative up to homotopy: 

C'f(G+,^r+(X)) ®^C'f(G+,^r+(Y))1 

UW+,R,0 
^ [ - 3 ] 

Se\(B/Ka,p° 

C}{G+,&MX))L ®äC}(G+,^r+(Y)) (UW+,R-,o)' 
"[-3] 

K )1 -3] . 

Proof — Using the previous discussion, the statement follows from Lemma 10.3.5.4 (ii) 
and Proposition 6.4.2. Note that the action of r on i?[r +/T] in the right vertical arrow 
in 10.3.5.4(h) corresponds to the homotopy action of Ad(r) on r^3 C^cont(GK,s, «/(1)), 
which makes the following diagram commutative up to homotopy: 

r^3 Gccont 
GK,s,J(l) Qis J[-3] 

Ad(r) 

contSe\(B/Ka,p°°) 
Qis J[-3]. 

10.3.5.7. Corollary. — The pairings 

Us,o,i,i : ^ / , iw(Ä"oo /^ , ^ ) s . t o r s 
®RH]M(K00/K,X) 

.R-tors 
H°(lür) % (Frac(Ä)/Ä) i + j = 4 

satisfy 

Se\(B/Ka,p°°) 6(^x(x) (U^o,^-)'Vy(î/)) i + j = 4 

Proo/ — This follows from Lemma 10.3.5.6 and (2.10.14.1). 

10.3.5.8. Proposition (Self-dual dihedral case). — If, under the assumptions 10.3.5.1.1-
10.3.5.1.5, Y X, A(Y) A(X) and 7T X ®r X —> (jür(1) satisfies 

7T O s 12 = C · 7T, c = ±1, 

£ften £/ie formula 

Se\(B/Ka Se\(B/Ka,p°°) z + 7 = 4 

defines R-bilinear pairings 

5 xi ^ / , . w ( ^ / X , X ) S , o r s 

Se\(B/Ka,p°°Se\(B/Ka,p°°)) 

Se\(B/Ka,p°°)®n (Frac(Ä)/Ä) i + j = 4 
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in (D-Moc!) /(pseudo-null) (or even in (^Mod), if R is Cohen-Macaulay) satisfying 

0> y)i,j -c{-lT{y,x)3,% 'i +j = 4] 

In particular, ( , )2,2 is a symmetric (resp., skew-symmetric) bilinear form if c — +1 
(resp., c— —1). 

Proof. — Combining Corollary 10.3.5.7 with Proposition 10.3.4.2, we obtain 

(xs,y)i,j X UTF,0,Ì,J v>x(y) L(ux(x)(Un,0,i,j)Ly) 

c(-iyj y Un,o,j,i ux(x) Se\(B/Ka,p°°) 

10.3.5.9. It is very likely that the conclusions of Corollary 10.3.5.7 and Proposi­
tion 10.3.5.8 still hold if the assumption 10.3.5.1.5 is weakened (it was included above 
in order to apply 8.7.6). 

10.3.5.10. There is an alternative way of constructing i?-bilinear generalized 
Cassels-Tate pairings on I w ( i l " 0 0 / ~ ) R _ t o r s

 m the dihedral situation of 10.3.5.1. 
Mimicking the definition of an invariant bilinear form on irreducible two-dimensional 
representations of a dihedral group, we define a (Ä-bilinear) pairing 

Se\(B/Ka,p°°Se\(B/Ka,p°°) (X ®R Y) ®R R 

by the formula 

(10.3.5.1) X(x (8) (ai + ra 2) <8> y (8> (h + rò 2)) x ®y (8) (01 (̂̂ 2) i{a2)bi). 

It is easy to check that this pairing is, indeed, î -bilinear, symmetric 

(10.3.5.2) A o s 12 (si2 (8) id) o A 

and G+-invariant 

(VS+ e G+) (g+ <g> id) o A \o(g+ ®g+). 

If we denote by it' the composite pairing 

If' :^R+(X)®R^R+(Y) A (X®RY) ®RR- π (g) id >Wr(1)®RR P(1) WR(1) 

then we have, for each v+ G S + , 

^ R + ( X + + ) L W , < ? R + ( Y + ) X ® R R 

If 7T is a perfect duality, so is n'by Corollary 8.4.6.5. If, in addition, 

Xv+ Se\(B/Ka-TT 

then 
Se\(B/Ka,p°°) Se\(B/Ka,p°°) 

(again by Corollary 8.4.6.5). 
The cup products (r G R) 

Se\(B/Ka,p°°Se\(B/) ®RC}(G+,^R+(Y)) Se\(B/Ka,p°°) 
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together with the quasi-isomorphisms shj from 10.3.5.5 give rise to i?-bilinear pairings 

Utt' ,0,i,j Hilw(K^/K,x)-_tors 
SSe\(B/Ka,p°e\(B/Ka,p°°) 

H°^R) ®R (Prac(Ä)/Ä) (i+j = 4) 

in (^Mod) /(pseudo-null) (or even in (-^Mod), if R is Cohen-Macaulay). 
In the self-dual case, when Y = X, A(Y) = A(X) and TT O S 1 2 = c · 7r (c = ±1), the 

symmetry property (10.3.5.2) implies that TX' os\2 = C-TT'. Applying Proposition 10.2.5, 
we deduce that 

Se\(B/Ka,p° Se\(B/Ka,p°°Se\(B/) ( i + j = 4). 

In particular, the pairing 1^0,2,2 is i?-bilinear symmetric (resp., skew-symmetric) if 
c = +1 (resp., if c = —1). 

10.4. Localized Cassels-Tate pairings 

In this section we drop the earlier assumptions on R (i.e., R can have embedded 
primes), but we fix a prime ideal p G Spec(R) satisfying dim(i?p) = depth(i?p) = 1 
and consider only Selmer complexes localized at p. 

10.4.1. We fix UJR = (j^QUJ'R as usual and put UJr^ — (ooR)p - this is a bounded 
complex of injective Rp-modules representing ujRp . Let Yi, Y2 be bounded complexes 
of admissible Rp [GK,S]-modules (in the sense of 3.7.2) with cohomology of finite type 
over Rp and 

7r(p) : Y1 ®RP Y2 
Se\(B/Ka,p (ne Z) 

a morphism of complexes of RP [GK,S]-modules. Assume that we are also given or­
thogonal local conditions 

A(n) ± w ( p ) > h s ( p ) A(y2) 

such that Ug(Yi) (i — 1,2) have cohomology of finite type over Rp. Under these 
assumptions, the Selmer complexes C*(Yi) = C*(GK,S,YÌ] A(YÌ)) (i = 1, 2) also have 
cohomology of finite type over Rp. 

10.4.2. Example. — If TT Xl ®R X2 ujR[n](l) and A(Xi) -tt̂ s A(X 2 ) are as 
in 10.2.1, then the localizations 

(YL:A(Yl),n(p),hs(p)) (№) P .A№) P .T P . (M P ) 

satisfy the assumptions of 10.4.1 and 

C'fiXi) Se\(B/Ka,p° (¿ = 1,2). 
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10.4.3. Under the assumptions of 10.4.1, a localized version of the cup products 
from 6.3.1 

Se\(B/Ka,p° C}(Yi)®Rp C}(Y2) "Rp [n - 3] (r G Rp) 

together with the construction in 2.10.7 2.10.9 define cup products 

Se\(B/Ka,p°°) Se\(B/ 
Rp-tors 

Se\( Se\( 
Rp-tors 

Se\(B/Ka ®Rp (Fr<ic(Rp)/Rp) CAX i-\- j — 4 — n 

in (#pMod) (independent of r G Rp). If, in Example 10.4.2, R has no embedded 
primes, then U 7 r ( p ) r ^ (for r G R) and ^7r(p),hs(p),ij a r e obtained from the corre­
sponding products Utt̂ /x and Unjhs,i,j from 10.2.2 by localizing at p. 

If 7r(p) is a perfect duality in the sense that the map 

adj(7r(p)) : Y1 KomRp(Y2,uRp[n](l)), 

or, equivalently, 

adj(7r(p) o S l 2 ) : Y2 >KomR(YuuRp[n}(l)), 

is a quasi-isomorphism (cf. 6.2.6), then the adjoint map 

77R(p),r,fis(p) adj(U7r(p)jr>/l) C}(Yi) RomRp (C}(Y2) UR„ [ n ~3] ) 

appears in the following exact triangle in D^T(RpMod): 

Se\(B/K ln(p),r,hs(p) ^Rp(BTf(Y2))[n-3] 

Err(A(yi),A(r2),7r(p)) •RT/(Vi)[l]. 
Again, in the situation of 10.4.2, we have 77T(p),r,Mp) = (77T,r,/lS)P (if r G R) and 

Err(A(lUA(y2),7r(p)) Err(A(Xx), A(X2), 7r)p. 

Lemma 2.10.11 gives isomorphisms of i?p-modules 

DRV{H}{Y2) 
Re-tors 

Hom f l p (Hj(Y2) Rp -tors ' 
H°(toRp)®Rp {Frae(Rp)/Rp\ 

Extl {H3

f(Y2),wRp) H*(2>Rp (RT>(r 2))[n-3] RP-tors' i + j = 4 — n 

the composition of which with 
adj(U7T(p),Mp),2,j) H}{Yi) Rp-tors 

Se\(B/Ka,p°°) 
Rp-tors i + j = 4 — n 

coincides, up to a sign, with the restriction of the map 

77T(P),r,/lS(P) H)(Yi) W^n^KTfiYi)) n — 3 

10.4.4. Theorem. — Under the assumptions of 10.4-1, let i + j = 4 — n and Err = 
Err(A(Fi), A(y 2 ) , 7r(p)). Assume that 7r(p) zs a perfect duality. Then, in the category 
(fipMod) ; 

(i) Ker(adj(U7r(p)^s(p)^5j)) isomorphic to a subquotient of Hl~1(Err). 
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(ii) / / Hl 1(Err) is Rp-torsion, then Coker(adj(U7r(p)j/ls(P)jijj)) (respectively, 
Ker(adj(U7r(p)5/ls(p)5^j))y) is isomorphic to a submodule (resp., a quotient) of Hl(Err) 
(resp., of H''1 (Err)). 
In particular, if Hl 1 (Err) iP(Err) ^ 0, then adj(U7r,hs,i,j) is a n isomorphism of 
Rp-modules. 

Proof. — This follows from Proposition 2.10.12 applied to U ^ p ) ^ . 

10.4.5. Under the assumptions of 10.4.1, the pairings ^n(p),hs(p),ij satisfy the obvi­
ous analogues of 10.2.4-10.2.7, with the same proofs. 

10.5. Greenberg's local conditions - localized version 

Let R, p,uJR and uo*R be as in 10.4. 

10.5.1. A special case of the data from 10.4.1 is the following: Y\ — X(p), Y2 = Y(p) 
and 7r(p) : X(p)®RP Y{p) —> u'R (1) are as in 10.4.1, 5/ = SUE' are as in 7.8, and for 
each Z = X(p),Y(p) and vGEwe are given a bounded complex of admissible Rp [Gv]-
modules Z+ with cohomology of finite type over Rp and a morphism of complexes of 
Rp [Gv]-modules 

Se\(B/Ka,p°°) Z Se\(B/Ka,p°°) 

we assume that 
S/Ka,p°°) 7R(P) Se\(B/Ka (v e E). 

These data define the usual local conditions Z Se\(B/Ka,p°°) 

A V (Z) 
Gcont(GVi Z+) Gcont(Gv1 Z) Se\(B/Ka,p°°) 
C^r(Gv, Z) Gcont(Gv, Z), (v e E') 

satisfying 
A(A(p)) T ( p ) , 0 A(F(p)). 

which admit transposition operators satisfying a localized version of 6.5.3.1-6.5.3.5. 
If 7R(p) is a perfect duality, then the error terms 

Errv 
Err.(Av(X(p)) AV(Y(P))MP)) 

in DJRpMod) are as follows: 
For v G E, 

Errv Se\(B/Ka,p°°VTR) 
where Wv sits in an exact triangle 

Wv X(P)Z 0RP(Y(p)t) Wy[l) 

in D : a w M o d by a localized version of Proposition 6.7.6 (iv) 
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For v G E' 

Errv 
H{p} Hl

cont(Iv,X(p)) (B/Ka, H{P} Se\(B/Ka,p°°) 

where the complex on the R.H.S. is in degrees 1,2, and 

X1

6s Se\(B/Ka, 
Tamw(X(p),p), ¿ = 1,2 

0, ¿ ¿ 1 , 2 , 

by a localized version of 7.6.10.7. 

10.5.2. Example. — Let IT : X ®R Y —* wô(l) be as in 10.3.1; then the localized data 

;x(p),y(p),7r(p), Se\(B/Ka,p°°) Xp 7 Yp 5 TTp 5 Se\(B/Ka,p°°) 

are as in 10.5.1 and 

Errv 
Errv(A(X),A(y),7r)p (v G Sf). 

10.5.3. Under the assumptions of 10.5.1, we obtain from 10.4 bilinear forms 
in ( f i pMod) 

^7T(p),0,i,j H}(X(p)) 
.Rp-tors 

®Rp HJ(Y(p)) 
Rp-tors 

^Rp 
Se\(B/Ka,p°° 

satisfying the formula (10.3.2.1). The kernels and cokernels of the adjoint maps 

adj(U7r(p))0,^j) H}(X(p)) 
Rp-tors 

DRp (HJ(Y(p)) 
Rp-tors 

i+j = 4 

are as in Theorem 10.4.4. 

10.5.4. Iwasawa theory. — Let Y = G^K^/K) and R = i?[r] be as in 10.3.3. 
Fix if and v as in 10.3.3.1. Let Rp G Spec(R) be a prime ideal satisfying dim(i2p) = 
depth(î p-) = 1. One can obtain data of the type 10.5.1 over R as follows. 

10.5.4.1. Assume that p G Spec(i?), p D R P\ p and we are given the data 
from 10.5.1 (except that we do not assume that dim(i^p) = depth(i?p) = 1) such 
that all Z(p)\ (Z(p)+)2 (Z = X,Y, v G £, i G Z) are of finite type over Rp. Then a 
localized version of the recipe in 8.9.2 defines Greenberg's local conditions for 

Se\(B/Ka,p°°) (Z(p) (x3fl R)- -1 (Z(p) ®Rp R¥) -1 

&r{Z(p% (Z(p) ®RR") -1 (Z(p) ®Rp 4) -1 

together with a pairing 

7T(P) &r(X(p))¥ ®Rr?r{Y{p% <4_(1) 

under which 
(^ r (X(p) )_ ) + 7r(p) Se\(B/Ka, 

xV 
Se\(B/Ka,p°° 

Above, (—)̂ - is a shorthand for ((—)L)p-
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10.5.4.2. Lemma. — In the situation of 10.5.4-1, assume that the localization of n(p) 
at the prime ideal q = Rnp G Spec(R) is a perfect pairing 7r(p)q : X(p)q ®Rq ^(p)q —» 
lur (1) over Rq and (X(p) + ) q i__L7r(p)q (F(p) + ) q for all v G £. Then 7r(p) a perfect 
pairing and 

(&r (x(p))p); 7r(p) (^r(F(p))^); (Vu e S). 

Proof. — This follows from the flatness of R„ over R„ and the fact that 

Fr (Z(p))F 1 (Z{p)Q)®RQ

 R ^ 

Fr (Z(p)+)_ 1 Se\(B/Ka,p°°Adiiù) [Z = X,Y 

10.5.4.3. Alternatively, given TT : X ®R Y -> o;Jj(l) and Z+ (Z = X, F, i; G E) as 
in 10.3.1, we can localize #Y(X) , J^rOO' and TT from 10.3.3.2 at p. 

10.5.5. Under the assumptions of 10.5.4.1 (resp., 10.5.4.3), we can apply 10.5.3 and 
obtain bilinear forms in (^JVlod) (for i + j = 4) 

(10.5.5.1) U7r(p),0,M Se\(B/Ka,p°°Se\()) (Rv)-tors®Ry H J ^ K J K ^ Ï . 
(jRp-)-tors 

Se\( 

resp., 

(10.5.5.2) Se\(B/Ka 

Se\(B/Ka,p°°Se\() 
(-Rp-)-tors B/Ka,p°° 4lw (^oo /^ ,r )^ 

(-Rp-)-tors 
B/Ka,p°° 

All results in 10.3.3-10.3.5 hold (with the same Se\(B/Ka,p°°)proofs) for the pairings (10.5.5.1)-
(10.5.5.2). 

If R has no embedded primes (and if the data 10.5.4.1 are of the kind considered 
in 10.5.2), then the pairings (10.5.5.1)-(10.5.5.2) are obtained from those in 10.3.3.3 
by localizing at p. 

10.6. Discrete valuation rings with involution 

10.6.1. An involution on a (commutative) ring O is a ring isomorphism i : O —• O 
satisfying l o i — id. A typical example is the standard involution on R = i?[r]. 

10.6.1.1. If O is a discrete valuation ring with prime element roGO, then each in­
volution ¿ : O —> O maps the maximal ideal voO to itself, hence induces an involution 
tk on the residue field k = O/wO and t(zu)/w G 0* is a unit; denote by e G fc* its 
image in A;*, which satisfies 

e · ide) = 1. 
If we replace w by m' = uw (u G 0*), then £ is replaced by e' — (ik{u)/u)e, where 
u G fc* denotes the image of i6 in fc*. 
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10.6.1.2. If tk = id, then e = ±1, hence 

Se\(K ±ZD (modtu2). 

10.6.1.3. Lemma. If <<k id; e 1 and 2 G O*, then i — id. 

Proof. — Assume that L(U) ^ u for some u G 0*; then L(U) — u + vtun, where 
v G (9* and n ^ 1. This implies that 0 = vwn + ^)/,(tu) n = 2 ^ n (modn7n+1), 
which is impossible. Thus i acts trivially on 0* and also on tu, as t(w) = ¿(1 + w) 
-L(1) = W. • 

10.6.1.4. If tk ^ id, then k is a quadratic Galois extension of k+ = kLk=1, with 
Gal(fc/fc+) = {id, Lk}. Hilbert's Theorem 90 implies that there is u G k* satisfying 
e = u/tk(u); replacing w by w' = uvo (where u G (9* is any lift of iZ G fc*), we have 

L{W') / 
tu 

(modzu/2) 

10.6.2. A typical example of a discrete valuation ring with involution is the localiza­
tion O = Rp of R — -R[r] at a regular prime ideal p G Spec(i?) satisfying ht(p) = 1 
and t(p) = p. 

10.6.3. In particular, assume that R is an integral domain, flat over Z p , and that 
T^Zp ( 7 ^ 1 ) . If 

f ( 7 - l ) » + a i ( 7 - l ) n - 1 • an G R[-y - 1] (ai,... ,a n G m) 

is an irreducible distinguished polynomial of degree n ^ 1, then p = (/) is a prime 
ideal p CR = R{T} ^ [ 7 - 1] satisfying ht(p) = 1 and pnR = (0). The localization 
O = Rp = # [ 7 — lj(/) is a discrete valuation ring with prime element / . Factorizing 
/ into linear factors 

f ( 7 - ai) ( 7 - «n) 

over a suitable finite extension of Frac(i?), we have 

P = *(p) Z(f) {ai,... , a n } {a± , . . . , a n }· 

There are three mutually exclusive cases: 

10.6.3.1. 1 e z ( / ) P = ( 7 - l ) , fc = Frac(iî), ih = id, e = - 1 . 

10.6.3.2. -1 ^ P ( 7 + 1) p = 2, k Frac(i?), ^ id, e -1 1. 

10.6.3.3. f ± i } n z ( / ) : 0 7 ^ 7 1 mod f O ^ 7̂  id-

10.6.4. Lemma. — Let O be a discrete valuation ring with involution 1. Assume that 
either 2 G O*, or that O is complete. Then there exist a prime element w G O and 
e — ±1 satisfying t(w) = em. 
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Proof. — According to 10.6.1.2 and 10.6.1.4 there exist e — ±1 and a prime element 
wo e O satisfying L(WO) = ewo (VHO&WQ). If 2 G (9*, then the elements x±e := 
WQ ± £t(wo) satisfy L(X±£) = ±ex±£, and at least one of them is a prime element of 
O. If O is complete, it is enough to construct a sequence of prime elements mi, zz72,... 
satisfying 

wn 
L&N-L mod WQ+1 t(wn) ewn 

[mod m^+2 n ^1 

as w = lim wn will have the desired property. Given wn (n ^ 0), put u — (i(wn) — 
ewn)/w™+2 G O. If u ^ (9*, let tu n +i = wn. If u £ O*, denote by u G k* its image 
in /c*. The exactness of the sequence 

id- f̂e k-
id + ik k \d-Lk •k id + ik 

implies that there exists a G k satisfying {en~lik — id)a = — eu. The element 
wn+\ = wn + ati7™+2 (where a G (9 is any lift of a) has the desired properties, 
as WN+i = wn (mod m7^2) and 

H^n+l) n+lSe\(B/Ka, - eo^w7^2 t(a) \ewn + uw7^2' n+2 

^ + eni(a) — ea Ka,p°°) 0 mod WQ + 3 

10.6.5. Lemma. — Le£ O be a discrete valuation ring with fraction field F, w G O 
a prime element and k = O/wO the residue field. Assume that e G {±1} and 
L \ O —> (D is an involution satisfying L(W) = ew (modnj2). Let N be an O-module 
of co-finite type and 

1 N x N FIG 

a skew-Hermitian form, i.e., a bi-additive map satisfying 

Ax, \iy Xi(fi)(x,y) y,x --i((x, y)) VA, a G O, Vx,y eN 

Assume that the kernel of ( , ) is equal to iVdiv (= the maximal O-divisible submodule 
ofN). Then: 

(i) The k-vector space F1 := N[w] has a canonical decreasing filtration 

F1 F2 

by the k-subspaces F J = N[m] D wj XN. 
(ii) F°° :=()mFJ =N[m]nNdw. 
(hi) The formula 

w^ 1x,w^ 1y 
3^ 

w° (x,y) (mod w J+1) G O/wO = k x,y G N[wJ] 

defines an (—e-7)-Hermitian form 

,k j,w 
F1 ®k F> k, 

i.e., a bi-additive map satisfying 

\Xx,liy 
3,™ 

Se\(B/Ka,p°°) y,x 3,™ 
-Ej lk x, y 3,™ 

(VA, ¡1 G /c, Vx, y G FJ) 

ASTÉRISQUE 310 



10.6. DISCRETE VALUATION RINGS WITH INVOLUTION 327 

with kernel equal to hence a non-degenerate (—e7)-Hermitian form 

' 3^ 
gr3

F x grJ

F k 

on gvJ

F Se\(B/Ka,p°°) 

(iv) If we replace w G O by another prime element w' satisfying l{vo') = 
evo' (modvo'2), then 

1 j,w 
Se\(B/Ka,p°°) 

where u G k* is the image of vo'/vo GO* in k* (it satisfies ik{u) — u). 
(v) Assume that ¿/c = id and e3 = 1. If 2 E O* (more generally, if the pairing 

( , ) is alternating, i.e., if (x,x) = 0 for all x G N), then ( , ) • ^ is a symplectic 
(— alternating and non-degenerate) form on gr3

F, hence 

dim f c(F') dim,(F^ + 1) (mod 2), 

(vi) Assume that i = id. If 2 G 0* (more generally, if the pairing ( , ) is alternat­
ing), then 

(Vj > 1) dim f c(F') dimfc(F°°) (mod 2) 

In particular, 

dimk(N\w])- dim^F 1) corko (N) dim,(F°°) (mod 2) 

Proof — Elementary linear algebra. 

10.6.6. Lemma (Dihedral case). — In the situation of 10.6.5, assume that we are given 
a bijective additive map r : N —» TV satisfying r o r = id and 

T(XX) ^A)T(x), (TX, ry) Se\(B/Ka,p°°) (VA G O, Vx, y G JV). 

Then: 

(i) 77&e formula (x,y) = {x,ry) defines an O-bilinear skew-symmetric pairing 
( , ) : TV x TV -» F/O with kernel Ndiv. 

(ii) The filtration F3 on F1 = N[vo] is r-stable and the pairings ( , ) . m satisfy 

Se\(B/Ka,p°°) eJLk((x,y)jiVü) (x,y G gr^). 

(iii) If 2 G (9* (more generally, if the pairing ( , ) is alternating), then 

(Vj > i) dim f e(F J) dimfc(F°°) (mod 2). 

In particular, 

dimJTVkd) dimJF 1) cork 0 (TV) dimfe(F°°) mod 2 

Proof — (i) and (ii) follow from the definition of ( , ), while (iii) is a consequence of 
Lemma 10.6.5 applied to the pairing ( , ) and the trivial involution id. • 
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10.6.7. The conclusion of Lemma 10.6.6 (iii) can be proved without introducing the 
pairing ( , ), at least in the following special case. 

10.6.8. Lemma. — In the situation of 10.6.6, assume that e — —1, tk = id and 2 G O*. 
For rj, rjf = ± denote by ( , )J7 _̂7 the restriction of ( , )• ^ to (gr^)77 x (gr^)77 , where 
(grjO* = ( g r J

F ) T = ± 1 . Letj ^ 1; then: 
(i) If2\j, then 1 AVB 1 /Ka,p 0 and 

, Ka,p° (g^ ) + ( g ^ ) " k 

is a non-degenerate k-bilinear form. In particular, 

dim/c(gr]?) + dimfc(gr^) dimfc(gr^) 2dim/c(gr7

F) + 0 (mod 2). 

(ii If2\j, then Se\(B/ \ 1 IJ,VJ 0 and Se\(B/ Se\(B/Ka,p°°) is a symplectic 
(= alternating and non-degenerate) form on (gr^) + (resp., on (gT°F) ) . In particular, 

dim / c(gr^)± 0 (mod2), dimfc(gr^) 0 (mod2), 

(iii) We have 
(Vj > 1) dimfc(FJ) à\mk{F°°) (mod 2). 

In particular, 

timk(N[w\) àimk{Fl) cork 0 (N) dimfc(F°°) (mod 2) 

Proof 
(i), (ii) As 

Se\(B/Ka,p°°) Se\(B/Ka,p°°) Se\(B/Ka,p°°) {x,y G gr^) 

and — 1 7̂  1 in k, it follows that ( , )J7J_7 = 0 if r/ 7̂  ( —1)J?7. This implies, by non-
degeneracy of ( , )jVJ, that the pairings ( , )J7J_7 are non-degenerate if n' = (—1)J?7. 
Finally, if 2|j, then the pairing ( , ) • ^ (hence each ( , ) ^ ) is skew-symmetric by 
Lemma 10.6.5(iii), hence alternating (as 2 7̂  0 in k). 
The statement (iii) is an immediate consequence of (i) and (ii). • 

10.7. Skew-Hermitian and symplectic pairings on generalized Selmer 
groups 

10.7.1. In this section we investigate skew-Hermitian and skew-symmetric pairings 
arising from the constructions in 10.1-10.5. In self-dual situations, the localizations 
of generalized Cassels-Tate pairings at regular prime ideals of height one give rise to 
pairings of the type considered in Lemma 10.6.5, from which one can deduce various 
parity results. As we shall see in 11.8, in the special case 10.6.3.1 the corresponding 
pairings on the graded pieces gr^ can be identified with (higher) height pairings. 

ASTÉRISQUE 310 



10.7. SKEW-HERMITIAN AND SYMPLECTIC PAIRINGS 329 

10.7.2. Symplectic pairings revisited. — In the situation of 10.6.5, the O-
module TV is isomorphic to 

N (F/O)8 

i>1 
Se\(B/Ka,p 

with rii ^ 0 and only finitely many ni non-zero, 

N div (F/OY s corkc» (N) 

and 

dimk(N[zu}) s 
i>1 

Tli 

dim f c(F') s 
i>3 

Hi U > 1)· 

Assume that ¿ = id and that the pairing ( , ) is alternating (which is automatic 
if 2 G O*). The existence of the symplectic forms on the graded quotients gr^ implies 
that 

Tli 0 mod 2 (Vz > 1). 

In particular, if ( , ) is non-degenerate, then s = 0 and 

N M 0 M, M 
i>1 

(G/wl)n%/2-

Note that M can be chosen to be a Lagrangian (= maximal isotropic) submodule 
of N. 

If the form ( , ) is merely skew-symmetric (i.e., (x,y) = —(y,x) for all x,y G N) 
and non-degenerate, then 2( , ) is alternating, but possibly degenerate, with kernel 
N' C N annihilated by 2. By the previous remark, we have 

N/N' M' 0 M'. 

Denoting the image of the map 

M' N/N' N 

n + N' 2n 

by M C N, then 
I © M c i V , 2 - ( M M 0 M ) ) 0. 

10.7.3. The abstract linear algebra construction from Lemma 10.6.5 appears in sev­
eral contexts, e.g. as the "Jantzen filtration" in representation theory [Jan] (as pointed 
out to us by L. Clozel). For us, the most important example comes from the classical 
descent theory on elliptic curves. 

Let E be an elliptic curve over a number field K and S a finite set of primes of 
K, which contains all primes above p, all archimedean primes and all primes of bad 
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reduction of E. The classical Selmer group for the pn-descent on E (over K) is defined 
by the following cartesian diagram: 

Sel(E/K,pn) H\GK,s,E[pn)) 

Se\(B/ E{Kv)®Z/pnZ 
Se\( H

1(GVJ E[pn]). 
Passing to the limit, 

Se\{E/K,p°°) lim 
n 

Se\(E/K,pn) 

is a Zp-module of co-finite type sitting in an exact sequence 

0 E(K)®QJZP Se\(E/K,p°°) UI(E/K)\p°°] 0. 

where TJI(E/K) is the Tate-Safarevic group of E over K. The image of the canonical 
map 

lm\Se\(E/K,pn) Se\(E/K,p°°) Self E/K,pn) 
coincides with Sel(E/K,p°°)[pn} and sits in an exact sequence 

0 {E{K)/tors) ®Z/pnZ Se\(E/K,pn) U1(E/K)[pn] 0. 

Putting 

r = ikz(E(K)), sn = max Se\(B/K (Z/pnZy Sel(E/K,pn) 

(for each n ^ 1), then 

51 S2 Se\(B/ Sn0 

sn 0 + l Se\ <̂oo r, 

Sel{E/KjP°°) (Q p/Zp) s°° 
Se 

(Z /p*Z) S i - S i + 1 . 

Se\(B/Ka,p°°) corkZ p UI(E/K){p°°] 

(as U1(E/K) is conjecturally finite, it is expected that soo = r). 
The integer sn (for fixed p) is classically called "the number of n-th descents". It 

was first observed by Selmer that, in all available examples, the integers si — ŝ +i (as 
well as si — r) always turned out to be even. Selmer's observation concerning si — 
Si+i was conceptually explained by Cassels [Ca2], who constructed a non-degenerate 
alternating pairing (subsequently generalized by Tate) 

1 Sei{E/K,p°°) Sei(E/K,p°°) Qp/Zp 

with kernel Sel{E/K,p°°)dw. The filtration F3 on F1 = Se\(E/K,p°°)[p} = 
Sel(E/K,p) (constructed as in Lemma 10.6.5, with O — Zpi i = id and w = p) then 
coincides with 

(10.7.3.1) Fj Im Sel(E/K,pJ) Sel{E/K,p) 

i.e., 
sj 

d i m z / p Z ( F J ) 
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is equal to the number of first descents that can be "extended" to j-th descents. The 
fact that F2 (defined by (10.7.3.1)) is the kernel of a suitable alternating form on 
F1 was first established in a special case in [Cal]; this was the starting point of the 
general construction of ( , ), given in [Ca2]. 

10.7.4. Lemma. — Let N be an R-module of finite length and 

( , ) N xN IR 

a symplectic pairing (i.e., (x,x) = 0 for all x E N and the adjoint map 

3 adj«, )):N D(N) 

is an isomorphism). Then: 

(i) For each Lagrangian (maximal isotropic) submodule M c N, the map j induces 
an isomorphism 

N/M DIM). 

(Ü) £R(N) 0 (mod 2). 

Proof 

(i) Lagrangian submodules exist (since N is Noetherian); let i : M ^ N be one of 
them. As M is isotropic, the (surjective) map 

N 3 •D(N) D(i) DIM) 

factors through 

j ' : N/M D(M). 

If x + M £ Ker^') and x ^ M, then M + Rx 2 M is also isotropic - contradiction. 
Thus j ' is injective. 

(Ü) eR(N) £R(M)+£R(D(M)) 2£R(M). 

10.7.5. Abstract self-dual case. — Pairings of the kind considered in 10.6.5 
and 10.7.4 naturally arise in the following context. 

Consider the following assumptions: 

10.7.5.1. p G Spec(i?) satisfies dim(Äp) = depth(#p) = 1 

10.7.5.2. In 10.4.1, we have Yl = Y, A(Yt) = A(Y) (i = 1,2), yr(p) : Y ®Rp Y -+ 
a;^p(l) satisfies 7r(p) o s 1 2 = — 7r(p) and the local conditions A(Y) . l^p^^p) A(Y) 
admit (a localized version of) the transposition data as in 6.6.2. 

10.7.5.3. Hl Err(A(y),A(y),7r(p)) 0 for i 1,2. 

10.7.5.4' 2 is invertible in Rp. 

10.7.5.5. Rp is a discrete valuation ring. 
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10.7.6. Proposition 
(i) Under the assumptions 10.7.5.1-10.7.5.3, the pairing ( , ) = U7r(p)^s(p)?2,2 on 

TV = HJ(Y)R _t is a non-degenerate skew-symmetric Rp-bilinear form 

( , ) : TV x TV Se\( 

i.e., (x,y) = — (y,x) for all x,y <E N and the adjoint map adj(( , )) : TV —» DRP(N) 

is an isomorphism. 
(ii) Under the assumptions 10.7.5.1-10.7.5.4, ( , ) 5̂ a symplectic pairing as in 

Lemma 10.7.4 (over Rp) and 

Se\(B/Ka, 0 (mod 2). 

(iii) Under the assumptions 10.7.5.2 10.7.5.5, ( , ) is a symplectic pairing as in 
Lemma 10.6.5 (over O = Rp) with N^V = 0 and 

TV M e M 

for a suitable Lagrangian submodule M C TV. 
(iv) Under the assumptions 10.7.5.2-10.7.5.3, 10.7.5.5, there is an Rp-submodule 

M C TV such that 

M 0 M C TV, 2 - (TV/(M0M)) 0. 

Proof 

(i), (ii) A localized version of Proposition 10.2.5 implies that the pairing ( , ) is 
skew-symmetric (hence alternating, under the assumption 10.7.5.4). It is also non-
degenerate, by Theorem 10.4.4 and the assumption 10.7.5.3. 

The remaining statements follow by applying Lemma 10.6.5, 10.7.4 and the discussion 
in 10.7.2. • 

10.7.7. Self-dual Greenberg's local conditions. — Consider the following as­
sumptions: 

10.7.7.1. p e Spec(R) satisfies dim(i?p) = depth(i?p) = 1. 

10.7.7.2. In 10.5.1, we have X(p) Se\(B/Ka,p°° y(p)+ (i;eE),7r(p):X(p)®Ä p 

X(p) —> CJR (1) satisfies 7r(p) o s 1 2 -7r(p) and X(p) + •x(p) Se\(B/Ka,p°°) 

10.7.7.3.Hl

cont{Gv,Wv)=0 (i = 1,2; v€ £), Tam„(X(p),p) 0 (v G £ ' ) 

10.7.7.4. 2 is invertible in Rp. 

10.7.7.5. Rp is a discrete valuation ring. 

10.7.7.6. In each degree i e Z, the i?p-modules X(p)\ (X(p)+)< G £ ) are torsion-
free. 
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10.7.8. Under the assumptions 10.7.7.2-10.7.7.6, fix a prime element w G Rp. Then 

xlP) X(p)®Rv Rp/Uj 

is a complex in {^QK s]Mod), which can also be viewed as a complex inSe\(B / K a , p ° ° )|Mod) 
The complex of continuous cochains C*ont(GK,Si X[p}) is the same in both cases, by 
Proposition 3.5.10. The same is true for 

(X[p])v X(p) + ®Rp Rp/w 

as complexes of Gv-modules (v G £). The maps 

iï(*[p]) (X[p])t X[P] (v e E), 

induced by j+(X(p)), define Greenberg's local conditions for X[P], the Selmer com­
plex Cf(X[P]) and the corresponding object RT/(X[p]) G L>(K(p)Mod), where K,(p) = 
Rp/w = Frac(i?/p) is the residue field of p. 

By Proposition 7.6.7(iv), the assumptions 10.7.7.3 and 10.7.7.6 give an exact 
triangle 

RT/(X(p)) w BTf(X(p)) Se\(B/Ka,p°°) RT/(X(p))[l] 

in D(RMod). The corresponding cohomology sequence yields short exact sequences 

(10.7.8.1) 0 H)(X(p))®Rp Rp/w Hf(x[p}) H)+l(X(p))[w] 0, 

which imply that R T ^ X ^ ) G DJK^Mod). 

10.7. 9. Proposition. Under the assumptions 10.7.7.2-10.7.7.6, 

(i) The n(p)-vector space F1 := Hj(X^j) has a canonical decreasing filtration by 
subspaces F1 ¡3 F 2 D · · · satisfying 

Se\( 

Se\( 
Fj H}(X(p))®Rp Rp/w. 

(ii) There are natural symplectic pairings 

Se\(B/K gr^ x gr^ «(p) 

depending on w, with 

Se\(B/ wf/w (mod w) 2-j Se\(B/Ka,p 

(iii) dimK ( p ) ( # i (X [ p ] ) ) dimK ( p )(F°°) mod 2 

(iv) IfH°f(
x[p}) 0 then 

dim^p) ( # } ( X [ p ] ) ) rk ß p (iï}(X(p))) (mod 2). 
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Proof. — By Proposition 10.7.6 (iii), ( , ) = U7r(p)0,2,2 is a non-degenerate alternating 
pairing 

( , ) N x N Frac(i?p)/i?p 

on 
N H%X{p)) Яр-tors' 

Applying Lemma 10.6.5 to this pairing, we obtain a filtration FJ on N[w] and sym­
plectic pairings on its graded quotients. Taking the pull-back of these objects by the 
canonical map 

Hf(xiP}) H2

f(X(p))[w] N[w] 

from (10.7.8.1), we obtain the statements (i) (iii). 
As regards (iv), the assumption H^(X^) = 0 implies (again by (10.7.8.1)) that 

Hl(X(p)) is torsion-free, hence free, over Rp; thus 

dimK ( p )(F°°) гкйр(Я}(Л-(р))) 

10.7.10. Note that p contains a unique minimal prime ideal q C p, and 

vkR(H}(X(p))) dimFrac(ßp) [H}(X(p)®Rp Frac(Äp)) 

depends only on 
X(q) Х(р)®д р Frac(ßp) Х(Р)Ч 

(a complex of admissible Rq [G^s]-modules) and 

x(q)t (X(P)t)q 
( « e S ) 

10.7.11. Self-dual dihedral case in Iwasawa theory. — Consider the following 
assumptions: 

10.7.11.1. We are given К+ С К С as in 10.3.5.1 

10.7.11.2. In 10.3.3.2, we have X У, A + У+ 
X V 

v e s' тг : X ®R X WR(1) 
satisfies TT О s 12 -тг, X+ ±n A+ Se\(B/K and the conditions 10.3.5.1.1 10.3.5.1.5 
are satisfied for A, X+ (v G £). 

10.7.11.3. p G Spec(i?) is a prime ideal satisfying dim(i2p) = depth(i^p) = 1; put 
q0 = R[A] n p G Spec(i?[A]) and q = q0 n R G Spec(i?). 

10.7.11.4- If q is not a minimal prime ideal of R (=> ht(q) = 1), then Tamv ( ^ A ( A ) , 
qo) = 0 for all v G ? satisfying Tv C A. 

10.7.11.5. 2 is invertible in % . 

10.7.11.6. Rp is a discrete valuation ring. 

10.7.11.7. The localization of 7Г at q is a perfect pairing 7rq Se\(B/Ka,p° "д ч (1) 
over Ä q and (Xj~)q • „ W ) q for all !)GE. 
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10.7.11.8. The localization of TT at q is a perfect pairing IIq Xq ®Rq Xq Se\(B/ 

over Rq. 

10.7.11.9. (Vw G E) Rr c o n t (G„,^A (W„)) 0 in £>* ( f l [ A ] , o Mod) where Wv sits 

in an exact triangle in ^ ( « q [ G „ ] M ° d ) 

Wv 
(Xv)q D Rq 

(Xv)q wv[i] 

10.7.11.10. r = T' x Hf x A, r' (7) Z p , p q 0 Ä + ( 7 - l ) ß , qo G Spec(Ä[A]) 

ht(qo) 0, q q0 n R G Spec(fi). 

10.7.12. Proposition 

(i) Under the assumptions 10.7.11.1-10.7.11.5, 10.7.11.7 (resp., 10.7.11.1-
10.7.11.7), there is a symplectic pairing over Rp 

{,) :N xN IRp {resp., N x N Frac(i?p)/i?p 

on 

N #/,Iw Se\(B/Ka,p (Ry) -tors 
Se\(B/Ka,p°°sd) D(X)(1)) 

P (iîp-)-tors 

as in Lemma 10.7.4 (resp., in Lemma 10.6.5, with O = Rp and N^y — 0) and 
f^_(7V) = 0 (mod 2) (resp., there is a submodule M C N satisfying M © M = N). 

"(ii) Under the assumptions 10.7.11.1, 10.7.11.2, 10.7.11.4, 10.7.11.6-10.7.11.7 
(resp., 10.7.11.1, 10.7.11.2 10.7.11.8-10.7.11.10 (=> 10.7.11.6)), there is a non-
degenerate skew-symmetric pairing 

(,) :NxN Fmc(Rv)/Rv 

and a submodule M C N satisfying 

M © M c TV, 2· (7V/(M®M)) 0. 

Proof. — A localized version of Proposition 10.3.5.8 (and a choice of r, r as in 10.3.5.2) 
defines a skew-symmetric pairing 

( , ) ( » h,2 N x N 7 V 
which is non-degenerate by Theorem 10.4.4, Theorem 8.9.8 and the relevant assump­
tions of 10.7.11 (using Lemma 10.5.4.2). The rest follows from Lemma 10.6.5, 10.7.4 
and the discussion in 10.7.2. • 

10.7.13. Consider the following global version of the assumptions from 10.7.11: 

10.7.13.1. = 10.7.11.1 

10.7.13.2. = 10.7.11.2 

10.7.13.3. R (hence also R) has no embedded primes. 

10.7.13.4. Tv is infinite for each v G 

10.7.13.5. 2 is invertible in R. 
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10.1.13.6. R (hence also R) satisfies (R1) 

10.7.13.7. The condition 10.7.11.7 is satisfied for all prime ideals q G Spec (it!) with 
ht(q) = 0. 

10.7.13.8. The condition 10.7.11.7 is satisfied for all prime ideals q G Spec(R) with 
ht(q) = 1. 

10.7.14. Proposition. — Under the assumptions 10.7.13.1-10.7.13.8 (resp., 10.7.13.1-
10.7.13.3, 10.7.13.6-10.7.13.7), theR-module of finite tune 

N JT2 Se\(B/Ka,p 
.R-tors 

{D(H}, Ks/K^DiX)^)) 
.R-tors 

has a subobject M c—> N in (^-Mod) /(pseudo-null) such that 

M e m N 

in (^-Mod)/(pseudo-null) (resp., 

2 N/(M ® M ® N') 0, N 

peA i>1 
{R/f)a(v'l) 

in (ôMod) /{pseudo-null)), where 

A p € Spec(i?) ht(p) = 1 3p e Spec(i?) ht(p) 1, P#Çp 

In particular, if Y = Tq —>· £/zen 

A p# | p G Spec(#), ht(p) = 1 

Proof. — Assume that 10.7.13.1-10.7.13.8 hold. By Corollary 2.10.19, N is isomor­
phic in (^rMod) / (pseudo-null) to 

N 
peSpe<:(R) 
ht(p) = l 

xi 
R/f N(p,I) 

The conditions 10.7.11.1-10.7.11.6 (resp., 10.7.11.7), follow from 10.7.13.1-10.7.13.6 
(resp., from 10.7.13.7 10.7.13.8 applied to q = p H R). As 

NP 
i>1 

Se\(B/Ka, 
w(p) 

Proposition 10.7.12 (i) implies that each exponent n(p,z) is even, hence 

N M ® M 

in (^rMod)/(pseudo-null), where 

M 

pGSpec(H) 
ht(p) = l 

i>1 
R/f N(p1I)/2 
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If we only assume 10.7.13.1-10.7.13.3 and 10.7.13.6-10.7.13.7, then Proposi­
tion 10.7.12(h) shows that, for each p ^ A, there is an (Rp)-submodule 

M(p) © M(p) NP 

satisfying 

2 (AV/(M(p)©M(p))) 0, 

Writing 

M(p) 
i>1 

Se\(B/Ka,p° M(p,I) 

Proposition 2.10.18 and Corollary 2.10.19 then show the existence of the required 
M ^ TV, isomorphic to 

M 

ht(p) = l Se\( 

(i?/p*)m(p'2) 

10.7.15. Theorem. — Assume that 10.7.11.1-10.7.11.2 hold and that X = H°(X) and 
X+ = H°(X+) (iv GSj are concentrated in degree zero. Let qo G Spec(i2[A]) be a 
minimal prime ideal such that 10.7.11.8 10.7.11.9 hold for q = qo fl R G Spec (it*). 
Assume, in addition, that rc(qo) = ^ [ A ] q o zs a field of characteristic char(^(qo)) ^ 2 
and H°f(K0lX)qo = 0, where K0 := Koo

r and HJ

f(KQlX) := HJ

f(K^A(X)). Denote 
by q = qoi? t/ie unique minimal prime ideal of R containing qo (=> ft(q) = Rq is a 
field containing K((\O)). Then: 

(i) Denoting by i : R[A] —» R[A] (resp., L : R —> R) the standard involution, then 

dimK{qo) Hj(K0,X)qo dimK(q o) HJ(K0,X)qo 

d i m ^ (q 0 ) H}(K0,X)L 

qo 
d i m «(qo) [H2

f(K0,X)L 

qo 
dim K ( ï ï ) i î} ) I w H 1

f (^ 0 0 /^ ,X) f dimK ( q ) TFF,IwH2

f(iW^,*) q 
dim K ( q ) ( ^ ( A T o o / Z f . X ) ) 

q 
dimK№K2

f[H2flvr{Koo/K, X)L) q 
(ii) TTie dimensions from (i) satisfy 

dim K ( q o ) HJ(K0, X ) q o 
d i m K ( w ) J f / 2 I w ( K œ / ^ > X ) _ 

dim K ( q o ) #|(A'o, *)q 0 
dimK(q) Hf^iKoo/K, X ) q (mod2). 

In particular, if A = 0 f=> Kq = -K", <1o = and R is a domain (=ï q = (0) i/ien 

rk f l(tf}(X)) vkR(H
2(X)) r k f i (^ / , IW K^/K.X) rkR Hl^K^/K.X) 

vkR(H
2(X)) r k f l (# / , IW K^IK.X 

rkR(H
2(X)) R % ( # / , I W K^IK.X) (mod 2). 
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(iii) Let T 0 C T 0 be an open subgroup, K'0 = K^S, A' = T0/T
f

0 and q0 G 

Spec(i?[Ax A']) a minimal prime ideal above qo G Spec(jR[A]) such thatH®(K'0lX)q>Q = 

0, where Hj(K^X) := HJ

f(K^AxA,(X)). Assume that (Vv G £) R r c o n t ( G „ , 

^AxA ' t ^Dq j —» 0 m ^(fi[AxA'] q/Mod). Assume, in addition, that the field ft(qo) 

/ms characteristic zero. Then ft(q0) := i?[A x A'Jq̂  is a field of finite degree over 

ft(qo) 

d i m - ( q 0 ) H}(K'0,X)q,Q 
d i m - (q^) H2

f(KiX)q,Q 

d i m « ( q 0 ) H2f(K'0,X)q,Q 
Se\(B/Ka,p°°) Koo/K,X q 

d i m «(qo) HJ(K0,X)qo1 (mod 2) 

d i m - ( q 0 ) H2

f(K'0,X)q,Q Se\(B/Ka, HJ^K^/K^X),. 

Proof 

(i) The assumption 10.7.11.1 yields, by 10.3.5.4-10.3.5.5, isomorphisms of i?[A]-
modules (resp., of R-modules) 

(10.7.15.1) HUK0,X)L Se\(B/Ka,p°°) 

Se\(B/Ka,p°°) HjjJK^/ICX). 

According to Theorem 8.9.8, localizing the morphism 

In A BTf(&A(X)) RHom Ä [ A ] ( R T / ( ^ A ( X ) ) , ü ; ä [ a ] )
4 -3 

at qo, we obtain isomorphisms 

(10.7.15.2) H}(K0,X)qo 
H o m ^ (qo ) H3

f-
j(Ko,X)L 

qo 
«(qo) 

which proves the first half of (i). In order to prove the second half, fix a chain of 
subgroups r 0 D Ti D · · O T r = 0 satisfying Yi/Ti+i ^ Z p (i = 0 , . . . , r - l ) and 
put Koo,i = Koo

ri (K0 = IToo.oC · • · C Koo,r = Koo Ri = Rlr/T.j = RlTo/TiHA], 
qi = q0Ri (R0=R[A]1 Rr = R). 

For each i = 0,...,r — 1, we denote by p̂ +i G Spec(i?i+i) the inverse image of q̂  
under the augmentation map Ri+i = it^T^/r^i] -» Ri. Then #¿+1 :— (Ri+i)pi+1 is 
a discrete valuation ring with residue field ft(q^) := (Ri)m (and uniformizing element 
7̂  — 1, for any topological generator 7̂  of r^/r^+i). 

According to Theorem 8.9.8, the localization of the morphism 

7 ^:RT / , iw( iv 0 0 / iv ,X) R H o m ^ ( R f / , i w ( K 0 0 / K , X ) , ^ ) i 

-3 

at pr G Spec(i?) is an isomorphism. Localizing further at the minimal prime ideal 
q C pr, we obtain isomorphisms 

HJ.JKoo/^X)^ HomK(q) Se\(B/Ka,p°°jiei)i 
q' 

• «(q) 

the second half of (i) follows. 
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(ii) Denote, for each i = 0,.. . , r, 

Ni Hl^K^/K.X) ( R i Mod) / t . 

A localized version of Proposition 10.3.5.8 yields, for each i = 0,. . . , r — 1, a skew-
symmetric (hence alternating, as char(«;(qi)) ^ 2) 5»+i-bilinear form 

(10.7.15.3) Se\(B/Ka,p°° 

Ŝ +i-tors 
[(Ni+i)Pi+1 5i+i~tors F r a c ( ^ + 1 ) / ^ + 1 . 

The assumptions on q0 imply, by Lemma 10.5.4.2, that 

Vi = 0, . . . , r - l Vv G E ^ r / r î + 1 (Xv)pi+i -IRI+1 ^r/Tl + 1 
Se\(B/Ka,p° 

The cohomology sequences of 

0 &r/ri+1(Wv) 7.-1 Se\(B/Ka,p°°) Se\(B/Ka,p°°) 0 

give rise to exact sequences 

0 JJcont Se\(B/Ka,p°°) Pi+i Se\(B Hj I GV^T/T(WV) q. 
H3 + l cont 'GVi&r/Ti+1(Wv) pî+i[P*+l] 0. 

According to the assumptions, the middle term vanishes for i = 0 (and all j). Induc­
tion on z, together with the Nakayama Lemma, imply that 

(Vz = 0 , . . . , r - 1 ) r^rcont Se\(B/Ka,p°°) 
Pi + i 0, 

hence 

Se\(B 
E r r v ( A ( ^ r / r i + 1 ( X ) ) A ( ^ r / r , + 1 ( X ) ^i+l Pi + i 0. 

As pi+i pî i+i for any p G Spec(i?A we also have 

Se\(B 
Evvu

v

r A Se\(B/Ka,p°°) A (^r/r , ; + 1 
(X)),7Ti+1)p i + 1 0 

It follows from Theorem 10.4.4 that the pairing (10.7.15.3) is non-degenerate, hence 

.W+l)pi + i tors 
M1+1 e m , + 1 

for some 5 i+i-module Mi+1 of finite length. As H^(K0,X)qo = 0 (by (10.7.15.2) for 
j = 0 and (10.7.15.1)), Proposition 8.10.11 implies that the canonical map 

(Ni+1)ri/Tt+1 N. 

becomes an isomorphism after localizing at q,, hence 

Se\(B/Ka,p°°) p t+i(N t + 1) pHj I GV Se\(B/Ka,p°°) 

As 
(Nl+i)Pi+1 à i+1 M i + i 0 M i + i , 

where 
Ui+l r k ^ + l {Ni+i)Pi+1 

d i m « ( q . + i) W+l)q. + i, 
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it follows that 

(10.7.15.4) ai 
Se\(B/Ka,p°°) a ï + i + 2dimK(qz ) ( M î + 1 / p , + 1 M ï + 1 ) CLi+i (mod 2) 

and ai ^ «¿+1-
By induction, we deduce that 

a 0 ai … ar 

a0 
Se\(B/KSe\(B/Ka,p°°a,p°°) ar 

dimK(q) H2

fM(Koc/K,X)q (mod 2) 

proving (ii). 
(iii) The prime ideal q0' = q0 H R[AF] G Spec(i?[A/]) defines a tautological char­

acter x : A' —> (^[A'Jq//) . Replacing K0 by the fixed field of Ker(x) and using 
Lemma 8.6.4.4 (iv) (which applies, since [KQ : KQ] is invertible in ft(qo) = R[A]QO), we 
reduce to the case when A' is cyclic. In this case we have 

K Ko Ko koo,1 Koo 

for a suitable choice of Ti , . . . , Tr-i as in the proof of (ii). Let p' G Spec(i^i) be the 
inverse image of q0 under the canonical surjection 

Ri Se\(B/Ka,p RIG^K^/KHJK)} R{G&\(K'JK)\ Se\(B/Ka R[A x A']; 

then S[ := (-Ri)p' is a discrete valuation ring with residue field R[A x A'] q ^ = n-(q'0). 
The same argument as in the proof of (ii) then shows that 

Se\(B/K 
Ŝ -tors 

Se\(B/Ka,p°°) 

and 
Se\(B/Ka,p°°) Se\(B/Ka,p°°) 

hence 

dìrnKÌ<)H
2{K'^X)q[) dim K ( q i ) ( iVi) q i - 2dim K ( q i ) M[/p'M[ 

dim /, (q i )(7Vi)q1 ai ar 
dim (̂q) H2

fM K^/K.X q (mod 2) 

and 
d i m - K ) H2

f(KX)qfQ ai1 ar 
dim„(q) ^/ ,Iw(^oo/^,^)q, 

by (10.7.15.4). 

10.7.16. An important special case in which the results of 10.7.14-10.7.15 apply is 
the following: R — O is a discrete valuation ring with fraction field F as in 9.1.1, R = 
0 [ r ] = A ^ 0[A][Xi, ·. ·, Xrh AT = T is as in 9.1.4, Greenberg's local conditions 
are given by exact sequences of O \GV]-modules 

0 V T TV 0 Se\(B/Ka, 

(with T free over O) and 7r comes from a skew-symmetric bilinear form 

j:T®0T Oil) 
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satisfying j(T+ ®o T+) = 0 (for all v G E) and inducing an isomorphism 

ad](j) <g> id : V Hom F(V,F)(l) Se\(B/Ka,p° 

where V = T ®o F. For each » g S , this isomorphism induces an exact sequence of 
FfGJ-modules 

(10.7.16.1) 0 wv V- Hom F ( \ / + ,F)( l ) 0, 

where V^1 Se\(B/Ka, As in 8.9.4, define 

A*{1) Hom o (T,F/0)( l) r * ( l ) 0 o f / O , 

A Hom o (T*(l) ,F/0)(l) T ®0 F/O 

and, for each o ç E , Greenberg's local conditions 

T*(l)± Homo(T^,0)(l), Av Hom 0 (T*(l ) ; ,F/0)( l ) T+ ® 0 F/O C 4 

¿•(1)+ Homo (T-, F/O) (1) T*(l)T ®o F/O CA*(1), 

Av A/Ay , A*r(1)v A*(l)/A*(l)T 

for A,T*(l), A*(I). The map adj(j) : T -> T*(l) is injective and its cokernel is ex­
torsion. It induces maps A A*(l) and, for each v G E, T± T*(l)±, A± 
A*(1)v 

hence also Se\(B/Ka,p° RT/(X*(1)), (X = T,^; y = T) 

RT/,iw Koo/K^ Rr/.iw Se\(B/Ka,p°°) 

The exact sequences (10.7.16.1) give rise to exact triangles 

(10.7.16.2) V+ 
V V 

V*(1)v w;(i) 

in DB(F{QV]MOD) (v G E). It follows that, for each finite subextension L/K of K^/K, 
there is an exact triangle 

(10.7.16.31 RT f(L, V) RT/(L,^*(1)) 
Se\( Se\(B/Ka, 

R^cont ;g«,,w;(i) 

in Z}6(i?Mod) (where G ,̂ = Gal(i^ v/Lw)), and an exact triangle 

(10.7.16.4) Rr/,iw Koo/K.V Rr/,iwi Se\(B/Ka,p°°) 

Se\(B 
-F̂ -Tcont Se\(B/Ka,p°°) 

in £>* (A®QMod), where BT^(K^/K, V) 'RTf,iw(K00/K,T) ®0F (and similarly 

for V*(l)) 
We are going to apply Theorem 10.7.15 to X = T , X+ = T+ and TT = j , assuming 

that the conditions 10.7.11.1-10.7.11.2 are satisfied. 
More precisely, let T'0 c To be an open subgroup, K'Q = Koo

ro and 

(10.7.16.5) X-.A O' x' A' = i y r ' O' 
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a pair of characters with values in the ring of integers O of a finite extension F' of 
F. For every 0[A]-module M (resp., every G[A x A'J-module TV) put 

M ( x ) M®0[A],xO', Se\(B/Ka, N <8>e>[AxA'],xxx' O' > 

Then 

qo Ker(X:(9[A] ^ O'), qo Ker(x x x G[Ax A'} —> O1) 

are minimal prime ideals as in Theorem 10.7.15, satisfying (by Proposition 8.8.7) 

(10.7.16.6) H3

f(K0,V)qo ®"(qo) F' Se\(B/Ka,p°°) qsmSe\(B/Ka,p°°) 

Se\(B/Ka,p°°) Se\( F' H}(K'0,V){XXX,) Se\(B/Ka,p°°Se\(B/Ka,p°°) 

10.7.17. Theorem. — In the situation of 10.7.16, assume that 10.7.11.1-10.7.11.2 hold 
and 

(Vu G E) (W 0 I v in K0) Se\(B/Ka,p°°) H°cont(GV0,W:(l)) 0. 

Then, for any pair of characters x, x' as in (10.7.16.5), we have: 

(i) For each j G 7i, the canonical maps 

HtiK0,V)M H}(Ko,V*(l))M 

Se\(B/Ka,p°°fcqXd) ®A U) Frac(A ( x )) Se\(B/Ka,p°°Se\(B/Ka,p°°) ® A M Frac(A ( x )) 

are isomorphisms. 
(ii) We have 

iimF, H}{K0,V){X) : dimF- H1

fJ(K0,V) dimF, Hl

f(K0,V)(x 1} 

àïmF,H1

f H2JK0,V)(X 1} 

r k A ( x ) H - } i I w ( ^ 0 0 / ^ , T ) ( x ) vkAMH
2

fM(Koc/K,T)M Se\(B/Ka,p°°)Se\(B/Ka,p°°) 

r k A ( x - 1 ) J t f /

2

> I w ( ^ 0 O / K , r ) ( X 1 ] . 

(iii) IfH°f(K0,V)W 0, then 

dimF> H}(K0,V)lx) Se\(B/Ka,p°°Se\(B/Ka,p°°)) (mod 2) 

d\mF> H}{K0,V)ix) rk A ( x ,H} i I w (A: < X ) / i r ,T) ( x ) . 

In particular, if A = 0, i/ien 

rk 0 tfj(T) rko Hj (T) TkAHhjKoo/^T) ^HJ^iKoo/K.T) 

rko H}(T) rk A f f} J w (A: 0 O /A- ,T) (mod 2) rko Hl(T) r k A f l | I w ( I W l f , T ) . 
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(iv) Assume that 

Nv e E) (W0 I v in K'0) H°cont(Gv,.Wv) H°cont(Gv^W:(l)) 0 

Then, for each j G Z ; the canonical map 

m(K,v) (XX x') H}(K'0,V*(1)) (xxx') 

is an isomorphism. If, in addition, H°f(K,v) (x*x ) 0 ; then 

dimF/ H}(K'0iV) 
XXX 

dimF, H2

f(K'0,V) (xxx) dìmF, H}(k'0iV) 
(xxx')"1 

dimF / H2

f(K'0iV) 
(xxx')"1 

and 

dimF> H}(K'0,V) 
(xxx') 

rk^H'iK^/K.T) (x) dimF/ H}(K0,V) (x) 
(mod 2) 

dimF> H}(K'0iV) (xxx) rkA(X)i7^Iw(i^oo/K, T) 
(x) 

(v) Assume that H°f(K'0,V) (x) 0 Se\(B/Ka,p°°K0) (x) 1 (mod 2) and 

(Vv e E) (W 0 I v in KF

0) TTO 

-"cont 
GV>0,WV 

rrO 
-"cont 

^ ¿ , 1 ^ ( 1 ) 0 

then dimF/ H){Kf

0lV) (x) K0 ; K0 

Proof — This is a special case of Theorem 10.7.15. However, in view of the impor­
tance of the congruence 

dìmF, H}(K'0iV) 
(xxx) 

àimF, H}(K0iV) (x) (mod 2) 

for the arithmetic applications proved in Chapter 12 below, we repeat the key argu­
ments in this simplified setting. 

(i) Fix a prime VQ of KQ above v G E. By assumption, the cohomology groups 
#c°ont(G,„, Wv*(l)) and H2

ont(GVo,W*(l)) ^ H°ont(GVo,Wv)* vanish; the Euler char-
acteristic formula (Theorem 4.6.9 and 5.2.11) 

2 

q=0 

( - 1 ) * dimFH*cont(GV0,W:(l)) 0 

implies that H^ont(GVQ,W*(l)) also vanishes. The first half of (i) then follows from 
the exact triangle (10.7.16.3) for L = Ko. Proposition 8.4.8.5 applied to the extension 
ivoo/ivo, R = O, p = (0) and T = &A(T(WV)*(1)) (where T(WV)*(1) C Wv*(l) is an 
arbitrary Gv-stable 0-lattice) shows that BTCont(Gv^r(W*(1))) ®A Frac(A) ^ 0; 
the second half of (i) then follows from (10.7.16.4). 

(ii) This follows from (i), the duality isomorphisms 

Hj

f(K0,V)M HomF/ {H3

f-
j(K0,V*(l)) (X-1) F' 

Se\(B/Ka,p°°) ®A Frac(A) HoniA Se\(B/Ka,p°°Se\(B/Ka) A r ®A Frac(A) 
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and the fact that the action of r (= a lift of the non-trivial element of G&\(K/K^)) 
interchanges the eigenspaces for \ and x~l. 

(iv) As x ' ( r 0 ) is a finite cyclic group, \ ' factors through a quotient To of T0, which 
is isomorphic to Zp. We can then replace Koo by the fixed field of Ker(Fo —• To) and 
assume that r 0 Z p , hence Ker(x') = pnT0 for some n > 0. Let pf G Spec(A/) be 
the augmentation ideal of A' := ©'[To]. Proposition 10.7.12(h) implies that there is 
an exact sequence of A',-modules 

(10.7.17.1) 0 AT© X H2

f,Iw Koo/K.T (x) 
P' 

;ap, Er 0, 

where 

r = rkA/ Hl^K^/K.T) X 
p 

0. 

Thanks to the assumptions 

H°F{K0,V) (x) H°AK,V) IXXX') 
0, 

Proposition 8.10.4 applies with R — O and^ 7 — R — {0} to the extensions K^/KQ 
and KOQ/KQ; one obtains isomorphisms 

Se\(B/Ka,p°°)K,T (x)' 
R 

OO' F H2

F(K0,V) (x) 

/7 2 [Koo/KiT (XXX) 
PNT0 

OO' F' H2AK^V) (xxx') 

The exact sequence (10.7.17.1) then implies that 

dimF/ H2

f(K0,V) (x) r + 2dim F.(Ar 0) 

dimF, H2(K'0,V) (xxx') r + 2 dimF/ (Xpnr0) (X') 

hence 
dimFf HJ{K0,V) (x) r dimF/ H2

F(K'^V) (xxx') (mod 2). 

As H2

F(K0,V) (x) is dual to 

HUK0,V(1)) (x-1) H)(KQ,V) (X-1) H}(K0,V) (x) 

(the last isomorphism being given by the action of r) and H^(KQ7 V) (xxx') is dual to 

HUK'0,V*(I)) (xxx7)"1 

H}(K'0,V) (xxx')"1 

Se\(B/Ka,p°°) (xxx') 

we obtain the desired congruence 

dimF, Hl

f(K0,V) (x) dimF, HUK'^V) (XXX) (mod 2) 
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(v) We can assume that F' contains the values of all characters of A' = 
GdXiKUKQ)] then 

Se\(B/Ka,p°°) (x) 

x' 

H){K'0,V) (xxx) 

where \ ' runs through all characters of A'. As 

àimF, H}(K^V) 
(XXX') dimF/ H}(K0,V) (x) 1 (mod 2) 

by (iv), it follows that 

H}(K'0,V) (x) 

x' 

1 A' [K •• Ko] 

as claimed. 

10.7.18. For example, if K is an imaginary quadratic field and K^/K its anticyclo-
tomic Zp-extension, then K+ — Q and we are in the situation considered in [Ne3]. 
If H + = {p} and S~j consists of all rational primes dividing pN, where N ^ 1 is an 
integer not divisible by p such that all primes dividing N are unramified (resp., split) 
in K/Q, then the condition 10.3.5.1.5 is satisfied (resp., the condition 10.3.5.1.5 is 
satisfied and no prime in £' splits completely in KQQ/K). 

If E is an elliptic curve over Q with good ordinary reduction at p and N is the 
conductor of E, then T = TP(E) and A = E[p°°} are as in 10.7.16 (for O = ZP,F = 
Q p ) , with j given by the Weil pairing and T~ = Tp(£ ®z p F p ) , where £ is a proper 
smooth model of E over Z p . 

The Selmer group Hj(A) (resp., the A-module Hj(Ks/K^, A)) differs from 
Sel(E/K,p°°) (resp., from 

S e l ^ / l W 0 0 ) lim 
a 

Sel(£/K a,p°°) 

where Ka/K are the finite subextensions of K^/K) by a finite group (resp., by 
a A-module killed by a power of p), by Proposition 9.6.6 combined with Proposi­
tion 9.6.7.5. As the group H°(GK,S, A) = E(K)[p°°] is finite, the assumptions of 
Theorem 10.7.17 (i)-(iii) are satisfied and the congruence in 10.7.17 (iii) becomes 

(10.7.18.1) corkZ p ( S e l ^ p 0 0 ) ) corkA (SeHE/Kocp00)) (mod 2) 

as in [Ne3, Thm. B] (assuming that each prime dividing N is unramified in K/Q). 
More precisely, if all primes dividing N are split in K/Q, then Proposition 10.7.12 
implies that 

(D^SdiE/K^p00))) 
A-tors 

Se\(B/Ka,p°°) 

in (AMod)/(pseudo-null), where 2 n · Nf = 0 for some n ^ 0 (in particular, N' —• 0 in 
(AMod)/(pseudo-null) if p ^ 2); this proves ([Ne3, Lemma 2.5]). 
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It may be useful to spell out explicitly the following special case of Theorem 10.7.17 
(which generalizes the congruence (10.7.18.1)) in a situation considered by Mazur and 
Rubin ([M-R3]). 

10.7.19. Proposition. — LetK+ c K C be as in 10.3.5.1, withT = GaliK^/K) ^ 
7/p; set A = Z p [ r j . If E is an elliptic curve over K+ with good ordinary reduction at 
all primes above p, then 

corkZ p Se\{E/K,p°°) corkA SeliE/K^.p00) (mod 2) 

corkZ pSel(£/K,p°°) corkA SeliE/K^p00). 

If, in addition, corkzp Se[(E/K,p°°) 1 (mod 2), then 

corkZpSel(E/K'^p00) [K':K], 

for each finite subextension K'/K of K^/K (cf. [M-R3, Thm. ?>.!}). 

Proof. — Fix a finite set S+ of primes of K+ containing all archimedean primes, all 
primes above p and all primes at which E has bad reduction. Consider Greenberg's 
local conditions associated to the data 10.3.5.1.2-10.3.5.1.4 with R = Z p , X = Y — 
TP(E) = T, 7T : TP(E) 0 Z p TP(E) Z p ( l ) given by the Weil pairing, £+ = Sf and, 
for each v+ G Ŝ ~, 

TP(E)++ 

Tp (E)v defined in 9.6.7.2, v+ I p 

0, v+ \p. 

As S' = 0, we do not have to worry about the condition 10.3.5.1.5. As V — 
T ®zp QP = Vp(E) ^ V*(l) satisfies the monodromy-weight conjecture at each 
non-archimedean prime not dividing p ([Ja2, §5, §7]), we have 

H°(GW,V) H°(GW,V*(1)) 0, (Gw = G&\{KV/LW)) 

for each finite extension L/K and each non-archimedean prime w | v \ p of L. In 
particular, the assumption of Theorem 10.7.17 is satisfied for KQ — K and each v G E 
(note that Wv = 0 if v \ p, while Wv = Vv if v \ p). 

Applying Theorem 10.7.17(iii) (observing that H°F(K,V) C H°(GK,V) = 0), we 
obtain, using the notation from 9.7.8, 

TkZpHlx(K,Tp(E)) rkA Hi , E Se\(B/Ka,p°°) (mod 2) 

vkZpHJ^(K,Tp(E)) rkA ff/jw.s Koo/K, Tp{E) 

On the other hand, Proposition 9.7.9 (i) together with Lemma 9.6.7.6 (iii) show that 

vkZpH}jK,Tp(E)) rkZpHJ(K,Tp(E)) corkZ p Se\(E/KlP°°). 
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Similarly, Proposition 9.7.9(iii) together with (8.9.6.4.3), (9.6.5.2) and Proposi­
tion 9.6.7.8 imply that 

rkA H) j E (K^/K.TpiE)) rkA H ) TW {Koo/K, TP(E)) 

corkA HJiKs/K^Elp00}) COrkA S f ^ o o ) corkA Se^E/K^P00). 
If corkZ p Sel(E/K,p°°) = 1 (mod2), then Theorem 10.7.17(v) combined with the 
previous discussion yields the inequality corkzp Sel(E/K'\p°°) ^ [K' : K\. • 

10.7.20. In Chapter 12, we generalize Proposition 10.7.19, as well as the main parity 
result of [Ne3], to the case of Hilbert modular forms. 

10.8. Comparison with the Flach pairing 

For simplicity, assume that the condition (P) from 5.1 holds. 

10.8.1. Let R = 0 , F = Frac(O) and T, A, T*(l), A*(l) be as in 9.1.1-9.1.4. Set 
V = T 0(9 F, V*(l) = T*(l) 0o F and assume that we are given, for each v G Sf, 
F[Gv]-submodules V+ C V, V*(l)+ C V*(l) satisfying y+ i_eV2 V*(l)+; set T+ = 
Tnv;+, r ( i ) + = r * ( i ) n r ( i ) + . 

We denote the inclusions T ^ V, T*(l) ^ V*(l) (resp., X+ X, for X = 
T, V, T*(l), V*(l)) by z (resp., by iv). For each function / with values in V, we 
denote by / ° the corresponding function with values in V/T = A (and similarly for 
V*(l) and V*{l)/T*(l) = A*(l), resp., F and F/O). 

10.8.2. These data define Greenberg style Selmer groups 

SIX) Ker H\GKtSlX) 
veSj 

H1(GV,X)/L+(X) (X = A,A*(1)) 

where 
Lt(A) Im (Hl

cont(Gv,Vv

+) H\GV,A) 
Lt{A*(l)) lm(Hlont(Gv,V*{l)t) HHGv,A*(l))) 

10.8.3. For example, assume that O — Z p , B is an abelian variety over K with 
good reduction outside Sf satisfying {v \ p} = H0 U T,t (in the notation of 9.6.7.2), 
T = TP(B), T*(l) = TP(B), A = B(poo) and A*(l) = B[p°°}. If we define Vv

+, F*(l) + 
as in 9.6.7.2 if t; | p (resp., set 1// = V*(l) + = 0 if i> f p), then we have, for each 
v<=Sf, 

Lt(A) Im (B(KV) ® Qp/Zp ^ ( G W , A ) ) 
(and similarly for A*(l) and B), hence 

S (A) Sel(B/K,p°°) SM*(1)) Sel(B/K,p°°). 
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10.8.4. The data from 10.8.1 also give rise, for each X = T, V, T*(l), V*(l), to 
Selmer complexes 

C'AX) C}(GK,S,X;&(X)) 

associated to the local conditions 

A„(X) ^COnt(^5, Xv) Se\(B/Ka,p°°) 

We denote their cohomology groups by Hj(X). 

10.8.5. Flach's pairing. — Flach's construction [Fll] yields an (9-bilinear pairing 

( ' ) Flach S(A) S(A*(1)) F/O. 

In order to define this pairing, fix cohomology classes 

[a] e S(A), [a1] G S(A*(1)) 

represented by 1-cocycles 

a£CL{GK,s,A), da = 0, Se\(B/Ka,p°°Se\(B/Ka,p°°) da = 0. 

Lift these cocycles to 1-cochains 

a i GC'cont(GK,s,V): h eC'cont(GK,s,V*(l)) 

then 

da\ = —i(ü2), dbx = -z(62), a2 G C*ont(GK,s,T). ^ 2 ^ C f e , r ( i ) ) 

The definition of S(X) implies that there exist, for each v G Sf, elements 

(10.8.5.1) Se\(B/Ka,p°°Se\(B/K) AQ,V G Cç0nt(Gv, V) V, A\,v G CçOIlt(Gv,T) 

bivecl,nt(Gv,v*(i)t(i)t) Bo,v G C° o n t GV,V*(1)) V*(l) 

Bi,v G C c

1

o n t (G u ,T*(l)) 

satisfying 

res^(ai) iv(al,v) dA0^v 
i(A1,v) dalv = 0 

resjfri) Se\(B/Ka, dB0iV + i(Bi,v). dbty 0. 

The coboundary of the 3-cochain 

da\ b1 C ĉont G o , F ( D 

satisfies 
d(dai U6i) i(a2 U 62) G i ;cc

4

ont(Gx,5,o(i)) 
which means that (dai U 6i)° (= the image of da\ U &i modulo cochains with values 
in Oil)) is a 3-cocycle: 

(dai U6i)° G r 3 

^cont 
; g K , S , f / o ( i ) . d(dai U6i)° 0. 

As Hs(GK,s,F/0(l)) 0, there exists e € C c

2

o n t (GK,s ,F/0( l ) ) such that 

-a2 U (dai U6i)° dE. 
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For each v G SV, the 1-cocycle 

ßv -iZKv) dBo^y G r1 

[GViV*(l) dßv = 0 

is a lift of resv(òi)° G C¡ont(Gv,V*{l)/T*(l)). As 

d(vesy(ai) U -res„(a 2) U ßl -res v(a 2 U b\) • resv(de) d(Tesv(e))i 

the 2-cochain 

cv 
(resv(ai) U ßv)° resJe) G C2

cont(Gv,F(l)/0(l)) dey = 0 

is a 2-cocycle. Flach defined 

(10.8.5.2) M M Flach 
Se\(B 

invjc.) G F/O 

(and showed that this element depends only on [a] and [a']). 

10.8.6. The pairing from 10.2.2. — The choice of the cocycles in (10.8.5.1) 
determines 2-cochains 

x (a 2 ,0,(Ai > v)) G C2

f(GKìs,n dx — 0, 

y (&2,0,(Bi v ) ) G C?(Gk,5,T*(1)), d2/ = 0, 

where we have used the notation from 1.3.1 and 6.3.1: 

Cf(GK,s,T) Se\(B/Ka,p°°) 

veSf 
°cont Se\(B/Ka 

vesf 

Se\(B/Ka,p°°) 

with the differentials given by 

d( in ,«J , ( tn - i , v ) ) (dtn,(dt+ ) Se\(B/Ka,p°°Se\(B/K) Se\(B/Ka,p 

The formula 

¿0) (2(a2),0,(z(Ai,v))) (-d(ai),0, (resv(ai) Se\(B/Ka,p°°Vise) dX 

X (-ai,(a+ ),(Am)) 

shows that i(x) G dCj(GK,s, ^ ) is a coboundary, hence the class of x is contained in 

(x) e Ker (H2

f(T) Hi(V)) -Hj(T) 
tors · 

Similarly, the class of y satisfies [y] G i^(T*( l ) ) t o r s . We wish to relate the product 
of [x] and [y] under the pairing 

U2,2 Uev2,0,2,2 Hj(T) 
tors 

ff?(T*(l))tora F/O 

(which was defined in 10.2.2) to the product (10.8.5.2). 

10.8.7. Proposition. — In the situation of 10.8.5-10.8.6, 

M U2,2 [y] Se\(B/Ka,p°°) 
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Proof. Let C* Se\(B/Ka be the complex from Lemma 2.10.7 (i) (in degrees 0,1). 

The tensor product complex CUT) (&Q C* has differentials 

Se\(B/Ka,p°°CV) c ; + 1 ( T ) ® q ( y ) 

(xni Xn-\) (dxn,(-l)
n-H(xn)+dXn^(i)t) 

which means that the pair 

a (x,X) G (CUT) 0o C-) 2 

is a 2-cocyle lifting x G C 2(T). Similarly, 

6 (y,Y)e (C}(T*(1))®0 C-) 2 , Y (-6i,(&í v),(Bo, v)), 

is a 2-cocyle lifting y G C2(T*(1)). In order to compute [x] U 2 ? 2 [y], we must first 
determine v(s23(a U 6)), where v is the map defined in Lemma 2.10.7(i) and the cup 
product a U b is computed using the product 

U r,o C}(T) ®o C}(T*(1)) c-(0(i)), 

from Proposition 1.3.2 (i), for any fixed value r G O: 

v(s23(aUb)) (x U R , 0 y, x U R , 0 Y) G (C-(0(l))(8) 0 C-) 4 . 

Taking r = 1, we compute 

£ Ui,o y (a2,0, ( A M ) ) Ui,o (02,0,(5!,.)) 

(a2 U ò 2, (Ai,v U resv(6„)) £ C^contCC^S, 0(1) 

Se\(B/Ka (a2,0, (Ai j V); Ui,o (-O!,(o+J,(B 0,.) 

- a2 U òi, - A i > v U resv(6i) Se\(B/Ka,p°°Se\(B/Ka,p°) 

The next step is to reduce v(s23(aU6)) modulo cochains with values in (9(1), obtaining 
a 3-cocycle 

^(523(aUÒ))° - a2 U òi, - A M U resv(&i)) <= G 3 

-̂ c,cont 
GK,S,F{\)/0{\) 

d(v(s23(aUb))°) 0, 

whose image under the isomorphism 

TT3 

c,cont 
GKis,F(l)/0(l) F/O 

gives the desired product [x] U 2 , 2 [y]. As 

- a2 U 6i, -AliVUresv(bi)) 

- a 2 U 6 ? , ( - A i v U ^ ) ° d(e,0) (0,(resv(e) ( ^ i , . U ^ ) ° 

we have 

W u 2 , 2 M 
Se\(B 

invv(e„), 
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where 
ev 

RESY(E) {AhvUßv) ^ ucont ; G „ , F ( I ) / O ( I ) dev = 0. 
However, 

(Vv e sf) cv + ev (dA0tV - i+(a^„) ßv 

(dA0,v - it(af,v) dB0,v-i+(bt3V) d(A0iV dB0tV-i+(b+v) 

is a coboundary, hence invv(cv + ev) — 0, which implies that 

[A u2,2 [y] ([<*]>[<*']} Flache 
as claimed. 
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C H A P T E R 11 

i?-VALUED HEIGHT PAIRINGS 

This chapter is devoted to various generalizations of p-adic height pairings in the 
context of the Greenberg local conditions. The pairings are introduced and studied in 
the full generality in Sect. 11.1-11.2. They are compared to the classical p-adic height 
pairings for Galois representations in Sect. 11.3-11.4. Higher (or "derived") height 
pairings are studied in Sect. 11.5. An abstract descent formalism for Zp-extensions is 
developed in Sect. 11.6; it is applied to formulas of the Birch and Swinnerton-Dyer 
type in Sect. 11.7. For Zp-extensions, the higher height pairings can be related to 
the generalized Cassels-Tate pairing from Chapter 10 (Sect. 11.8). In the self-dual 
dihedral case one deduces various parity results in Sect. 11.9. 

11.1. Definition of the height pairing 

11.1.1. Let K be a number field, S a finite set of primes of K containing all primes 
above p and all archimedean primes, and K^/K a subextension of K$/K with 
Gol^Koo/K) = r = Tq x A, where r 0 ^ Z£ (r ^ 0) and A is a finite abelian p-
group. We assume that the condition (P) from 5.1 holds (i.e., K has no real primes 
if p = 2) and that 

(Fl(r)) Se\(B/Ka,p° R is a flat (hence free) i?-module. 
The condition (F1(T)) is automatically satisfied if A = 0, while in the case A ^ 0 

it simply says that R is annihilated by the exponent of A. 

11.1.2. Denote by J C R the augmentation ideal of R = i?[r]. The first two graded 
quotients of the J-adic filtration of R are isomorphic to R/J ^ R and 

J/J2 r R 7 - 1 mod J2 7 0 1 (7 e r). 

It follows from (Fl(r)) that R/J, J/J2 and R/J2 are flat i?-modules. 
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11 .1 .3 . Let X, Y be complexes of admissible R[GK,S]-modules of finite type over R, 
and 7T : X ®R Y —» wR(l) a morphism of complexes (where LUR = cr̂ o ^ R is a complex 
of injective i?-modules representing uuR). We assume that X, Y are equipped with 
Greenberg's local conditions 7.8.2 associated to 

Xy X, X V Y (v e E c 5/), 

where X+, Y+ are complexes of admissible R[GV]-modules of finite type over R, sat­
isfying X+ -Ln Y+ (v G E). We also assume that the condition (U) from 8.8.1 holds, 
i.e., each prime i; G E' = 5/ — E is unramified in KQQ/K; this is automatic if A = 0. 

Fixing a quasi-isomorphism 

ujr 0R R Wr 

as in 10.3.3.1, we obtain a morphism of complexes of admissible R\GK sl-modules 

Se\(B/Ka,p°°Se\(B/Ka) 
F rII Se\(B/Ka,p°°) /Ka,p°°) 

As &r{Z) (Z®RR) -1 for Z = X, Y the sequence of complexes 

0 &r(Z)®RJ/J2 ^T(Z)®RR/J2 ^ V ( Z ) ® R R / J ( i ) t 0 'Z = X,Y 

in ad 
R[GK,s] 

Mod R-ft is exact and isomorphic to 

(11.1.3.1) 0 Z ®R TR Z ®R 1R/J2 

-1 z o, 

using (Fl(r)) and observing that Im(xr) G 1 + J, hence 

Z <n> 0RJR/JR+1 Se\(B/Ka,p°°) r > 0, n G Z 

The first two terms in (11.1.3.1) inherit Greenberg's local conditions from those for 
Z, as in 8.9.2. The assumptions (U) and (Fl(r)) imply that 

0 U+(Z®RTR) UU(Z®RR/J2) -1 Se\(B/Ka) 0 Z = X,Y 

is an exact sequence of complexes and 
U+(Z®RYR) U+{Z)®RTR Z = X,Y 

It follows that 

0 C'AZ®RTR) C}((Z®R R/J2) - 1 C}(Z) 0 Z = X,Y 

is also an exact sequence of complexes and 

C}(Z®RTR) C'AZ) ®R TR Z = X,Y 

As a result, we obtain (for Z = X, Y) exact triangles in Djt(Ryioà) 

(11.1.3.2) RT/(Z) ®RTR RTf({Z(E)RR/J2: - 1 

RTf(Z) 13 RT/(Z)[1] ®RYR. 
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These triangles can be constructed more directly, by applying the derived tensor 
product 

BTfMKoo/K, Z) L 
R 

to the exact triangle 
j / j 2 R/J2 

R J/J 2[l] 

(using Proposition 8.10.1 and the assumption (Fl(r))). 

11.1.4. The "height pairing" associated to the data (X, Y, 7r, X+, Y+) is defined as 
the following morphism in Drt(RMod): 

h hII KTf(X) 
0 

NRF(X)[I] ®RRR 

77r,o[l] •RHom^ (RT/ (F), cjr [- 2] ) OR T R Se\(B/Ka,p°°) OR T R 

This induces maps on cohomology 

HUX) Se\(B/Ka,p°°JIfùe) Se\(B/Ka, RomR(Hj(Y) Hi+3-2(ujR) ®RTR) 

i.e., bilinear maps 

hII,i,j H}{X)®RH}{Y) H1+^2(LOR)®RTR(i)t. 

The only (?) interesting case is that of i + j = 2, when we obtain pairings 

hII,i,j H){X) ®RH}(Y) H°(ujR)®RRR [i+j = 2 

of which /1̂ ,1,1 is the most important one. 
If all complexes X, Y, X+, Yv

+ (hence also C*(X), C*(Y)) are cohomologically 

bounded above, then h = adj(/i), where 

h — hn RTf(X)®RRTf(Y) /3(g)id Rf/(X)[1] 0H RT/(Y) 0/?r^ 

Uw,o[l] UR[-2] ®r TR 

is a pairing in Djt (^Mod). 

11.1.5. If K C KOO C KOO is a subextension such that Y'R := Ga^K'^/K) 0 Z p R is 
flat over i?, then the various height "pairings" h! associated to K'^/K are obtained 
from h by applying the canonical projection YR -» TR. 

11.1.6. The above constructions apply, in particular, in the case when R, X, Y are of 
the form R = i20|[r'], X = ̂ r{Xo), Y = &r>(Yo) for suitable F = G^K'^/K) ^ 
Zp . This is the situation considered in [PR3], where K is an imaginary quadratic 
field and Koo (resp., K^) is the cyclotomic (resp., anti-cyclotomic) Zp-extension of K. 
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11.1.7. More generally, let L/K be any subextension of K^/K. As in 9.7.1, put 
T L = Gal^oo/L), TL = Gal(L/K) = T/TL and 

IL 

KerMTH R JL Ker{R\T\ —*RITL}). 

For each r 0, there is a canonical isomorphism of -RflTiJ-modules 

(11.1.7.1) Ji/JRL+1 ( j L ) 7 ( j L ) r + 1 Se\(B/Ka,p°°) 

In particular, for r = 1, 

JL/(JL)2 IL OZp R = rLR JL/JI Se\(B/Ka,p°°) 

If we replace the flatness condition (F1(T)) by 

(Fl(r L)) TR

L = T L 0 Z p R is a flat (hence free) i?-module 
(which is automatic if T — Zp , then the construction from 11.1.3 works if one 
replaces everywhere J by JL (with the proviso that J£/'J£+1 is no longer isomorphic 
to JR

L/J
R

L

+L < n > as a Galois module): using (8.10.10.1), one obtains an exact 
sequence 

(11.1.7.2) 0 &rL(Z) ®RT
L

R &r(Z)/Jl ^rL(Z) 0 

generalizing (11.1.3.1), an exact triangle 

(11.1.7.3) RT / ; I w (L / iv ,Z) Se\(B/ BTf((Z®RR)/Jl -1 

R r / ? I w ( L / X , Z) • R f / J w ( L / K , Z)[l] OR TR

L 

generalizing (11.1.3.2) and pairings 

(11.1.7.4) h-K,L/K R f / ; I w ( L / K , X ) L 
Se\ R T / J w ( L / K , y)' 

BOid RT/TW (L/K,X)[1] L 
K(TL) RTfM(L/K,Yy ®R^R 

Uw,o[l] Se\(B/Ka,p°°)ORT

L 

(11.1.7.5) Se\(B/Ka, #/,Iw (L/iv,X) Se\(B/Ka,p°w (L/K,YY 

Se\(B/Ka,p° Se\(B/Ka,p°°)OR TR 

As in 11.1.3, the exact triangle (11.1.7.3) can also be obtained by applying 

BTfMKoo/K, Z) L 
R w 

to the exact triangle 

JL/JI R/Jl R(TL) Se\(B/Ka,p°°) 
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11 .1 .8 . What is the relation between (11.1.7.4)—(11.1.7.5) and the pairings con­
structed in 11.1.4? In the special case when the exact sequence 

(11.1.8.1) 0 TL 

r TL 0 

splits (i.e., when T — TL x TL), then the construction from 11.1.7 reduces to that 
in 11.1.3, applied to 

IX:^TL(X) ® M R L Ì Se\(B/Ka,p° o;Je(l)0fli?[rL] 

and Koo = Koo

L instead of TT : X ®R Y — u9

R(l) and K^, as Gal (A^/AT) = TL; 
cf. 11.1.6. 

If the sequence (11.1.8.1) does not split, then the following Proposition shows that 
at least the height pairings on cohomology (11.1.7.5) reduce to those from 11.1.4. 

11.1.9. Proposition. — Let {La/K} be the set of all finite subextensions of L/K. Then 
the height pairing 

(11.1.9.1) Se\(B/Ka,p lim 
a 

H}(LaiX) OR(TL) lim 
a 

Hj(La,Y) 
x 

lim 
a 

H^-2(uR) Se\(B/Ka,p°° R[G&\(La/K)] 

is given by the formula 

K,L/K,i,J ((^a), (Va)) 
cr G Gal (Lq, /K) 

Se\(B/Ka,p°°Se\(B/Ka,p°) 

a 
where 

hIIa,i,j H}(La,X) ®1RHÌ(La,Y) Se\(B/Ka,p°°) ® R (Gal^oo/La) ®zp R 

is the height pairing 11.1.4 associated to the extension K^/La (if La is sufficiently 
large, then the flatness condition (F^Gal^oo/La))) holds, thanks to the assumption 
(Fl(r L))). 

Proof. — This follows from the definitions and the formula proved in Proposi­
tion 8.9.14. • 

11.2. Symmetry of the height pairing 

11.2.1. Theorem 

(i) If all complexes X,Y,X+,Y+ are cohomologically bounded above, then the dia­
gram 

hII : RTf(X)®RBTf(Y) VR[-2] ®RFR 

Sl2 

7̂TOSi2 KTf(Y)®RRrf(X) VR[-2] ®RTR 

is commutative in D^t(RMod). 
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(ii) The pairings h^jj satisfy 

Se\(B/Ka,p°°) ( 1) 3 h7roSl2j^i{y,x). 

11.2.2. Corollary. IfX y, x+ Y+ (v e E) and 7T o si2 = c - TT with c — ±.1, 
then the bilinear form 

7̂T,l,l H}(X) ®RH}(X) H0{ujR)®RrR 

is symmetric (resp., skew-symmetric) if c = — 1 (resp., c = +1). 

Proof of Theorem 11.2.1. — It is enough to prove (i), since (ii) follows from (i) ap­
plied to T^7VZ,T^7VZ+ (Z = X,Y) for big enough TV >> 0. The first step is to 
observe that the "Bockstein map" 

ß •• RT/(i?) RT/(Z)[1] ®R r R Z = X,Y 

in DfJfjMod) can be represented by a canonical morphism of complexes 

ßE • C}(Z) C}{Z)[l\®RTR. 

This follows from the construction 1.3.11 applied to the complexes 

A C'ont(GK,s, Z) B = U+(Z) C 

vesf 

Se\(B/Ka,p°°) 

A1 Se\(B/Ka,p°°) B' = U+(Z') C 

vesf 

Se\(B/Ka,p°°) 

A" C'ont(GK,S, Z") B" = U+(Z") C" 
VESF 

C'ont (Gv, Z") 

for 
Z' &r(Z) ®R R/J2

7 
Z" = Z ®RTR 

and the morphisms of complexes 

Se\(B/K res S /, g,9',g" = iM-), 

as 
E = C}{Z), E' = C'f(Z'). E" = C}(Z") C' f{Z)® RT RH^-2(uR) 

in the notation of 1.3.11. As a result, the discussion in 1.3.11 yields the data 1.3.8.1 
1.3.8.2 for the complexes 

¿3 Qont(G^,S, Zj), B^U+iZj), c3 

vesf 

Clont{Gv, Zj) 

from 6.3.1 (where j — 1, 2 and Z\ = X, Z2 — Y). In fact, in the present situation we 
can make the formulas (1.3.11.1)—(1.3.11.2) very explicit, as follows. The canonical 
projection 

pr r : GK,s Gnl(Ks/K) Gal(iW^) = F 
and the map 

r rR 
Y 7 0 1 
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define a tautological 1-cocycle 

z : GK,s 
r TR 

Se\(B/Ka,p°°Se\(B/Ka,) dz = 0. 

For each v G Sf, a fixed embedding K ^ KV induces primes v^v of KOQ and va\v of 
KA (for all finite subextensions KA/K of K^/K). The localization of z at i;, which 
is equal to 

resv(z) : GV GK,S z TR, 

factors through 

z v . G V r„ (r„)fl r„ <S)z„ -R, 

where 
r„ GalC^oo)^ /^ ) lim Gel((Ka)vJKv) r 

is the decomposition group of v in K^IK. 

11.2.3. Lemma. — The Bockstein map /3 in the exact triangle 

R r C O N T ( G , Z ) ®RTR 
RrCONT(GAZ®RR/J2) -1 

Rrœnt((7, Z) 0 .RT c o n t (G,Z)[l] <8>*rfl Z = X,Y G — GK,SI GV 

is induced by the morphism of complexes 

P '· Clont(GK,S, Z) C"ont(G'K,S,Z ®RTR) 1 

c -zUc 

(and similarly for GV, when z has to be replaced by resv(z)). 

Proof — It is enough to consider the case G = GK,S and Z = ZN being concentrated 
in degree n G Z. For each 2^0 , the epimorphism 

CO lit G,&r(Z) ®RR/J2 pi 
^cont 

'GAZN®RR/J2) -1 

°cont G , Z N <?£S(G,Z) 

has a canonical section s given by 

s(c))(g1,...,gi) Se\(B/Ka,p°°) 

A short calculation shows that 

(-l)"(d(*(c)) • «(d(c)) ^1, · ·, #¿+1. 

#ic(#2, · · · , gi+1 ( ^ ( p r r ^ i ) " 1 - ! ) (mod J 2) 

Se\(B/Ka,p°°) 0pr r(^i) ( - l ) n ( 2 U c ) ( ( / i , . . , t o ) 

where the sign (—l)n on the L.H.S. (resp., the R.H.S.) comes from the sign rule 3.4.1.3 
(resp., 3.4.5.2). It follows that 

(d o s — s o d)(c) —z U c, 

which proves the result, by 1.1.4. 
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11.2.4. Lemma. — For each v G 

(i) the Bockstein map (3 in the exact triangle 

KTur(GVlZ) ®RTR- •~RTur(Gv, Z ®R R/J2 

-1 

mrur(Gv, z) B Rr u r (G v ,Z) [ l ] ®R FR \Z = X,Y 

is induced by the morphism of complexes 

P:U+(Z) U+{Z®RTR) 

/3(mn, m n_i, m/

n_1, m n _ 2 ) (0,0, / v (m n ) ® z(fv),0v(mn-i) ®z{fv) 

usina the notation of 7.6.2. 
(ii) The morphism /3 is also equal to the restriction of the composite morphism 

UV{Z) u Ccont(^5 Z) p •C-cont(Gv,Z®RTR) 1 A[l] >UV{Z)[1] ®RTR 

to the subcomplex U+(Z) C UV(Z), where /3(c) = — z U c is as in Lemma 11.2.3. 

Proof. — The condition (U) implies that, in the notation of 7.6.2, we have 

U+{{Z®RR/J2) - 1 (U+(Z) ®RR/J2 -1 

(and similarly for Uv{—) = £/( — )). The epimorphism 

(U+(Z) ®RR/J2) - 1 Uv

+(Z) 

has a canonical section s given by 

s(c) c® 1 

(and similarly for Uv( — )). The explicit formula for the differential on Uv{—) from 
7.6.2 gives, as in the proof of Lemma 11.2.3, 

(d o s — s o d) (ran, m n_i, m^_ 1 ? ran_2) 

(0 ,0 , - / v (m n ) <8>prr(/J
 1 - ^ K _ i ) 0 p r r ( / , ) 1 

( 0 , 0 , / v ( m n ) ^ 4 ) (̂mn_Ĥ-2(uR)Ĥ-2) ® 

as claimed in (i). A short calculation based on the explicit formulas for À and ¡1 from 
Propositions 7.2.3-7.2.4 shows that the composite map À[l] o ¡3 o ¡1 is given by the 
same formula, proving (ii). • 

11.2.5. To sum up, the construction from 1.3.11 yields morphisms of complexes 

I3W : W W[l] ®RrR, [W = A,B,C,E 

where A, B, C and E = C'AZ) (Z = X, Y) are as above and 

PE(a,b,c) (At (a) ,&?(&), -0c{c)-u{a) + v(b)) 
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with 

BA(a) —z U a, a G Se\(B/Ka,p°°) 

Pc(c)v resv(z)U cVl 

cv E Se\(B/Ka,p°°) veHSf 

BB(b)v 

—reŝ (z) U bVl v e E, bv G C*ont(GVì Z+) 

X(iesv(z)Uii{bv)), v e E', 6 v e C i r ( G v , z ) . 

As the section s in the proof of Lemma 11.2.3 is functorial in G, we have 

iz = 0. 

For the same reason, the E-components of v(b) vanish, while the E'-components can 
be described explicitly using the recipe from 1.3.11. We obtain, therefore, morphisms 
Pj^w for W — v4, B, C and homotopies Uj =0 , Vj (where j = 1 resp., j = 2 for Z — X 
resp., Z = Y) as in 1.3.8.1-1.3.8.2. 

11.2.6. The next step is to verify the conditions 1.3.8.3-1.3.8.5, with the products 
UA, UB = 0 and Uc as in 6.3.1. 

In 1.3.8.3 we can take hR — 0, while h A and /ic are constructed using the following 
diagram, in which G*(—) stands for G*o n t(G, —) with G = G/c,5 o r Gv: 
(11.2.6.1) 

G-(X) 0^G- (y ) id C*(X)®RC'(Y) 

C-(X)®RR®RC-(Y) id i?®* C*(X)®RC
9(Y) 

id<g)(-z)<g)id 

C*(X) ®R (C'(r f i)[l]) ®RC'(Y) si20id 
( —;z)<g)id<g)id 

C"(r f i)[l] ®fl C*(X)®flC'(r) 

U<g)id U®id 
C*(X®Hr f i )[l] ®H C'(Y) id Se\(B/Ka,p°°)(1)Se\(B/Ka,p°°) 

u u 

C'(X®RY®RTR)[l] id Se\(B/Ka,p°°)OR(1) 

The composite map 

C-(X)®RC\Y) C*(X ®RY®RrR) 1 

in the left (resp., right) column is equal to id(g)/?2 (resp., /3i0id). The first, second and 
the fourth squares from the top are all commutative, while the commutative diagram 

c(x) ®R (c-(rfl)[ir S120(T ®T) C'(TR)\l) ®RC'(X) 

u u 

C'(X ®RTR)[I\ T C"(X®RTR){1] 

together with the bifunctorial homotopy a : id T from 3.4.5.5 show that the third 
square from the top in (11.2.6.1) is commutative up to the homotopy 

k ® id U(X)id (U 0 id) ($12 <8> id) 
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where 

k = - o * ( U o s 12 o(T <g> T) (T o U o s 1 2 ) • (a ® a)i 

We define the homotopy 

hw id (8) /?2,wSe\(B/Ka,p°°) (8) id W = A, C 

by the formula 

hw U*(fc<8)id) (id 0 (-z) (8) id) 

with G GK,S resp., G = Gv, v e Sf ifW A (resp., W = C) 
As 

hf 1*1 ^2 0 

and 

11.2.6.2 fs[l]*hA hC*(fl®f2) 

(the last equality following from the bifunctoriality of the homotopy a : id T used 
in the construction of h A and /^c), the condition 1.3.8.4 is satisfied with Hf = 0. 

It remains to verify the condition 1.3.8.5, which boils down to the statement that, 
for each v £ Sf, the ^-component mv of the homotopy 

m Uc[l] («1 ® 02) Uc[l] (51 ® «2) -hc*(g\ ®92) 

mi, (UÏ(X)®RU+(Y)) i T>2 Q o n t ( C ^ ( l ) ) OR TR(1) z-l 

is 2-homotopic to zero. For i? G E we have 

mv 
-hc*{gi (8)̂ 2) - / ic * (#1 ® #2) 03 [1] 0. 

as in (11.2.6.2). For v G E' the only possibly non-zero component of mv is 

m2

v Se\(B/ ®RHUY) H°{ujR) ®RTR. 

It is enough to show that ml = 0 (hence 1.3.8.5 holds with Hg = 0). Firstly, ml 
factors through 

(11.2.6.3) Se\(B/Ka,p°°) Se\(B/Ka,p°°) 

so we can assume that Y = @(X)(1) and n = ev2. The .R-module (11.2.6.3) is 
annihilated by Nv — 1, which proves that ml = 0 in the case when R is flat over Zp. 
The general case follows by observing that the morphism 

adj(ra^) HUX) Hom# Hl{@{X){\) H°(cuR) ®RTR 

is given by a "universal" formula which does not depend on R, as all homotopies 
hc,v\, V2 are given by such universal formulas. 

This completes the verification of the conditions 1.3.8.3-1.3.8.5. 
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11.2.7. We are now ready to conclude the proof of Theorem 11.2.1 (i). We apply 
Proposition 1.3.10 to E1 = C}(X), E2 = C}(Y) and E3 = CJr[-3] (as in 6.3.1). This 
is legitimate, since Greenberg's local conditions admit the transposition data 1.3.5.1-
1.3.5.7, by 6.7.8 and Proposition 7.7.3. The morphisms 7j for j = 1,2 (resp., for 
j = 3) are homotopic to the identity by Proposition 6.5.4(i) (resp., because LUR is 
a complex of injective R-modules). Finally, we use our earlier observation that the 
Bockstein map 

(3 : Blf(Z) RT/(Z)[1] ®RTR Z = X,Y 

is represented by the morphism of complexes 

PE : C}(Z) C}(Z)[1] ®RrR 

given by the formula from Proposition 1.3.9(i). The statement of Theorem 11.2.1 (i) 
then follows from Proposition 1.3.10. 

11.2.8. In the definition of the height pairings in 11.1.4 we let the Bockstein map (3 
act on HTf(X) and Hj(X). If we chose instead the opposite convention and define 

K BTf(X)®RKTf(Y) idOb >BTf(X)®R (BTf(Y)[l])®RTR 

Uvr.oll] UR -2 ORTR, 

then the proof of Theorem 11.2.1 (namely the appeal to Proposition 1.3.9) shows that 
h'n = K (and h'n i ,k· = K,i,j)-

11.2.9. On the other hand, if we replace ^T(X)/J2 = (X ®R R/J2) < -1 > 
in 11.1.3 by &T(X)L/J2 = (X ®R R/J2) < 1 >, then the map (3 is replaced by -(3 
and the height pairings h, hnjj change sign. 

11.3. Comparison with classical p-adic height pairings 

In contrast to various classical constructions of Qp-valued height pairings on Selmer 
groups ([Ne2, PR4, PR5]), the definition in 11.1 requires no additional assumptions 
apart from the existence of orthogonal Greenberg's local conditions X+ -L̂  Y+ (v G 
E). In this (and the following) section we relate the pairing hnyi^ for R — Zp to the 
height pairing constructed in terms of universal norms. 

11.3.1. Assume that T = Gal^Koo/K) ^ ZJ (r ) 1) and that we are given the 
following data: 

11.3.1.1. Two Qp-representations X, Y of GK,S (i.e., finite-dimensional vector spaces 
over Qp with a continuous Qp-linear action of GK,S)-
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11.3.1.2. A Gx,s-map 

TT : X 0 Q p Y Q P ( i ) 

such that 

adj(7r) : X •Hom Q p (y,Q p ( l ) ) Y*(l) 

is an isomorphism. 

11.3.1.3. For each v € Sf, Qp-subrepresentations of Gv 

Xy X, Y+ Y 

such that 

(\/v\p) x: Y+ (Vv \ p) Xv X V 0 

Putting 

Xy X/X+ Yv Y/YV

+ (v e S,), 

it follows that adj(7r) induces isomorphisms 

Xv Hom Q p n T , Q P ( i ) (n T )*( i) (v\p) 

We also assume that the following conditions hold: 

II.3.I.4. Nv G Sf) H°(GV,X) H°(GV,Y) 0 

11.3.1.5. Nv\p) H°(GV,XV ) H°(GV,Y-) 0. 
Observe that 11.3.1.1-11.3.1.5 hold in the context of [Ne2, §6.9] (where X, Y were 

denoted by V, V*(l)). 

11.3.2. There are two natural Greenberg's local conditions for Z = X, Y : A(Z) 
with E = Sf (resp., A'(Z) with E = (v/p)) and the subrepresentations Zv (v G E) 
as in 11.3.1.3. 

The assumptions 11.3.1.2-11.3.1.4 imply that 

Rr c o nt(G- u, Z) R r u r ( G v , Z) 0 vG Sfì,v\p\ z = x , y 

in D(q Mod); it follows that the canonical maps 

BTf(Z) BTf(GK,s,Z;A(Z)) Bff(GKtS,Z;A'(Z)) Z = X,Y 

are isomorphisms in Dyt(QpMod). The condition 11.3.1.5 implies that, under the 
canonical map 

BTf(Z) Rr c o n t (GK Q, Z) 

the cohomology group 

H){Z) H}(GK,s,Z;A(Z)) 
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is identified with the Selmer group defined by Greenberg [Gre2, Gre3] 

Sel(Z) Ker RRL 
-'-'cont 

GK,S, Z 
vesf 

ttI 
cont 

GVL ZV 

Ker RRL 
^cont 

GK,S, Z 

v\p 

TTÌ 
•"cont 

GVL ZV 

(Z = X, Y) 

11.3.3. Under the assumptions 11.3.1.1-11.3.1.5 there is a canonical (up to a sign) 
height pairing ([Ne2, PR4, PR5]) 

n̂orm J norm 
'l7V 

Sel(X) OQq Sel(F) Se\(B/Ka,p°°) 

the definition of which is recalled in 11.3.7 below. 
Fix a G/^s-invariant Zp-lattice T(X) C X. This determines a Gx5s-invariant 

Zp-lattice T(Y) C Y such that adj(7r) defines an isomorphism 

adj(Tr) : T(X) Homz p(T(F),Z p(l)) T(y)*(i), 

i.e., 
n : T(X) ®Zp T(Y) Zp(l) 

is a perfect duality over R — Zp For each v G 5/, put 

T(Z)t ••T(z)nz+ T(z)z T(Z)/T(Z)t Z = X,Y 

then adj(7r) induces isomorphisms 

T(X)v Hom Z p(T(F)J,Z p(l)) Se\(B/Ka,p°°) (v\p). 

Let A(T(Z)) (Z = X,Y) be Greenberg's local conditions with S — Sf and the above 
T(Z)+ (i.e., T(Z)+ = 0 if v \p). Then the Selmer complexes 

BTf(T(Z)) Krf(GK,s,T(Z);A(T(Z))) E £>^(zpMod) Z = X,Y 

satisfy 
BTf(T(Z)) OZp Qp KTf(Z) Z = X. Y 

hence the pairing from 11.1.4 

7̂T,L,L HJ(T(X)) OZp 
H}(T(Y)) r 

induces a pairing 

hII,1,1 Sel(X) ® Q p Sel(r) H1

f(X) OQp 

Se\(B/ r ®zp Q P . 

The main goal of Sect. 11.3 is to show that 

Se\(B I norm 

In order to simplify the arguments we work exclusively with the Qp-representations 
Z, Z+, not with the lattices T(Z), T{Z)+ (Z = X, Y). This means that we apply the 
constructions in 11.1.3-11.1.4 to the exact sequences 

0 C}(Z®Zp r) Se\(B/Ka ®A A/J 2 ) C}(Z) 0, 
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obtained from 

0 C}(T(Z) ® Z p r C ; ( ^ r ( T ( Z ) ) ®A A/J 2 c;(T(z)) 0 

by taking the tensor product — <S>zp Qp- Above, A = Z p [ r ] and 
Fr (Z) ^r(T(Z))®Zp Q p . 

11.3.4. Universal norms. — Let v be a non-archimedean prime of K, F a Qp-
representation of Gv and T C V a G^-stable Zp-lattice. Fixing an embedding if ^ 
if„, we obtain a prime va\v in each finite subextension KA/K of KQQ/K. We define 
the universal norms with respect to K^IK at v as 

Se\(B/Ka,p°°) Gv, T 
a 

Im Hlont(GVcy,T) cor Se\(B/Ka,p°°) 

Im rrl 
cont 

Gv,&Vv{T) rrl 
cont 

Gv, T 

Im rrl 
cont 

GV,&T{T) rrl 
cont 

C;(^r(T( 

We also define 

C;(^r(T(Z)C;(^r(T(Z) C;(^r(T(Z))C;(^r( ®ZV Qp C;(^r(T(Z))Ie 

(this vector space over Qp depends only on V, not on T). 

11.3.5. Local reciprocity maps. — Let v be a non-archimedean prime of K. The 
local reciprocity map 

recv : K% Gab v 
is related to the invariant map 

invv 
Ü 2(G . ,Q/Z(1)) Br(Kv) Q/z 

by the formula 

(11.3.5.1) X(reci;(a)) invv(a U ÔY) 

where 
a G if*, X e H\GV, Q/Z) Hom c o n t (Gf ,Q/Z) 

and 5\ G H2(GV, Z) is the coboundary associated to the exact sequence 

0 Z Q Q/z o 

([Sel, Prop. XI.2]). If we work with cohomology with finite coefficients, i.e., with the 
following exact sequences of (discrete) Gv-modules 

0 µn 
Kv 

N Kv 0 

0 z N Z Z/nZ 0 
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and elements 

aeK* C;(^r(T(Z)) Sa e H1(Gv?Un) 

XeH\Gv,Z/nZ) Hom c o n t 
;Gf ,z /nz; ôXeH2(Gv,Z) 

we obtain from (11.3.5.1) and the vanishing of 

0 invici (a U x)) mvv(Sa U x + a U Ox) 

another useful formula 

(11.3.5.2) X(iecv(a)) —invv(ôa U x) imVv U Sa) 

Taking n = pr and passing to the projective limit, we obtain isomorphisms 

VECY K;®ZP lim 
r 

K* ® Z/prZ Gf®Zp 

S : K*v®Zp 

HLnt(Gv, Zp(l)). 

Recall from 11.2 the tautological projection 

C;(^ Gf®Zp Tv 5 

denote by £v the composite map 

lv zv o recv o 6 1 ^cont(^ ,Z p ( l ) ) IV 

The formula (11.3.5.2) implies that 

(11.3.5.3) 4(c) invv(zv U c). C;(^r(T(Z)) G„, Zp(l) 

As 

Ker(4) C;(^r(T(Z)) GVi2ip(l) 

the map £v induces an isomorphism 

lv 
rrl 

cont 
Gv, Zp(l) Noo r„. 

11.3.6. Lemma. — For eac/i v | p, 

H CONTAVI Z^) C;(^r(T(Z)C;(^r(T(Z))) (Z = X,Y). 

Proof. — The statement is trivial if Tv = 0, so we can assume that Tv ^ 0. In this 
case H°(GV, (Z+)*(l)) = 0 by 11.3.1.5, and we conclude by Corollary 8.11.8. • 
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11.3.7. Definition of / i n o r m . — Let 

X ^ ^cont (GK,S,X) dx = 0 V ^ ^cont C;(^r(T(Z)) dy = 0 

be 1-cocycles with cohomology classes contained in 

[x] G Sel(X) ttI 
cont 

GK,S, X [y] G Sel(Y) Hcont(GK,S,Y) 

Then y defines an extension of G^s-modules 

0 Y ok (1) 
Yy Qp o 

with extension class [Yy] = [y]. Dualizing, we obtain an extension 

0 Qp(1) Y*y(1) a X 0. 

For v G Sf, put 

C;(^r(T(Z)) C;(^r(T(Z)) C;(^r(T(Z y ; ( i ) / y ; ( i ) + . 

The coboundary map 8 in the exact cohomology sequence 

0 #cont(Gtf,5,QP(l)) 
HLnt(G K,S,Yy(l)) 

o Hcont(GK,S,X) Ô Hcont(GK,S, Qp(l)) 

is equal, up to a sign, to the cup product with [y] under tt X®qY Qp(1). As 
the map 

resSf 

Hcont(GK,S, Qp(l)) 
vESf 

Hcont C;(^r(T(Z)) 

is injective and Xv _Ln Yj~ for all v G 5/, we have 

S([x]) = 0. 

Fix a lift of [x] 
C;(^r(T(Z)Ex) C;(^r(T(Z)C;(^r(T(Z)) 

it is determined up to an element of tt 1 
-°cont 

(Gtf,S,Qp(l)) 0*KS ®Z Qp-
For each v G 5/, denote by 

Xv resv([x]) G ffcont(Gt,,y;(i)) 

the localization of [x] at v. The assumptions 11.3.1.3-11.3.1.5 imply that the following 
diagram has exact rows and columns: 

(11.3.7.1) 
0 0 

0 Hl

cont(Gv,QPW) HLnt(Gv,Yy*(l)t) ĉont (GViX+) ^c2ont(GV,QP(l)) 

it 1 + 
0 #cont(CQp(l)) Hcont(Gv,Y£ (1)) C;(^r(T(Z)) 6u ffc

2

ont(G„,Qp(l)). 
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As Sv is (again up to a sign) given by the cup product with [yv] = resv([y]) (hence 
$v([xv}) = 0) and [xv] = i+([#+]) f° r some [x+\ G H^ont(Gv, X+) by assumption, an 
easy diagram chase shows that there is a (unique) cohomology class 

l^v J ^ -"cont (G„,r ; ( i )+) 

satisfying 
C;(^r(T(Z)) [xv]. 

We claim that the following diagram also has exact rows and columns: 

(11.3.7.2) 

0 

rrl 
^cont 

:G„,«^r„(QP(i) pr* ^„t (G«.Qp(l ) ) 
lv C;(^r(T(Z))P 

rrl 
-"cont 

G ^ r „ ( K * ( l ) + ) 
pr* 

^COnt(Gv7 ̂  ( 1 ) J ) 

C;(^r(T( (7* 

rrl 
cont 

G l , ,^r„(X+) pr* -^contC;(^r(T(Z)) 0 

# 2 

cont 
(G„,Q P(1)) id 

<5„ 
# c

2

o n t (G„ ,Q p ( l ) ) 

Q P 

id QP 

This follows from the fact that Im(pr^) = Noo and the description of the universal 
norms Â oo for Qp(l) (resp., for X+) given in 11.3.5 (resp., in Lemma 11.3.6). This 
implies that there is a cohomology class 

[^r„04)] a If 1 

^ 11cont 
G „ , ^ r „ ( r ; ( i ) + ) 

which maps to 
K + ] O* xv ^ Hlont(Gv,Xt) 

under the map pr̂  o ^rv(a)*. The difference 

uv 

(xv) pr* C;(^r(T(Z)) 

is an element of 
uveH^ODt(Gv,QP(l)) 

and the value 
£y(uv) e Tv 0 Z p Q p 

does not depend on the choice of L^r (^7t)]-
If v \ p, then Xv C;(^r(T(Z)) QP(i) and we have 

Uy (xy) C ^cont(G.,Qp(l)) C;(^r(T(Z)) 

the latter group is isomorphic to Q p under the valuation map 

v ® 1 K*êQp QP 
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The height pairing h™orm is defined by the formula 

i norm 
7T 

N.[y] 
vesr 

lv(uv) C;(^r(T(Z)) 

This is well-defined, since another choice of [x] replaces each uv by uv + i/: for some 
^ £ #cont(£K,s,Qp(i)) and 

C;(^ 
C;(^r( o 

for such a global cohomology class u G 0*K s 0z Qp-

11.3.8. If i> G S/ is unramified in K^jK, then the map 

zv o recv Kv r„ 

factors through the valuation v : K* —> Z. As the direct sum of the valuations 

Ö K ^ Z Qp (v®ID) 

vesf 
QP 

is surjective, it follows that there is always a lift [x] of [x] with vanishing £v(uv) = 0 
for all v £ Sf unramified in K^jK (in particular, such that [x+] = 0 for all v G 5 /, v p). 

113.9. Theorem. — Under the assumptions 11.3.1.1-11.3.1.5. the height pairings 

/norm ? 
7̂T , 7̂T,1,1 

Sel(A) 0Qp Sel(y) C;(^r(T(Z))C;(^r(T(Z)) QP 

are related by 
7 norm 
'l7l 

— ̂ 7T,1,1-

Proof. — Let [x/] G Hl(X) and [yy] G Hl(Y) be the cohomology classes of 1-cocycles 

xf (x,(x+),(Av))GC}(A), ckc/ = 0, î// = (î/,(2/+),(/it,))eC}(y), d?// = 0, 

where 

C;(^r(T(Z))C;(^r(T(Z)) dx = 0 

xv ^ Ccont(Gv,Xy), dx^ = 0 (v G S,) 

e C®ont(Gv, X) X. iv (xv ) C;(^r(T(Z)) C;(^r(T(Z)) 

and similarly for ?/, y+,iiv. Recall that Xv = Yv = 0 if v \ p, hence x+ = y+ = 0 for 
such v. 

It follows from Lemma 11.2.3 that 

№ / ] ) E H2f(X®zr)R 

is represented by the 2-cocycle 

ß(Xf) (-Z U X, ( — Zu U £+) (zv UAJ) e C j ( i 0Zp r), 
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where z G C^ONT(GK,s,^) is the tautological cocycle given by the projection Gk,S - » 
r. By definition, 

^,1,1(^/1» [2//]) [0{xf) U^o Vf] G Hìcont(GK,S, Qp(l) C;(^r(T r ® Z p Qp 

11.3.10. Lemma. — Represent the cohomology classes [x] G H^.ONT(GK:s^ Yy(l)), 

[x+] G iJc

1

ont(Gv,y?y*(l) + ) (v e Sf) from the construction of h^°™ by 1-cocycles 

* e C c U(GK,S ,F ; (1 ) ) , 2+ G GcU(G.,r;(l)+) (i; e 5 / y). Asiv(xv)= ^ +dA v 

/or suitable Xv G C^ o n t (G v ,Y y (1)) =Yy(1) (v £ S'/J, we obtain a 1-cocycle 

(x,ffi),(\v))eC}(Yy*(l)). Then 

/?(*, (Î+),(AW)) (a, ( 6 V ) , (c^)) G C;(^r(T(Z)) 

where 
vby zv U uv G G c o n t G„,Qp( l )®z p r v E Sf 

and uv is as in 11.3.7. 

Proof. — The diagram (11.3.7.2) has an analogue in which each ̂ vv is replaced by 
J^r and Q p at the bottom of the left column is replaced by Z p [ r / r v ] ®zp Qp- This 
implies that, for each v G 5/, the element 

Xv Uy G Ccont(GVìYy (1)̂ ~) 

is equal to the image pr̂  (J^r(x+)) of a 1-cocycle 

C;(^r(T(Z)) Ctont{Gv^r{Y: {!)+)) C;(^r(T(Z)) 0. 

The definition of (3 and Lemma 11.2.3 then yield 

bv C;(^r(T( B(uv) zv U uv, 

as claimed. 

11.3.11. Lemma. — Assume that /?([#/]) G Hj(X ®zp T) zs represented by a 2-cocycle 
of the form e = (a, (bv), (cv)) = cr*(e), w/iere e = (a, (&„), (cv)) G ¿^(1^(1) 0 Z p T) 25 
a/50 a 2-cocycle (i.e., de = 0 .̂ T/ien 

[/?(*/) U 2//] 
xESf 

invv 
iv (bv) yv C;(^r(T(Z)) µv 

w/iere ?/ G G ^ ^ G ^ s , 1 )̂ = Yy maps to 1 e C®ONT(GK,s,Qp) = Qp and satisfies 
dy — (cr* (!))*(?/). 7/; m addition, 

U C ( G » , Q p ( l ) ® z p T) Cco„t(G„,K*(l)+®zp H (V« e 5/), 

then 

P(xf)Uyf 

vesf 

inv v (by) e r ® Z p Qp-
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Proof. — We have 

eUi yf 
(a, (bv), (cv)) Ui (y,(yï),{vv)) 

(a U y, (cv U yv i+(bv)\JfJLv)) G r3 

wc,cont 
G K , S , Q p ( I ) ® Z P r; 

where Ui denotes the product Urjh from Proposition 1.3.2 (i) for r — 1 and h = 0. As 

a U y e C c

3

o n t G /c,s ,Q P (l)®z p r d(a U y) = 0 

and C n t ^ , s , Q p ( l ) ® z p r) 0, we have 

aU y = de, e G ̂ c o n t ( ^ , Q p ( l ) ^ Z P T) 

Then 

d(e,Q) (de, (~ev)) G Clcont(GKis, Qp(l)0z p T) 

eUi 2//-d(e,0) (0, (c v U 2/v + z+(M U [iv + £„)) 

which implies that the cohomology class 

Ie Ui 2//] d(e,0)Go contC;(^r(T(Z))C;(^r(T(Z)) r ® Z p Qp 

is equal to 

(11.3.11.1) [e Ui y/] 
^ 5 / 

invv [cv Uyv +it(bv) \ fiy + ev 

We are now going to use the fact that e = cr*(e), de = 0. For each v G 5/, the 
commutative diagram 

Ccont(C?V5 ^*(1) ̂ Qp 1" 0Z P T) o* Oid ̂cont 'Gv,X®QpY®zpT 

id®(a*(l))* 7T* 
Ccont(̂ V5 ^T(l) 0 Q p ^ 0 Z p r; r2 

ucont 
( G „ , Q p ( l ) ® Z p T) 

shows that 

(11.3.11.21 cv U y v = cv U (GS7)v Gc7 c

2

o n t (G v ,Q p ( l )0 Z p T). 

Combining (11.3.11.1)—(11.3.11.2) and using the formulas 

0 invy(d(cv Uyv)) : mvy(dcv U yv - cv U d^) , i+(bv) Qjy I d(2y 

(the second one following from de = 0), we obtain 

[e Ui yf] 
vesf 

llVVy i+(bv) Uyv - i+(bv) U fJLv (e-aUy)v) 

vesf 

ilTVy i+(bv)Uyv i+(bv) U [iy 

as the sum of the local invariants of the global 2-cocycle 

e — a U y G C c

2

o n t ( G ^ , Q p ( l ) 0 Z p r) d(e - a U y) = 0, 

vanishes. This proves the first statement of the Lemma. In the special case when 

U C ( G » , Q P ( l ) ® z P r) (Vu e Sf) 
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we have 
i+(bv) U IJLV = 0, i+(bv) Uyv i+(bv) Ul i+(bv). 

11.3.12. We are now ready to conclude the proof of Theorem 11.3.9: combining the 
statements of Lemma 11.3.10-11.3.11, we obtain (using (11.3.5.3)) 

h^idxf], [yf]) [/?(*/) U 2//] 

veSf 
mv v 

Zy l_J IJLy 

vesf 

£y(uy) inorai 
~'L7T 

[x],[y\ 

11.3.13. Plater [PI] used universal norms to construct Frac(i?)-valued height pair­
ings on Selmer groups associated to certain two-dimensional Galois representations 

GK,S GL2(R) 

where R is an integral domain, finite and flat over Zp[[r], T ^ Zp. It is very likely 
that the proof of Theorem 11.3.9 applies to the situation considered in [PI]; we have 
not checked the details, though. 

11.3.14. Rubin's formula. — Assume that 

(xf) (*,(*+), (A„)) e H}{X) [Vf] C;(^r(T(Z)), (µv) e H}(Y) 

are as in the proof of Theorem 11.3.9 and that there exists a cohomology class 

xIx HUKOO/K,X) Hlnt(GK,s,<Pr(X) 

such that 

(11.3.14.1) pr*([^iw]) C;(^r(T(Z)) GK,S, X 

The commutative diagram with exact rows and columns 

0 , H"(GViX-) 0 

/3=0 
®vH

l(GVlX~)®TR 

H\GK*,&AX)/J2: VESSF 

i 
®vH\Gv^r(X-)/J2) 

px px 

0 ®v H°(GV,X-) a=o H}(X) Hl{GK,s,X) resS/ ®vH\Gv,X~) 
-/3=0 ß ß 

QvH^G^X-)®^ D H2

f{X)®TR H2(GKis,X)®TR 

(in which the direct sums are taken over v £ Sf and the subscript "cont" is suppressed 
in all cohomology groups) shows that there is a unique collection of cohomology classes 

[Dxiw] [(Dxîw)y], (Dxiw)v e HcontC;(^r(T(Z)) ®R Tß (v e Sf) 

satisfying 
i([Dxiw}) resSf([xiw] (mod J 2) 
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The pair ([xiw], [Dxiw]) is an analogue of (z,Derp(z)) in the situation considered by 
Rubin [Ruj. The following result is a variant of Rubin's theorem ([Ru, Thm. 3.2(h)]) 
in our context. 

11.3.15. Proposition. — In the situation of 11.3.14 (still assuming 11.3.1.1-11.3.1.5), 
we have 

K:hi{[xf},d(e,0)[yf}) 

vesf 

mvv((Dxiw)v Uy+). 

Proof. — The assumption (11.3.14.1) implies that the 2-cocycle a in 

P(xf) (a, (bv), (cy)) 

is a coboundary, 
a = (lA. C;(^r(T(Z))contC;(^r(T(Z)) 

For each v G SV, we have 

C;(^r(T(Z)) d(cv + Av), 

hence 
C;(^r(T(Z)) d([(c-+ A-)V\). 

where ( —) denotes the image of ( — ) v under the map 

Ccont(^, X) Clont{Gv,Xy )· 

In the notation used in the proof of Lemma 11.3.11, we can take e — AU y, hence 

/^,i,i(M> [Vf]) 
vesf 

iiWyicy U yv 
C;(^r(T(Z)) FJYY ~h £Y 

vesf 

irrvy((cv + Ay) Vv d(cv + Av) U fiv) 

vesf 

mvy {cv + Av [yv + d\iv 

vesf 

ilTVy Cy ~\~ Ay C;(^r(T(Z)) 

vesf 

ilYVy cv + Av 
yv 

On the other hand, Lemma 1.2.19 implies that 

C;(^r(T(Z)) -d([DxIv\) 

hence there is 

B G ClontiGKiSiX), dB = 0 

satisfying 

cv + Av -(Dxiw)y + Bv (W G Sf) 
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(where Dx\w is a 1-cocycle representing [Dxiw]). Thus 

K,iA[xf},[yf}) 
v£Sf 

\YTVV 
-(Dxjw)v Bv yv 

but the sum 

vesf 

invvC;(^r(T(Z)) 

vesf 

mvv(BvUit(y+)) 

vesf 

invv(Bv U (yv + duv)) 

vesf 

iiwv((B U y)v 
d(BV\JFIV)) 0 

vanishes. Proposition follows. 

11.4. Comparison with classical p-adic height pairings (bis) 

In this section we slightly relax the conditions on the Galois representations X, Y 
from 11.3, so that Hj(Z) no longer coincides with Sel(Z) (Z = X, Y). The difference 
between the two groups is an algebraic counterpart of trivial zeros of p-adic L-functions 
(cf. [M-T-T]). In this case there are two 'natural' height pairings 

Sel(X) ® Q p Sel(y) r ® z p Qp, 

namely the one constructed via universal norms, and the "canonical" height pairing. 
A relation between them is proved in [Ne2, Thm. 7.13], in the context of p-adic Hodge 
theory. 

11.4.1. Assume that T = Gal^Koo/K) — 7/ (r ^ 1) and that we are given the data 

114.1.1. 11.3.1.1 

II.4.I.2. 11.3.1.2 

II4.I.3. 11.3.1.3 

satisfying 

II4.I4. 11.3.1.4. 

For each prime v I p in K, put 

Av 
H°(GV,XV ) ff°(G„,0C)*(l)d(e,0)) 

Bv H°(GV,Y-) H°(GV,(X:nid(e,0))) 

Taking the pull-back (resp., push-forward) of the tautological exact sequence 

0 Xv X Xv 0 

with respect to the inclusion Av Xv (resp., the projection pv : Xv -» £?*(1)), we 
obtain a short exact sequence of Gv-modules 

0 Bv(1) WV Av 0. 
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Similarly, applying Bv ^ Yv and p'v : Yv

+ -» AV(X) to 

0 X V Y Yv o, 

we obtain an exact sequence 
0 41(1) w By 0 

We denote the corresponding extension classes by 

qv{X) : [Wv] € Exti,p[Gt>] 
Av, Bv(1) Hom Q p (A„,B;) OQp Hlont{GVi Qp(l) 

9» 00 C;(^r(T(Z))C;(^r(T(Z)) C;(^r(T(Z)) Hom Q j ) (B„ ,^ ) OQp 
^ ( G ^ Q ^ l ) ) 

Equivalently, they are equal to the maps 

Qv(X) Av = H°(GVlXv ) ov COUTIL VI Xy) pv C;(^r(T(Z))(1))v* 

C;(^r(T( Hlont{Gv, Qp(l)) 
qv (Y) Bv 

C;(^r(T(Z)) ov Foconi (^Gu, Yv) 
(p'v)-. C;die sl(^r(T(Z)) 

K ®QpHl

coni{GvMP{l))-

If q G C;(^r(T(Z)) ^c 1o„t(G„,QP(l)) is the extension class of an exact sequence of 
GVmodules 

0 Qp(1) a E /3 Qp o, 
then g 1 (we write the group law multiplicatively) is the extension class of 

0 Qp(1) /r(i) E*(l) a*(l) Qp o. 

Applying this remark to Wv and W/. = W*(l), we see that 
C;(^r(T(Z)) 9v(X) _ 1 

under the canonical isomorphism 
HomQC;(^r(T(Z)) C;(^r(T( Bv K ® Q P 4* Homq„(B„,i;) 

Any homomorphism of vector spaces over Q p 

F : Hlont(GvMP{l)) U 

induces Q„-linear maps 
C;(^r(T(Z)) Av K ® Q p U, F(qv(Y)) By C;(^r(T(Z)) 

satisfying 
F(Qv(Y)) -F(qv(X)) G K ® Q P K ® Q P U. 

This applies, in particular, to the valuation 

v v O 1 Hiont(Gv,Qp(l)) C;(^r(T(Z)) Qp 

and the map 
ev:H^nt(GViQp(l)) C;(^r(T(Z)) 

ASTÉRISQUE 310 



11.4. COMPARISON WITH CLASSICAL p-ADIC HEIGHT PAIRINGS (BIS) 377 

We assume that the following conditions 11.4.1.5-11.4.1.7 are satisfied: 

II4.I.5. (Vv\p) v(qv{X)) : Av —> B* is an isomorphism (equivalently, v(qv(Y)) : 
Bv —» Av is an isomorphism). 

We denote by 

Ssp 
v\p; Ayj^O v\p\ By^O 

the set of "special" primes of K\ new phenomena arise at such primes. 

114.1.6. (Vu G Ssp) eithevjy = 0 or H°(GVool X~/Av) = H°(GVoo,Y-/Bv) = 0 
(where we put GVoo = Gal(Kv/(K^y^) for a fixed prime Voo of above v). 

II4.I.7. (\/v G 5 s p ) £v(qv(X)) : Av —> B* ® Z p T v is surjective (equivalently, 
4(&;00) : Bv -> Al (8)Z r„ is surjective). 

11.4.2. We now list the most important consequences of 11.4.1.1-11.4.1.7. For each 
v G Ssp, the boundary maps 

dv : Av BContC;(^r(T(Z)) 
(GViX„) 

d'v:Bv Hlont(Gv, Y^) \v G £ s p 

are injective and admit canonical splittings 

splv Bcont(Gv, Xy) (Pv)* HLnt(Gv,B*(l)) V By 
C;(^r(T(Z)) 

Av 

spl̂  BCont(GVi ^+) 
pv Hcont C;(^r(T(Z)) V Ay 

C;(^r(T(Z)) 
By. 

As in 11.3.2, we have 

RFcont(Gv, Z) : R r u r ( G v , Z) 0 v G Sf,v\p\ Z = X,Y 

in D(n Mod); hence the Selmer complexes 

Ï U V Z ) BTf{GK,s,Z;A(Z)) RTf(GK,s,Z;A'(Z)) Z = X,Y 

(with the local conditions defined as in 11.3.2) are again isomorphic in D^t(QpMod) 
The image of the canonical map 

H}(Z) HLnt(GK,s, Z) Z = X, Y 

is again equal to the Selmer group Sel(Z) from 11.3.2, but the map can have a non-
trivial kernel. Indeed, the third of the exact sequences in 6.1.3 yields exact sequences 

0 
C;(^ 

Av H}(X) Sel(X) 0 

0 
veSsp 

By H){Y) Sel(Y) 0. 
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These sequences have canonical splittings 

SV\:H}(X) 

C;(^r( 

Av (x,(x+),(\v)) >pUfo!"]) 

Sp\':H}(Y) 

vessp 

By, C;(^r(T(Z), µvb) C;(^r(T(Z)) 

The induced decompositions 

H}(X) Sel(X) 

C;(^r(T 
Av. H}(Y) Sel(F) 

V£SSP 

By 

can be characterized as follows: the lift 

Sel(X) C;(^r(T(Z)) [x] '[x, (z+),(Av)) 

satisfies 

Pv([Xy]) G C;(^r(T(Z)) C;(^r(T(Z)) C;(^r(T(Z)) C;(^r(T(Z)) Vv G Ssp 

(and similarly for Y). 
The conditions 11.4.1.5-11.4.1.7 also imply that 

C;(^ T(Z)) 9 1 C;(^r v G #Sp C; Zi

p 

11.4.3. Lemma. — For each v \ p, the canonical maps 

Hlont(Gv,Xy) "Woo 
pv HLnt(Gv,B*(l)) No, ov C;(^r(T(Z)) 

C;(^r(T(Z))Hcont Noe (Pv)* Hlont(Gy, A*v(l)) W o o 

lv C;(^r(T(Z)) 

are isomorphisms. 

Proof. — This is trivial for Fv = 0, so we can assume that Tv ^ 0. If v ^ Ssp: then 
Av = By — 0 and the statement follows from Lemma 11.3.6. If v G Ssp, then 11.4.1.6 
implies that 

rrl 
-"cont 

GViKei Xv 
PV B'v(l) Woo o, 

by the same argument as in the proof of Lemma 11.3.6. The fact that the map 

(Pv)* TTI 
-̂ cont 

Gy, Xy Noo 
HcontgC;(^r(T(Z)) C;(^r 

is an isomorphism then follows from the Snake Lemma applied to the following com­
mutative diagram with exact rows: 

rrl 
-"cont 

C;(^r(T Ker Xv Pi, •B*v(l) HINT C;(^r(T(Z)) H1 

cont 
C;(^r(T(Z))(1) 0 

pr* pr Pr* 
Jfc\,nt(Gt,,Ker xv Pv Bv(1) rrl 

n cont 
GV,X+ rrl 

ĉont 
GViB*(l) 0 

(note that the zeros on the right come from the assumption 11.4.1.6 and the local 
Tate duality). • 
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11.4.4. Definition of hnorm. — Under the assumptions 11.4.1.1-11.4.1.7 one can 
define a height pairing 

h norm 7T Sel(X) ® Q p Sel(y) C;(^r(T(Z)) 

by modifying the construction from 11.3.7 at the special primes v G Ssp as follows. 
Let x,y,Yy and \x] be as in 11.3.7. The top of the diagram (11.3.7.1) has to be 

replaced by 

0 0 

H°(Gv,Yy*(l);) H°(GV,X-) 
dv dv 

^cont(^V Yy (-Ou") C;(^r(T(Z))vsed 

This implies that Sv o i+ o dv — 0, and as before we obtain a uniquely determined 
cohomology class 

[ # ] ^COnt(^5 Yy (1) y ) C;(^r(T(Z))=C;(^r(T 

The diagram (11.3.7.2) also has to be modified by adding 

^cont (Gv I Yy ( 1 )t ) dv J / 0 ( G V , K * ( I ) - ) 

(7* 
HcontC;(^r(T(Z)) dv H°(GV,X-). 

There exist 

C;(^r(T(Z)) eHlont(Gv,^TSY:ii)id(e,0)

)) tveH°(Gv,x-) Av 

such that 

[X+] +dv(ty) C;(^r(T(Z))(o) ^ r „ (*+) 

Then 

Uy Pr* pr.(^r„04)]) dv(tv) 

is an element of 

ud(e,0)v € H'cont(Gv,QP(l)) 

and the height pairing h^°rm is defined by the formula 

C;(^r(T(Z)) 
vesf 

lv (uv) e r ® Z p Qp-
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11.4.5. Definition of hcan. — One defines the "canonical height" 

Hc

na: Sel(X) 0 Q p Sel(F) Qp 

as follows. For each v G Sspi the subgroup of units 

HJ(GV,B*V(1)) (o*vêQP) C;(^r(T(Z)) (K*êQP) ®qp B*V 
HcontC;(^r(T(Z))(1) 

(resp., Hj(Gv,Av(l)) C HçOIlt(Gv, Av(l))) is complementary to lm(qv(X)) (resp., 
lm(qv(Y))), hence the localizations at v define morphisms 

~ : Sel(X) resv Ker{H^nt{Gv,X) Hlont(Gv,Xv ) 

Coker(<9„ : H°(GV, X~) HcontC;(^r(T(Z)) 

C;(^r Coker (qv(X) Av H^at(Gv,B:{l))) H}{Gv,B*v(l)) 

v • [x\ [xv}eH}(Gv,B*v(i)) 

and 
Sel(y) H}(GV,AU1)) [y] [Vv] 

We define 

(11.4.5.1) C;(^r(T(Z)) KOTm([x]M) 

xEsp 

lv{qv{X))-1 

tv([Xv])tv([yv]) e r 0 Z p Q p , 

where the term on the R.H.S. should be interpreted as follows: we have 

£y ( [Xy]) G C;(^r(T(Z)) ly(qv(X))-llv{[xv]) e Av 

and the latter element of Av is evaluated against 

C;(^r(T(Z)) C;(^r(T(Z)) 

Although we have used (11.4.5.1) as a definition, in the situation of ([Ne2, §7]) one de­
fines h™n directly and (11.4.5.1) then becomes the statement of ([Ne2, Thm. 7.13(2)]). 

11.4.6. Theorem. — Under the assumptions 11.^.1.1 -11.4.1.7, let [xf] G Hj(X), 

[yf] £ Hj(Y) be the cohomology classes of 1-cocycles Xf — (x, (xv~),(\v)) G Cj(X), 

yj = (y,(yv), (fiy)) G Cj(Y) (using the same notation as in the proof of Theo­

rem 11.3.9). Then 

C;(^r(T(Z)), (Yf) -hrm([xi[y}) 
xESp 

lv(qv{X)rltv{Pv(xï) C;(^r(T(Z)) 

Proof. — We indicate only the necessary modifications to the proof of Theorem 11.3.9 
at v G 5 s p . Firstly, the statement of Lemma 11.3.10 has to be replaced by 

by zv U (dv(ty) - uv), 
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where 

tveH0(Gv,Yy*(i)-) H°(GVlXv ) Av 

is as in 11.4.4 (the proof of the Lemma remains the same). Secondly, we have 

it(dv(tv)) dty, tv e Cç0nt(Gv,Y*(l)), ty ty . 

It follows that 

C;(^r(T(Z)) Zy LJ Uy I Zy LJ dty, it (bv) µv z Ua*(dty)UpVl 

hence 

£y(uv) + iiwy(i^(by) Vv + ït(bv) U pv) 

invv (zv U dty U yv - zv U da*(tv) U — inv v (zyUty dyv + ^ cr*(tv) U 

- mvv(zv U (tv U (ct*(1)) (iJv) + CT*(*i;) U d/Xv) - invy(zy Uty Ui+(y+) 

~m\y(zv UtvUy+) -Ev(tvuyt) -£v(tyUp'v(yt))' 

The first formula in Lemma 11.3.11 (which still holds in our case) yields 

C;(^r(T(Z)) [f3(xf)Uyf] 

veSf 

£v (uv ) 
v£Ssp 

£y(tyUPv(y+)] 

-hrm([x}Ay}) 
(^r(T(Z)) 

£y(tvUp'v(yï) 

as £v = 0 for v e Ss°p For each v £ C;(^r( the composite map 

Av 

DV HlOTlt(Gv,X+)i Nov Pv HLnt(Gv,B*(l) Woo lv C;(^r(T(Z)) 

is equal to £v(qv(X)), which means that we can take 

ty C;(^r(T(Z)) -1C;(^r(T(Z)) 

hence the correction term in the above formula is equal to 

Ev(tVUP'v(y+)) IMX))-1 

tv(Pv(xt))tv(p'v(vt) 

Theorem is proved. 

11.4.7. Corollary. — With respect to the canonical decompositions defined in 11.4-2: 

H}(X) Sel(A) 
vESp 

AV1 
H)(Y) Sel(y) 

vESsp 
By, 
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the pairing /1̂ ,1,1 vanishes on Av ® Hj(Y) (resp., Hj(X) 0 Bv) for all v G S®p, and 
is given by the formulas 

/*7R,I,I(M [y]) C;(^r(T(Z))lm ^7T,l,l([^], [y]) -£v([yv})(av), 

hn,i,i([x], [bw]) -lw(xw)(bvw) 

K,l,l([cLv\i [bw]) 
-ev(qv(X))(av)(bw), v = w, 

0, v = w 

where [x] G Sel(X), [y] G Sel(F), v,w G S* , av G AVl bw G Bw. 

11.4.8. In matrix terms, Corollary 11.4.7 says that the restriction of /1̂ ,1,1 to the 
subspaces 

H){X) 
(i) 

Sel(X) 
Ssp 

Av H}(X) H}(Y) ID Sel(F) 

Esp 

Bv 
H}(Y) 

has matrix 

^7T,l,l 
Lean 

£v o v 

P o~ 
UQV(X)) 

11.4.9. Proposition. — Under the assumptions 11.4.1.1-11.4-1-7, the pairing 

7̂T,l,l H}(X) (1) 
® Q P 

vC;(^r( (I) 
r ® Z p Qp 

zs non-degenerate if and only if 

norm 
'L7T 

Sel(X) 0 Q p Sel(r) • r 0 Z p Qp 

is. If true, then 

det ~ 7̂T,1,1 de t ( ^ o r m ) 

C;(^r( 
det(4(^(X)) 

Xn 

det(Sel(X)) 0det(Sel(r) 
Ssp 

;det(Av)* <g)det(Bv) 

Proof. — As in [Ne2, §7.13(3)], this follows from Corollary 11.4.7 and the matrix 
identity 

A 
C 

B 
D 

1 
0 

0 
D 

A-BD~lC 
0 

B 
1 

1 
D'lC 

0" 
1 

11.4.10. If K = Q and X is the one-dimensional Galois representation associated 
to a non-trivial Dirichlet character x ^ 1 whose restriction to Gp is trivial, then the 
formulas from 11.4.7 (for the local conditions X+ = 0, Y+ = Y = X*(l)) yield the 
statement of [Bu-Gr, Prop. 9.3(hi)]). 
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11.5. Higher height pairings 

In this section we define analogues of the "derived heights" of Bertolini-Darmon 
[B-Dl, B-D2] in our setting. 

11.5.1. Let KOQ/K, X,Y be as in 11.1. Fix an integer k ̂  1 and assume that (P), 
(U) and the following strengthening of (Fl(r)) hold: 

(Flfc(r)) For all i = 0,.. . , k, J1 / Jl+1 is a flat (hence free) i?-module. 

The condition (Flfc(r)) implies that, for all 0 ̂  i ̂  j ^ k + 1, the exact sequence 

(11.5.1.1) 0 JJ/jk+l C;(^r(T(Z))lm Jl/J3 0 

consists of free i?-modules, hence splits. If A = 0, then (Flfc(r)) holds for all k ̂  1. 
If A = Z /p m Z and R is an Z/pmZ-algebra, then (FZp_i(r)) holds. 

11.5.2. The condition (Flfc(r)) implies that the J-adic nitrations on 

(11.5.2.1) &r(X)/Jk+1 (X®RR/Jk+l) -1 

C;(^r(T(Z))lm (Y®RR/Jk+1) 1 

have graded quotients 

gv\(^r(X)/Jk+l) (x®R j v j î + 1 ) -1 X ®R r/Jl+1 

g^r(YY/Jk+1) (Y®R r/Ji+1) 1 C;(^r(T(Z))lm 
(O^i^k) 

(grj = 0 for i > k). As in 11.1, the given Greenberg's local conditions for X, Y induce 
similar local conditions for all 

(X ®R PIP) -1 (Y®R jyji) 1 

The assumptions ([/), (Fl fe(r)) imply that the filtrations F} on C'f{.^T{X)/' Jk+1) 
(resp., Cf(^r{Y)L/Jk+1)) induced by the J-adic filtrations on the coefficient mod­
ules (11.5.2.1) satisfy 

griFj C}(^r(X)/Jk+1) 
C'AX)®R Jl/Ji+\ (0€i€k) 

0, otherwise, 

and similarly for J?r(YY/Jk+1 (one can show that the filtrations F' are the J-adic 
ones, but we do not need this fact). It follows that the associated spectral sequences 

(11.5.2.2) Er(X) Er(C}(^r(X)/Jk+1),F'j) 

%(Y) Er{C'A,¥r(Y)L/Jk+l),d(e,0)F'j) 

have initial terms 

E\\X) H)+j{X) ®R Jl/Jl+\ 'E^(Y) H)+j(Y) ®RJ
l/Ji+1 (0 < i < k) 

(and Ë\'j = E\'j = 0 for i > k). The differential 

C;(^r Hj(X) H}+l(X)®RJ/J2 Hj+1(X) ®RrR 
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coincides with the coboundary map induced by the morphism 

/3:RT /P0 RT/(X)[1] ®RJ/J2 

from 11.3. Other differentials d\J are also induced by ¡3: 

C;(^r( E['j E°S+i ®R Jl/Ji+l <*+i(g>id g,0,i+i+l <B>R J/J2 ®R jyji+1 

id&mult ̂ 0,i+j + l ®R J i + 1 / J i + 2 C;(^r(T(Z))lm 

More generally, multiplication induces maps 

Epj ®R Jl/Jl+l 

C;(^r(T(Z))lmr (iJ^O.r^ 1) 

compatible with the differentials. Almost the same remarks apply to the differentials 
fdr in the spectral sequence fEr(Y), the only difference being that 

CEr(Y),'dr) (Er(Y),(-l)rdr) 

For r = 1, the equality 

C;(^r( C;(^r HUY) Hj+1(Y) ®RJ/J2 

follows from the description of ¡3 in 11.2.5, as the presence of the involution t changes 
z into —z. 

If k ^ k' ̂  1, then the canonical morphism of spectral sequences 

E*(C'f^r(X)/Jk+1)) E*(C}(^r(X)/Jk'+1) 

induces isomorphisms in the region 

K'H-) K'j(-') 0 < z < A ; ' - r + l 

11.5.3. A slightly modified construction from 5.4.1 can be applied to the J-adic 
truncation 

C;(^r(T(Z))lm [&r{X)/Jk+l ®R(^r(YY/Jk+1) • ®R R/JK+1 

1 

of the pairing 
C;(^r(T( C;(^r( ®R^T{YY LO'R®RR{1), 

yielding cup products (depending on various choices, as in 5.4.1 and 6.3.1) 

(11.5.3.1) C'A&r{X)/Jk+l) C;(^r(T(Z))lC;(^r(T(Z))lmm 

T^3 ^c.cont GK,S,U'R ®RR/Jk+1(l) T^3 C'c ,contC;(̂ r(T(Z))lm ®R R/JK+L 

(w'R®RR/JK+1) -3 

the homotopy classes of which are independent of any choices. These cup products 
are compatible with the filtrations in the sense that 

Fi

j F} (LOR®Rr
+Ì'/Jk+1) -3 

hence they induce products 

Ur E^(X)(S>R CEr(Y),'d PI+I' 
R [LJR ®R R/JK+L -3 Pke 
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satisfying 

dr(x U r y) (drx) U r y (-lfxUr (dry) (drx) U r y (-iy+JxUr Cdry) 

As the sequences (11.5.1.1) split, the spectral sequence for the J-adic filtration on 
UJ*R ®R R/ Jk+l has vanishing differentials, hence degenerates into 

CEr(Y LO'r ®R R/Jk+1 -3] , J* 

E1

n,n Hn+nCEr(Y),'dr) 'Jn+\ (0 < n < fc) 

o, otherwise. 

To sum up, we have constructed products (for each r > 1) 

Ur:E?(X) ®R'EÏ>J'(Y) 

CEr(Y),'dr)(wR) OR J
i+i Ji+i' + l '0 ^ ¿,¿', i + i' ^k 

0, otherwise 

satisfying 

(11.5.3.2) [drx) U r y (-lY+jx\Jr Cdry) = 0. 

For r = 1, the cup product 

U1 E^(X) ®R'E°/(Y) HUX) ®RHUY) W+Ï-3(UJR) 

is induced by the cup products 

C}(X)®RC}{Y) WR[-31. 

11.5.4. The spectral sequences (11.5.2.1) induce decreasing nitrations 

Filfii} (X) E°r'\X), 'Filr

r H}(Y) E°/(Y) (1 < r < k+ 1) 

on 

H){X) Fill D Fil£ Fil^+ 1 

CEr(Y) : 'Fil* D 'Fill 'Fil£+ 1 

As 'dr — (—l)rdri we have 'Filp = Filp. If we replace k by k' ^ /c, then the terms Filp 
for r ^ A:7 + 1 do not change. 

11.5.5. Definition of the higher order height pairings. — The pairings 

h{r). F-ûUHUX)) ®RFìlr

r{H}(Y)) E0/(X)<E>R'E^(Y) 

dr

o,i Oid 
Er/~r+l(X) ®R'E°r'>(Y) lt H^~2(LÜR) ®R Jr/Jr+l [l^r ^k 

do not depend on k ^ r (assuming that (Flfc(r)) holds), and for r = 1 coincide with 
the pairings defined in 11.1.4: 

h(1). hII,i,j 
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As before, it is the case i + j = 2 which is interesting, when we obtain pairings with 
values in H°(UJR) ®R JR/JR+1. We denote by 

LKer h(r) FiVr{H}(X)) CEr(Y),'dr) C;(^r(T(Z))lm 

the left (resp., right) kernel of h^\ 3 . 

11.5.6. Proposition 

(i) The pairings 

h{r). F-ÛÏ(H}(X)) ®RFi\R

R(H}(Y)) C;(^r(T(Z))lmC;(^r(T(Z))lm '1 < r < k] 

satisfy 
C;(^r(T(Z))lm ( _l )u+r- i f t W . ( ; C ) j / ) 

(ii) In particular. ifX Y x+ y+ (v G e;, 7T O s 12 C · 7T. C ±1, then the 

pairing 

h{r) F\ìr

r(H}(X)) ®RFÏ%(H}(X)) H°{LOR) ®>R JR/JR+L 1 < r ^ k 

is symmetric (resp., skew-symmetric) if c = ( — l ) r (resp., c = (—l) r 1 ) . 
(iii) For each r ^ k, 

FilR

R

+1(H}(X)) C;(^r(T(Z))lm FiVr

+1 (Hj(Y)) C;(^r(T(Z))lm 

(iv) For each r ^ k and i + j — 2, 

(Filr

r(H}(X))) 
.R-tors 

L K e r ( / ^ ) (FiVr(H}(Y))) 
.R-tors Kerf ì(^l i) 

Proo/. — The formula (11.5.3.2) yields 

C;(^r(T(Z))lm (dry) Ur x (-lyyUr ('drx) i-iyyUr (-lYdrX 

C;(^r(T(Z))lmC;(^r(T (drx) r V (-l)ij+r~1hi£{j (x, y), 

proving (i) (and its special case (ii)). If x G Filp+ 1, then drx = 0 and h^r\x,y) = 
(drx) U R y = 0 vanishes by the definition of h^r\ If y G Filp+ 1, then h^r\x,y) — 
±h(r\y,x) = 0 by (i); this proves (iii). Finally, (iv) follows from the fact that 
H°(^R) ®R JR/JR+L is torsion-free over PL, by Lemma 2.8.8 and the assumption 
(Flfc(r)). • 

11.5.7. Proposition. — Assume that (F\i(T)) holds, p G Spec(i2), Rp has no embed­
ded primes, and that for each q G Q — {q G Spec(i?) | q C p,ht(q) = 0} ; the 
localized pairing nq : Xq ®RQ Yq —» (o;^) q(l) is a perfect duality (over Rq) and 
( V » € E ) W ) , 1 1 » , (Yv

+)q. Then 

LKer(/iW 2_J p Kei H}(X)P 

q6Q 

C;(^r(Tlm (Fil 2

r (F}(A))) q (Vi) 
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Proof. — For every Rp-module M of finite type, 

MRp-tors Ker M 
C;(^r 

M q 

As H°(LJR)P is torsion-free over RP (by Lemma 2.10.5 (v)), the right vertical arrow of 
the following commutative diagram is injective: 

h{l) ~ 
P 

H}(X)P ®RP 
C;(^r(T(Z))lm H°(UJR) C;(^r(T(Z))lm 

p 

C;(^r(T(Z)) 
p 

C;(^r(T(Z))lm C;(^r(T(Z))lm C;(^r(T(Z))lm C;(^r(T(Z))lm 

This implies that it is sufficient to prove the result for p = q. The exact triangle in 
D(RMod) 

RI7P0 RHom f l (Rf / (y) C;(^r(T(Z) Err(A(X),A(F),7r) 

gives, after localizing at q, isomorphisms 

adj(Ui)q H)+1{X), Hom f ìq (H2r(Y)q,H°(u;R)q) 

As the height pairing is defined by the formula 

ftS,2-t(*>2/) (d^x) Ui 2/, 

it follows that 

LKer(/ lW 2_ i) q Ker(d?'*)q 
(Fil r(tf}(X))) q , 

as claimed. 

11.5.8. If A = 0, i.e., T ̂  Zp ( r ) (r(T) > 1), then (Fl f c(r)) holds for k ^ 1. The cup 
products in (11.5.3.1) are compatible as ft varies and induce a cup product 

U : G W r № ) ®pCJ(^r(K)1) (wfc ®R R)[-3], 
the homotopy class of which does not depend on any choices. The corresponding 
spectral sequences 

EJX) Er(C}(&r(X)),F'j). 'EJY) Er(C}Ç?r(YY),F}) 

then satisfy 

E?(X) H}+j(X) ®R r/f+\ 'E\'j{Y) H)+j(Y) ®RJ
l/Ji+l 

for all % ^ 0. Similarly, the decreasing filtrations Fil r on Hj(X) (Z = X, Y) and the 

higher height pairings hv ^ · are defined for all r ^ 1, and the intersection 

Yûf(H){Z)) 

r^l 

¥i\r

T{H)(Z)) \Z = X,Y 

is equal to the submodule of universal norms 

m?{H)(z)) lmiH^jK^/K, Z) H){Z)) Z = X,Y 
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11.5.9. Proposition (Dihedral case). — Assume that (F\k(T)) holds, K^/K^ is as 
in 10.3.5.1 and the conditions 10.3.5.1.1 10.3.5.1.5 are satisfied. Then 

(i) Fix T G T + — T and its lift r G G(Ks/K+). Then the action of Ad(r)/ defines 
an involution r on Hj(X) and Hj(Y), which does not depend on any choices. 

(ii) The filtrations Filp on Hf(X) and Hj(Y) are r-stable. 
— (R) 

(iii) The pairings hn^j satisfy 
C;(^r(T(Z))lm (-l)rh%tj(x,y) C;(^r(T(Z))lm 

Proof 

(i) This follows from Lemma 8.6.4.4 (i). 
(ii) The spectral sequence E*'*{X) (resp., 'E*'*(Y)) can be defined using the com­

plex C}(G+,&r+(X)) (resp., C'f{G+,&T+(Y)L)) - equipped with the filtration in­
duced by the J-adic filtration on the coefficient modules - and the filtered quasi-
isomorphism sh^ from 10.3.5.5. This implies that the differentials commute with r, 
proving the claim. 

(iii) Lemma 10.3.5.6 implies that the products 

Ur E¥(X)®R'E?J(Y) C;(^r(T(Z))lm(wR)ORji+j ji+i' + l 0 ^ z,z', i+i' < k 

satisfy 

TX Ur ry L(X Ur y) (-LUXURY, 

hence 

C;(^r(T(Z))lm <P/{TX) Ur ry r(d°/(x))Ur ry 

(-l)rd^(x) Ury (-irh£Ux,y), 
for all x G £° ' 2 (X), y G 'E^{Y). 

11.5.10. Rubin's formula revisited. — Howard [Ho3, Thm. 3.4] generalized 
Rubin's result [Ru, Thm. 3.2(h)] to higher height pairings for Zp-extensions (defined 
as in 11.8.4 below). This result holds in our context, too: assume that we are in 
the situation of 11.5.1 with T, = Sf and that (F1/C(T)) holds. Each element [xf] G 
Fil^H1

f(X) = E^l{X) (r ^ k) can be represented by a triple 

Xf:lw ^ I w , ( ^ , J , K ) ' C;(^r(T(Z))lm C){?T{X)\J* 

where 

xiw G C c o n t GK,s^r{X)\ xIw,i; G Clont{Gv^T(LOR®Rr+Ì'/Jk+1)(Xt)) 

av 
e C°cont(Gv^r(X)) (v e Sf) 

and 

e dxfjy, (dxÏWl (dx^v) C;(^r(T(Z))lmC;(^r(T(Z)) dav 

[a, (bv), (cv) G C
2f(Jr^r(X) 

ASTÉRISQUE 310 



11.5. HIGHER HEIGHT PAIRINGS 389 

Denote by e = (a, (bv), (cv)) the image of e in 

C;(^r(T(Z))lm C;(^r(T(Z))lm C2

f{X) ®R r/JR+L. 

Similarly, an element [yj] G ^j(Y) can be represented by a 1-cocycle yj = 

(y,(yt),(Vv)), where 

yeClont{GK,sX) vt eClnt(Gv,Y+) f i v GC c o n t ( ' / Jk+1) (v e Sf) 

and 
dyf dy,(dvt) (-yv + it(yt) dfiy) 0. 

11.5.11. Proposition. — Assume that dxiw — 0. For each v G 5/, iv ((xiw)v) G 
Cç 0 n t(G,;, Jr^r(Xy)) ^ a 1-cocycle; denote by 

(Drxiw)y G Hlont(Gv^r(Xy) ®R Jr/Jr+l Hlont(Gv,Xv ) C;(^r(T(Z))lm 

the cohomology class of its reduction modulo Jr+1J?r(Xv )· Then 

(i) For 1 ^ j < r ^ k, C;(^r(T(Z))lm 0. 

(ii) hl;L([xf],[Vf}) vGSf mvv([(Drxïw)y]U[y+}) (r < k). 

Proof 

(i) This follows from Proposition 11.5.6(iii). 
(ii) By definition,d r

o , 1(xf)* s represented by e = (0, (6V), (cv)); the same argument 
as in the proof of Proposition 11.3.15 (this time with A = e = 0) shows that 

C;(^r(T(Z))lm d°/(xf)Ur yf 

vesf 

invy [i-(cv)Uy^] 

vesf 

invv([iv (cv)} U [y+]). 

However, for each v G 5/, 

(c^)] (i^ (^Iw)v) >od J r + 1 ^ r ( X ~ ) (^^Iw)i; 

11.5.12. Localized height pairings. — \iS? C R is a multiplicative subset, let 
y C Rbe its inverse image under the augmentation map. The constructions in 11.1-
11.2, 11.5 all work if we replace (i?, R, J) by C;(^r(T(Z))lm 

11.5.13. As in 11.1.7, one can generalize the constructions from 11.5.2-11.5.5, by 
considering an intermediate field K c L c Koo and replacing the ideal J by Jl and the 
assumption (Flfc(r)) by (Fl/ c(rL)). The analogues of the spectral sequences (11.5.2.2) 
have initial terms 

E?(X) H)%(L/K,X) ®R (JLy/(JLT+l, 

'E\'J(Y) H}%(L/K,YY ®R (JLy/(JLy+1 (O^i^k) 
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As in 11.5.4, they define decreasing filtrations 

F-ûlHhw(L/K,X) E°S(X), 'Fi% H}tlw(L/K,YY 'E°/(Y) (1 < r < k+1) 

on 
H}Jv,(L/K,X) C;(^r(T(Z))lm H}tlv(L/K,YY 'E^iY) 

and higher height pairings 

FLK,L/K,i,3 
FilrrH}M(L/K,X) ®RirL^ 'Filr TW (L/K, Y)L 

C;(^r(T(Z))lm RITL} ®R (JL)7(JL)r+1, C;(^r(T(Z))lm 

which generalize the pairings (11.1.7.5). 

11.6. Bockstein spectral sequence and descent 

In the case when r ^ Z p ( 7 ^ 1 ) we have R = i2[r] ^ i?[T] (T = 7 - 1) and the 
height pairings h^jj are defined in terms of the Bockstein maps 

Pi : Hi \M9/TM9) H^'(M9/TM9), 

i.e.. the coboundary maps associated to the exact sequence of complexes 

0 M9 ITM9 T M9/T2M9 M9 ITM9 0 

where 

M9 C}(&T{X)) C}((X®RRITI) -1 

As observed in 11.5.2, the maps f3i are equal to the differentials d\ in the spectral 
sequence Er(X) associated to the filtration F* induced on M* by the T-adic filtration 
on J^r(A). In our case, F9 coincides with the T-adic filtration on M#, hence Er(X) 
becomes, essentially, the "Bockstein spectral sequence". In this section we list some 
elementary properties of this spectral sequence; they play an important role in a de­
scent formalism relating the "leading term of det^(M#) = det^ (RX/,iw(Koc/^ ^0)" 
to certain cohomological invariants over K. 

11.6.1. Bockstein spectral sequence 
11.6.1.1. We shall work with triples (̂ 4, A,T), where A is a (non-zero) Noetherian 
ring, A is an A-algebra, T £ A is an element of A not dividing zero and such that the 
composite map A —• A —• A/TA is an isomorphism (we use this map to identify A 
with A/TA). A typical example is provided by (R, i?|Tj, T). 

11.6.1.2. If (A, A,T) are as in 11.6.1.1 and p £ Spec(A), denote by p G Spec(A) its 
inverse image under the projection A —» A/TA = A. Then the triple (v4p,Ap,T) is 
again of the type considered in 11.6.1.1. 
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11.6.1.3. We say that a A-module M is T-flat if the multiplication by T on M is 
injective. This is equivalent to the vanishing of Tor^(M, A) = 0, by the exact sequence 
of Tor's associated to 

0 A T LM A 0. 

11.6.1.4. From now on (until the end of 11.6), let M* be a cohomologically bounded 
complex of T-flat A-modules. It is equipped with the T-adic filtration FlM* = 
TlM* (i.e., FlM* = M* for i ^ 0), which has graded quotients isomorphic to 
gr^(M#) M*/TM* (i ^ 0). By definition, the corresponding spectral sequence 
Er = Er(M*,Fm) satisfies Epj = Zpj/Bpj, where 

Z? = {a G F%Ml+3 I da G Fï+rMï+J+1} 

MOTF 'd(Fl~r+1Mi+j~1) - -Fi+1Mi+j)nZpj, 
( r ^ l ) 

hence multiplication by T induces isomorphism 

T* : ZlJ Zl+1'J-1 (i > 0), 

T* : ^ B ^ ' 1 

T* : E^) (Vj^l,2) ̂ ) (Vj^l,2) ̂  
-iyF^\RI( 

monomorphisms 
T* : Bp* ^ Blr+l^~l (0 ^ i < r- 1) 

and epimorphisms 

T* : Epj —» E1^-1 (0 ^ i < r - 1). 

In particular, multiplication by T 1 induces isomorphisms 

(T'% : Zpj ^ Zlr+J := Mi+J' D d"1 (TrM^'+1) -iyF^\RI( 

(T~*)* : B)::1 BÎ+-j : = (T %Bl:j (i^r- 1). 

This means that, in the "stable range" i ^ r — 1, the terms W '̂J (VF = Z,B,E) 
depend only on i + J and r, as 

(11.6.1.1) ( T - % : {Z\:KB\:KE\:^ (zi+j,Bi+j,Ei+j) -iyF^\RI( 

(where E™ := Z™/B™) is an isomorphism. The differentials d%^ define, under the 
isomorphisms (11.6.1.1), "stable" differentials 

dnr : Enr -iyF^\RI( 

which depend on T. If we replace T by uT (u G A*), then the isomorphism 
(11.6.1.1) is multiplied by u~l; this implies that d™ is replaced by (u)~rd™, where 
û — u (modTA) G A*. 

The simply graded "stable" spectral sequence (E™, dj?) is usually referred to as the 
"Bockstein spectral sequence" It arises from the exact couple 

(11.6.1.2) H*(M*)-UH*(M9) H*(M*/TMm) 

(cf. [We, §5.9.9-5.9.12]). 
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11.6.1.5. In the special case when 

(Vj ^ jo , Jo + l) = 0, 

we have 

(Vf+jV Jo,jo + l, Vr ^ 1) = 0 

and the maps 
(v')Iv^^T{vf)Iv —> (v')Iv —> o ( r ^ l ) 

are isomorphisms for all pairs ^ (0, jo + !)• 

11.6.2. In concrete terms, the spectral sequence E™ can be described as follows: 

E? = HN(M*/TM*) 

and 
: HN(M*/TMM) * HN+1(M-/TMM) 

is the coboimdary map associated to 

0 —> M*/TM-^M*/T2M* M'/TM* —> 0. 

Put 
H" = HN(MM) 

and let 

c? :Tr -1 i fnn i Jn[T] > HN/(THN + i7n[Tr-1]) (r ^ 1) 

be the map sending Tr ^ to the class of a. For r = 0, let 

(v')Iv^^T{vf)Iv —> (v')Iv —> o 

be the multiplication by T. The description of E™ in terms of the exact couple 
(11.6.1.2) shows that, for each r ^ 1, there are exact sequences 

(11.6.2.1) 
0 Hn/(THn + Hn\Tr-1}) 3r Tr-1Hn+1 nHn+1[T] 0 

o dr o 
0 Hn+1/(THn+l + Hn+l[Tr-l\) E?+1 Tr-lHn+2 r\Hn+2[T] 

in which d™ = o cj?+1 o j™. Indeed, for r = 1, these are nothing but the exact 
sequences 

0 ir/Tii11 HN(M*/TM9) #n+1[T] 0 

coming from the cohomology sequence of 

0 —> M'^M* —> M'/TM* —> 0. 
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Given (11.6.2.1) for r > 1, it can be viewed as an exact sequence of complexes 

0 
n 

[Hn/(THn + Hn[Tr~1]))[-n] —> {E'r,dr) 

n 

,(Tr-lHn n Hn^_n + > 0) 

for which the corresponding boundary map in .D^Mod) is equal to 

(c"[-n+l])„ : 

n 

(Tr-1Hnr\Hn[T})[-n+l] 

n 

Hn/{THn+Hn[Tr-l)))[-n+l}. 

Taking cohomology gives exact sequences 

(11.6.2.2) 0 • Coker(c^) Hn(E'r,dr) Ker(c™+1) —> 0, 

i.e., (11.6.2.1) for r + 1. Noting that, for each r ^ 1, multiplication by Tr 1 induces 
an isomorphism 

Tr-i . Hn^THn + Hnpr-i^ (v')Iv^^T{vf)Iv —> 

we see that (11.6.2.1) can be written as 

0 T1 ' H" jTrHn E? >Tr-1(Hn+1[Trj) —>0, 

and 

c™ : Tr-1(Hn[Tr]) j-ir— 1 jjn (v')Iv^^T{vf)Iv — 

11.6.3. Lemma. — // each Hn — Hn(M*) is a A-module of finite type, then 

(3r0) (Vr ^ r0) (Vn) (v')Iv^^T{v Tr°~~1(Hn[Tr°]) >Tr-1(Hn[Tr}) 

We denote this stationary value by E^. 

Proof — As M* is cohomologically bounded and each Hn is a Noetherian A-module, 
there exists r0 ^ 1 such that Hn[T°°] = Hn[TrQ-% for all n. Then 

E? = Hn/(THn + Hn[Tr~ }) = Hn/(THn + Hn[Tr°~ }) = E?o 

for all r > ro> 

11.6.4. Lemma 11.6.3 states that, if H is a A-module of finite type, then the in­
ductive system of A-modules of finite type Tr~lH/TrH (with transition maps given 
by T) becomes stationary. Its limit value is isomorphic to 

limTr 
r 

lH/TrH H/(TH + H[T°°}). 

11.6.5. Lemma. — Assume that A is a local ring, dim(A) = 0 and each Hn — Hn(M*) 
is a A-module of finite type. Then: 

(Ï) The following conditions are equivalent: 

(Vn) £A(Hn) <oc (3r0)(Vn) Ko = 0 (Vn) MOPKO 
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(ii) If the equivalent conditions of (i) are satisfied, ther 

(Vr ^ 1) 0 = \(-i)neA(E?) 

n 
(-l)n£K{Hn) 

n 

r > 1 n 

-i)neA(E?môo 

In particular, if the complex (E{,di) is acyclic, then 

n 

(-l)n£A(Hn(M')) = 

n 

(-l)nn£A{Hn(Mm/TM*)). 

Proof 

(i) If each Hn has finite length over A, then there is r0 > 1 such that Tr° lHn = 0 
for all n; then E? = 0 for all r ^ r0. Conversely, if E^ = 0, then TrHn = Tr+1Hn 
for some r; Nakayama's Lemma then implies TrHn — 0, hence £A(Hn) < oo. 

(ii) By (i), E™ — 0 for r > ro (and all n). The following exact sequences of 
A-modules of finite length 

0 > Tr-lHn/TrHn >En > Tr-1(Hn+1[Tr]) > 0 

0 —> Hn+1[Tr~1] —> Hn+1[Tr)^-^HnJrl[T) —> Hn+1[T)/(Tr-lHnJrl[Tr}) —> 0 

0 > Hn+1[Tr] > Hn+lJEL^TrHU+l > Q 

imply that 

£A(E?) = £a(E?) = £A(Tr-1Hn/TrHn)+£A(Tr-1Hn+1/TrHri+1), 

hence 

n 
> 1 ) " M K ) = 0 (r > 1) 

and 

n 
](-l)nn£A(E?) --

n 
](-i)neA(Tr-1Hn/TrHn) 

r^l n 
]{-\)nnlA(E?) = 

n 

-i)neA(E? 

11.6.6. Lemma-Definition. — Assume that A is a local ring, dim (A) = 1 and A is 
catenary. Then the following properties of a A-module of finite type H are equivalent: 

ne \\mTr~lH /Tr H < oo codimA(supp(i/)) ^ 1. 

If they are satisfied, we put 

aA(H) :=£A(\\mTr-lH/TrH) 
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If K* is a cohomologically bounded complex of A-modules such that each cohomology 
module Hn(K*) is of finite type over A and satisfies (i), we put 

aA(H(K*)) : = 
n 

]{-lTaA{H™{K-)). 

Proof. — Set 

Q = {qe Spec(A) | ht(q) = 0}, Q = {q G Spec(A) | q G Q} 

(using the notation of 11.6.1.2). For each q G Q we have dim(Aq-) = 1; 
Lemma 11.6.5(i) applied to (Aq,A^Hq) shows that the following conditions are 
equivalent: 

(VqeQ) £A-(H,)<oc (Vq G Q) \YmTr~1H/TrH = 0 

£A(\imTr'1H/TrH)j < oo. 

In order to conclude the proof of the Lemma, it remains to show that each minimal 
prime ideal qA C A is contained in some q G Q. As A is catenary, dimA(A/qA) = 2 and 
dimA(A/qA + TA) > 1, hence there is P G Spec(A) with P ^ mA and P D qA + TA. 
This implies that P = q for some q G Spec (A), q ^ mA, hence q G Q. 

11.6.7. If A is a discrete valuation ring, then A is a regular local ring (hence a unique 
factorization domain) of dimension dim (A) = 2 and T is an irreducible element of A. 
If if is a finitely generated torsion A-module, then its "characteristic power series" 

charA(#) G (A - {0})/A* c Frac(A)*/A* 

(defined as in 9.1.2) is of the form 

charA(#) = T r W char^(tf ), 

where 

r(H)=£A(T) (H(T)), char^(#) ^ TA/A*. 

We define 

char^(#)(0) := char^(tf) (modTA) G A/A" = (A/TA)/A* C Frac(A)*/A*. 

The integer r(H) ^ 0 is "the order of vanishing" of charA(if) at T = 0, while 
chsnA(H)(0) is its "leading term". These invariants (which do not change if we 
multiply T by a unit of A) are usually studied in Iwasawa theory for A — Zp, 
A = ZP[TJ. • 

11.6.8. Lemma. — If A is a discrete valuation ring and H a finitely generated torsion 
A-module, then 

aA(H) =ordA(char^(fl')(0)). 
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Proof. — If if is pseudo-null over A, then TRH — TR+1H for some r, hence CLA(H) — 

0. As a^( —) is additive in exact sequences, the structure theory for torsion A-modules 
implies that it is enough to consider the case of a cyclic module: H = A/Tn/A, where 
/ e A, /(0) ^ 0 (where /(0) := / (modT) G A/TA - A). As TnH ^ A/ /A and 
CIA(H) = aA(TNH), we can assume that n = 0. Then the map T : H —> H is injective, 
hence 

aA(H) = £A(H/TH) = £A(A/(f,T)A) = £A(A/f(0)A) = ord A ( / (0)) . 

11.6.9. Euler-Poincare characteristic - notation. — Let 5 be a ring and K* a 
bounded (resp., cohomologically bounded) complex of ^-modules. If each Kn (resp., 
each Hn(K*)) is a 5-module of finite length, put 

XB(K') 

n 

( - i ) n i B ( K n ) M O 

resp., 

XB(H(K')) : = 

n 

](-l)n£B(H
n(K'))LKI. 

If XB(K') is defined, so is XB(H(K')), and the two integers coincide. 

11.6.10. Proposition. — Assume that A is a local ring, à\m{A) = 1, A is catenary and 
each Hn = Hn(M') is a A-module of finite type with codiniA(supp(if ra)) ^ 1. Then: 

(i) (3r 0 ^ 1) (Vn) eA(E?0) < oo. Fix such r 0 . 
(ii) (Vr ^ r 0 ) (Vn) eA{E?) < oo. 
(iii) (Vr ^ r 0 ) XA{E'r,dr) = XA(E;+l,dr+1). 

(iv) (Vr ^ r 0 ) a ^ ^ ^ - ) ) = X A ( ^ ; , d r ) E „ ( - l ) n ( ^ ( Coker ( c ^ 1 ) ) -
^ (Ke r t c JLJ ) ) . 

(v) //(Vn) ^ ( £ T ) < oo, then 

aA(H(M')) 

n 

](-\)n (£A(H
n/THn) - eA(H

n[T})). 

(vi) If (E{, di)q is acyclic for all minimal prime ideals q C A, then 

aA(H(M')) = 

n 

( - l ) n ( ^ A (Coke r (# n [T ] —• Hn/THn)) - £A{Kei(Hn[T} —• Hn/THn))). 

Proof. — The statement (i) follows from Lemma 11.6.5 (i) applied to (Aq,Aq-, M^) 
instead of (A,A,M # ) , for all minimal prime ideals q C A. The statements (ii) and 
(iii) are immediate consequences of (i), as H*(E') = E*+1. For (iv), note that there 
exists s > ro such that E7} = E™ (for all n). Then 

aA(H(M*)) 

n 

l ( - l ) n £ A ( E ^ ) = X A ( E ' s ) M P L O 
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(by Lemma 11.6.3) and we have 

XA(E'S) = XA(E'R) 

n 
(-l)n(^(Coker(c?_1)) - ^(KerCc?.!))) 

for all r ^ ro, by (hi) and (11.6.2.2). The statements (v) and (vi) are special cases 
of (iv), for r = ro = 1 and r = ro = 2, respectively. 

11.6.11. In the special case when A = Zp, A = ZP[[T] and ifn = 0 for n ^ 0, 
then the statements (v) and (vi) in Proposition 11.6.10 boil down to the following 
well-known facts about the finitely generated torsion A-module if = if0: 

If charA (if) (0) + 0, then 

ordp (charA(if)(0)) = ordp (\Hr\/\Hl |) . 

If the canonical map c : if r —» ifr has finite kernel and cokernel, then 

ord^ (char *A (if) (0)) = ordv (|Coker(c)|/|Ker(c)|). 

11.6.12. If A is a discrete valuation ring, then 

aA(H(M')) = ordA (charX(#(M'))(0)), 

where 

(11.6.12.1) charA (if (M*))(0) 
n 

(charA(iin(M-))(0))("ir 

(by Lemma 11.6.8). The R.H.S. of (11.6.12.1) can be reinterpreted as follows: as A 
is regular, M* is a perfect complex over A, with A-torsion cohomology. This implies 
that there is a canonical (up to a sign) isomorphism 

detA(M#) 0 a Frac(A) Frac(A); 

it identifies detA(M#) with the invertible A-module 

A • charA(if (M*))"1 c Frac(A), 

where charA (if (M*)) is defined analogously to (11.6.12.1). Similarly, in the situa­
tion of Proposition 11.6.10, for each r ^ ro — 1 there is a canonical (up to a sign) 
isomorphism 

detA(E*, dr) (gu Frac(A) —> Frac(,4); 
it identifies det A(E*, dr) with 

A • charAMPKIJUdr))_1 C Frac(A), 

where 
char A{H(E*r,dr)) 

n 
{charA(E?+1)){-ir . 

This means that we can reformulate Proposition 11.6.10 (iv) in more suggestive terms 
as follows: 

(11.6.12.2) detA(M*)(0) = detA{E;,dr)MPL (Vr ^ r0 - 1). 
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This formulation is used, in a special case, in [Bu-Gr] (the idea of using determinants 
in this context is due to Kato [Kal]). It is not clear whether one can make sense 
of (11.6.12.2) for more general one-dimensional local rings A; the problem is (even 
for r = 1) to find appropriate conditions guaranteeing that the complex (E*,dr) is 
perfect over A. 

11.7. Formulas of the Birch and Swinnerton-Dyer type 

Perrin-Riou [PR2, PR3, PR4] and Schneider [Sch2, Sch3] computed the leading 
term of the characteristic power series of a Selmer group arising in Iwasawa theory of 
abelian varieties. Their results (further generalized in [PR5] and [PI]) involved p-adic 
variants of various terms appearing in the conjecture of Birch and Swinnerton-Dyer. 
In this section we deduce similar formulas in our context, as an application of the 
formalism from 11.6. 

11.7.1. Assume that we are in the situation of 11.1.3, with T isomorphic to Zp 
(hence the condition (Flfc(r)) from 11.5.1 holds for all k ^ 1). Fixing an isomorphism 
r ^ Zp, we identify R = it^T]) with i?[Tj in the usual way (T = 7 — 1). 

For a prime ideal po £ Spec(R) consider the following conditions: 

11.7.1.1. 7TPo : XPo ®rPo YPo —• (cuR)Po(l) is a perfect duality (over RPo). 

11.7.1.2. ( W e E ) (xï)Po±±npo (y+)Po. 

11.7.1.3. r^oRT/(X)Po ^r^oRT/OOpo ^OinD(HpoMod) . 

11.7.2. The spectral sequence EpJ (X) (resp., 'Ep° (Y)) from 11.5.8 is equal to the 
spectral sequence Elr>j(M\T') (resp., Epj((N*)L 1T*)) from 11.6.1.4 for A = R, A = 
i?[T], where 

M- = C}{&r{X)) = C}((X ®R R{T}) < - 1 >) 

(N'Y = C}(&r(YY) = C}((Y ®R RlTj) < 1 >). 

As in 11.6.1.4, we have the corresponding stable (simply graded) spectral sequences 
E™(X),'E™(Y) and the surjective maps 

-i)neA(E?-i)neA(E? -i)neA(E? (T-%:'Elr-i(Y) - 'Elr+1(Y), {i > 0). 

As 

t(T) = (1 + T ) " 1 - 1 = - T (modT2), 

we have 

-i)neA(E?¨%P = (E?(Y),(-l)rd?)-
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The cup products Ur from 11.5.3 are compatible with T*, hence induce "stable" cup 
products Up fitting to the following commutative diagram: 

(11.7.2.1) 

Ur : Ey(X)®R'EÏJ(Y) Hl+%'+ ̂ '-3{ujR) ®R R • T'+l' 

-i)neA(E? {T-i-i')# 

Uf : E?(X)®R'E? (Y) -i)neA(E? 
(in which n = i+j, n' = i' + j ' , > 0, r ^ 1). The formula (11.5.3.2) holds also for 
Uf, hence the adjoint map adj(uf ) induces, for each q G Z, a morphism of complexes 

a d j 9 ( u f ) : ( £ ; ( X ) , d r ) - EomU('E'(Y), 'DR), H«(UJR)[-?, + Q]). 

The most interesting case is that of q = 0: 

adj0(U?) : E'r{X) - Kom'R('E'(Y),H°(L0R)[-3]) (r ^ 1). 

These maps determine inductively each other, as the components of adj0(uf+1) are 
equal to 

(11.7.2.2) E?+1(X) = Hn(E?(X))-
adj0(U='), 

>Hn(EomR('E'(Y),H0(coR)[-3})) 

^EomR('E3~n(Y),H°(tuR)). 

For each r ^ 1, we define "stable" higher height pairings by the formula 

h{:^:El(X)®R'EUyy -i)ne •El+\X)®R'El{Y) 
uf 

Hi+i-2(coR). 

These pairings satisfy the formula in Proposition 11.5.6(h) and depend on the choice 
of 7 G T; if we replace 7 by 7e (c G Z*), then T is replaced by 

(l + T ) c - l = cT (modT2), 

hence dlr and -i)neA are multiplied by c r. The commutative diagram 

h(r). • E0S(X)®R'E°r'i(Y) H^-2{LOR) ®RR-TR 

i„<g>i. (T~R), 

-i)neA( Eir{X)®R'El(Y) Hl+^2(coR) 

(induced by (11.7.2.1)) shows that • factors through the canonical surjective maps 

mUHUx)) E°/{X) • Ei.(X), Fi\rr(Hj(Y)) E^(Y) »'E>r(Y). 

11.7.3. Proposition. — Assume that q G Spec(i?); ht(q) = 0 and the conditions 
11.7.1.1-11.7.1.2 are satisfied for p0 = q. Then: 

(i) The localized maps 

adj0(uf)q : E?(X)q - Homfl,('Éf-"(y)„iffl(WJi),) ( O l ) 

are all isomorphisms. 

(ii) (Vi) LKer(ftS;s2t_î)q = Ker((4)q :El{X\^E^{X\). 
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Proof 

(i) For r — 1 the statement follows from the duality Theorem 6.3.4, as observed in 
the proof of Proposition 11.5.7. Assume that the claim is proved for r ^ 1; then the 
localization at q of the first (resp., the second) arrow in (11.7.2.2) is an isomorphism by 
the induction hypothesis (resp., because H°(ujR)q = IR is an injective i2q-module), 
proving the statement for r + 1. 

The part (ii) follows from (i) and the definition of /rr) 'st. • 

11.7.4. Proposition. — Assume that p G Spec(R), Rp has no embedded primes and the 
conditions (11.7.1.1-3) are satisfied for all po G Q = {qG Spec(R) | q C p, ht(q) = 0}. 
Then 

L^{h{:ii)v = Ker H}(X)P 

-i)neA(E? 

)H}(X)q/(Firr+1(H}(X)))q 

(r > 1) 

Ker fi(41i)P=Ker| -i)neA(E? 

-i)ne 

)^(F)q/ (Fi r r+1(Jf f}(F)) )q 

Proof. — The symmetry property from Proposition 11.5.6 (i) (which also holds for 
the stable height pairings) shows that it is sufficient to consider only the left kernel. 
The same argument as in the proof of Proposition 11.5.7 reduces to the case p = q, 
ht(q) = 0. The assumption 11.7.1.3 and the duality isomorphisms 

-i)neA( HomR, (H3f*(Y)q,H°(LUR)q) 

imply that 

( V jV1 , 2 ) HJ(Z)q = 0 (Z = X,Y). 

This means that Ep^ {X)^,'E^ {Y)^ satisfy 11.6.1.5 for jo = 1, hence all the maps 

(11.7.4.1) -i)neA(E? El{X)q, U:'E°/{Y)q -i)neA(E? -i)neA(E? 

are isomorphisms. It follows that 

-i)neA(E? 
-i)neA(E? 

and 

LKer(h£\A) = Ker((4)q : ^ ( X ) , — E2r(X)q) 

Ker((dr°'1)q : E°r>\X)q E^-r(X)q)=Fil1r(H}(X))q., 

by Proposition 11.7.3(ii) and (11.7.4.1). 
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11.7 .5. We now fix p G Spec(R) with ht(p) = 1 and put Q = {q G Spec(R) | 
q C p,q / p} (i.e., ht(q) = 0 for all q G Q). We are going to apply the discussion 
from 11.6 to the localized objects A — Rp, A = Rp (using the notation from 11.6.1.2) 
and M* = C}(#r(X))p (resp., (N*)L = C*f(^T{Y)%). The reader should keep in 
mind the following simplest case: R = Zp, R = ZP[T], p = (p), p = (p, T), A — Zp, 
A = Zp[Tl,q = (0),q = (T). 

11.7.6. Proposition. — Let q G Q and assume that the conditions 11.1.1.1-11.1.1.3 
hold for po = q. T/ien: 

(i) ( V j ^ l , 2 ) ^ ( Z ) q = 0 (Z = X , y ) . 
(ii) TTie following conditions are equivalent: 

(Vn) i) (Vj^l,2) ^(Z)q=0 (Z = X,y) (Vn) %T(ff7,Iw(r)q) < OO 

(3r > 1) Fil r+1(F}(X))a = Fil r+1(F;(F))a = 0 

( ^ i ) № , i ) a : : F i l K ^ } W ) q x Fil f ( i / ) ( y ) ) q - i) (Vj^l,2) ^( 

has trivial left and right kernels. 
If these equivalent conditions hold, then: 

(iii) (Vr ^ 1) lR(¥\\UH){X))n) tR^{H){Y))^), eRq(H}(z)q) -

eR,{H}(z)q) (z = x,Y). 
(iv) (Vn / 2) ff;iIw(Z)ir = 0 (Z = X,Y). 

(v) If ro ^ 1 is the smallest positive integer for which Filp0+1 [Hj(X)) q = 0; then 

eR.(Hllw(z)^ 
ro 

x—> 

r=l 
( ^ q ( F a F ( H ) ( x ) ) q ) (Z = X ,F ) 

(vi) ro ^ 1 /rom zs t/ie smallest positive integer for which 

(h^1)q : Fil?(H}(X))q x Fil?>(ff}(Y))q — # V k ) < , 

ftas trivial left and right kernels. 
(vii) £^__(Hj Iw(Z)q-) ^ £jRq (ifj(X)q) (Z = X, y ) ; u>z'£/i equality occurring if and 

only if 

(fe7T,l,l)n 
i) (Vj^l,2) ^ ) (Vj^l,2) ^ ) (Vj^l,2) ^ 

ftas trivial left and right kernels. 

Proof — The statement (i) was proved in 11.7.4. As regards (ii), Lemma 11.6.5(h) 
applied to Aq,Aq and (resp., (N*)^) shows (if we take into account (i)) equiva­
lences 

(11.7.6.1) (Vn) % iHl^Wi) < oo 

<=* (3r > 1) El(Z\ = Ezr{Z\ = 0 (Z = X,Y). 
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The duality result in Proposition 11.7.3 (i) gives 

(11.7.6.2) -i)neA K(X\) -i)neA -i)neA(E? 

and (11.7.4.1) yields 

(11.7.6.3) -i)neA(E? -i)neA(E? (Z = X,Y). 

Combining the statements (11.7.6.1)-(11.7.6.3) we obtain (ii). Assuming that the 
equivalent conditions in (ii) are satisfied, Lemma 11.6.5(h) gives 

0 = £Rci {E2r{Z\) -£Rq {Elr{Z\), 

which proves (hi), if we take into account (11.7.6.2)-(11.7.6.3). For Z — AT, Y, the 
exact sequences 

0 Hf, I w ( Z ) q / T H ] , I w ( Z ) q -i)neA(E? >H]^{ZUT] -> 0 

together with (i) and the Nakayama Lemma show that 

(Vn^l,2) Hllw(Z)^ = 0, H1fM(Z)q-[T} = 0, 

which proves (iv), since 

£RJHIJZ)^) < oc 

The formula (v) follows from (iii), (iv), Lemma 11.6.5(h) and (11.7.6.2)-(11.7.6.3): 

-i)neA(E?-i)neA( 
M%¨£ 

'2£R(E2r(Z)q)-£R(E1r(Z)q)) 

-i)ne 
/Rci(Elr(X)q)--

-i)ne 
eRq(Fiii(H}(x))a). 

Finally, the statement (vi) follows from Proposition 11.7.4 for p = q, and (vii) is a 
direct consequence of (v) and (vi). • 

11.7.7. Lemma. — Assume that, for each q G the conditions (11.7.6.1)—(11.7.6.3) 
(for po — q) and 11.7.6(H) hold. Then, for each Z = X,Y : 

(i) (Vrc) codim^_(supp(^Iw(Z)p)) > 1, hence the integer aRp(Hflw(Z)p) is 
defined. 

(ii) Ifr0 ^ 1 and codimi?p(supp(Fil^0+1 (Hj(X))p)) ^ 1, then 

n 

-l)naRp(Hllvj(Z)v) = XRP(H(E'ro(Z)p)) = XRp(E'ro+1(Z)p). 

Proof. — The condition 11.7.6(h) for any q G Q implies (i), while (ii) follows from 
Proposition 11.6.10(iv) (for A = RP, A = Rp, M9 = C9f(^T(X))p) and Proposi­
tion 11.7.6 (iv). • 
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11.7.8. Recall that, for each r ^ 1, we have a morphism of complexes 

adj0(uf) : El - > H o m ^ ( ^ ; ( r ) , ^ ° ( ^ ) [ - 3 ] ) 

such that the composite map 

a.di0(uf)t+l o dr : Elr(X) KomR('E2r-\Y),H\LUR)) 

is equal to adj | (*8:?-<)= 
(11.7.8.1) 

dr 
El\X) 

dr 
E]+l{X) 

dr 

adj(/i) 

HomRCE^- ' iY ) , ! !0^ ) ) H o m f i C ^ - ^ r ) , ^ 0 ^ ) ; 

We form a new complex E'(X,Y,ir) by traversing the diagonal arrow with i = 1 
in (11.7.8.1): 

E'r(X,Y,n) : ' E°r(X) -i)neA( EomR('Ei(Y),H°(LUR)) 

HomR('E°r(Y),H0(ujR 

For r = 1, the complex E*(X, Y, tt) is equal to 

H°f(X 
4 

H}(X) 
adj (/1 ,̂1,1) -i)neA(E?-i)neA(E? 

Hom(dî,id) . 
• H o m ^ ( i J ° ( F ) , ^ ° ( ^ 

11.7.9. Lemma. — Assume that the conditions 11.7.1.1-11.7.1.3 hold for po = p and 
depth(i?p) = 1(= dim(i^p)). Then: 

(i) (Vr ^ 1) (Vz 7̂  1,2,3) Elr(Z)p = 0, ^ ( Z ) p 25 Rp-torsion (Z = X,Y). 
(ii) T/ie only possibly non-zero components of the localization of (11.7.8.1) at p are 

0 E}{X)P -i)neA(E? £r3(X)p 

0 Homi?p(^r2(F)p,iJ°(^)p) -i)neA(E?-i)neA(E? 0 
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Proof. — It is sufficient to prove the Lemma for r = 1, when E\(Z) = Hj(Z). The 
assumptions 11.7.1.1 11.7.1.2 yield the exact triangle 

Bff(X)0 - RHomflp (RTf(Y)p,uRp) Err(A(X),A(F),7r)p 

in D^(^pMod), which induces the following two exact sequences (by Lemma 2.10.11 (ii)): 

(11.7.9.1) 
0 

DRp((H4f-\Y)p)Rp_tors) 

>^-1(Err)p —>H}{X)p —>F(RHomflp| RTf(Y)p,uRp)) - ^ ^ ( E r r ) p - ^ . 
i 

RomRp(H3f-l(Y)p,H°(u;R)p) 

0, 

where the error terms Hl (Err) p vanish for i 1,2 and are torsion over Rp for 
i = 1,2. As Hlf(X)p = Hlf(Y)p = 0 for i < 0 by the assumption 11.7.1.3, it fol­
lows from (11.7.9.1) that Hlf(X)p = 0 for i > 3 and that Hj(X)p is i?p-torsion. 
Interchanging X, F and replacing TT by 7r O s12 gives the same result for y , prov­
ing (i). The statement (ii) follows from (i) and the fact that H°(UJR)P is torsion-free 
over Rp. • 

11.7.10. Under the assumptions of Lemma 11.7.9, the diagram (11.7.9.1) yields a 
complex 

(11.7.10.1) 0 ^H}(Xp)tors -^DR(H3f(Yp)tOTS) - ^ ( E r r , ) 

H2f(Xp)tors ^DR(H2f(Yp)tors) ^H2(Erip) -

H3f(Xp)tOTS ^DRp(H}(Yp)tors) 0, 

in which we write 

H}(Zp)t0rs = [H)(Z)P )i?p-torS5 Err = Err(A(X),A(F),7r). 

The complex (11.7.10.1) is acyclic everywhere except possibly at the terms i?*(Errp) 
denote its cohomology at these two terms by 

F(IP(Errp)) = H(H*(ErT(A(X),A(Y),n)p)) (¿ = 1,2). 

According to 7.6.10.7 we have 

tRp JP(Errp) = 

) (Vj^l, 

Tamv(X,p) (¿ = 1,2), 
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hence 

(11.7.10.2) ) (Vj^l,2) ^) (Vj^l,2) ^) (Vj^l,2 

MOKT 
Tcimv(X1p 

The generalized Cassels-Tate pairings 10.5.3 and the isomorphisms (10.2.8.3) show 
that the DRp-dual of (11.7.10.1) is isomorphic to the same sequence in which (AT, Y, TT) 
are replaced by (Y, AT, TT o 512). This implies that 

£RP(H(H\Etv(A(X),A(Y),7t)v))) 

= £RP (H(H3~1(Ety(A(Y), A(X) , tt o Sl2)p))) (¿ = 1,2) 

and 

(11.7.10.3) 
3 

i=l 
{-iyeRp(wf{xp)tms) ^(tf(H2(Err(A(X),A(Y),7r)p))) 

3 

i=l 

](-iy£Rp(H)(Yp)tors) - £Rp (H(H2(Err(A(Y),A(X), tt o s12)p))). 

11.7.11. Theorem. — Assume that depth(i?p) = dim(i?p) — 1 and that the conditions 
(11.7.1.1)—(11.7.1.3) hold for po = p. //, for all q G Q, the pairings 

(^ ,M)q :tfj(X)q xtf}(Y)q H°(u>R)q 

have trivial left and right kernels, then we have (for Z = X, Y): 

(i)(VqeQ) tR(Hllw(Z)^ 
£Rq (H}(X)q), n = 2 

MTG n ^ 2. 

(ii) (Vn)Hf lw(Z)p is an (Rp)-module of finite type and codim^_(supp(i7j Iw(Z)p)) ^ 1. 
(hi) (The formula of the Birch and Swinnerton-Dyer type) 

n 

]{-l)naRp (Hllw(X)p) = £Rp(det ((VM)p)) 

3 

2=1 

yiy£Rp((H}(X)P)RP_TOJ £Rp{H(H2(Err(A(X),A(Y),ir)p)), 

where the first term on the right is defined as in 2.10.21, i.e., is equal to 

£RP\ Coker(adj((^u)p):tfipO; >Homflp (H}(Y)P,H°(LOR)P))) 

and 

0^£Rp (H(H2(Err(A(X),A(Y),ir)p))) 

) (Vj^l,2) ^ 

Tam.(X,p). 

Proof. — As the conditions (11.7.1.1)—(11.7.1.3) hold for po = p, they are also sat­
isfied by all po — q G Q. Thus (i) follows from Proposition 11.7.6(vii), and (ii) is a 
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consequence of (i). In order to prove (iii), Lemma 11.7.7 (ii) for ro = 1 together with 
Lemma 11.7.9 give 

n 
;(-i)noflp ) (Vj^l,2) ^ MOKI H(E[(X)P) 

= XR, (H(a<2 El(X)p)) - lRp ((H}(X)p)Rf_toJ 

The exact triangle 

(11.7.11.1) <T&EI{X)p El(X,Y,w)p Cone((A2)p)[-2] 

where is a shorthand for 

) (Vj^l,2) ^) (Vj^l,2) ^) (Vj^l,2 KomR('E3r-n(Y),H°(u;R)) 

then yields 

XRp (H(a^2 E[(X)P)) = XRV (H(El(X, Y, n)p))+eRp (Ker((A?)p))-£fip (Coker((A?)p)). 

As the complex E{(X, Y, 7r)p) coincides with 

d j f f f t - iOJ : H)(X)P - HomRp (HJ(Y)p,H°(u;R)p) 

in degrees 1,2 (by Lemma 11.7.9(h)), it follows that 

XRp(H(El(X,Y^)p)) = £Rp{det((K,lA))) M ( t f / ( * ) p ) Ä p - u J -

A diagram chase on (11.7.9.1) for i = 2 shows that 

Ker((A?)„) = (HJ(X)p)R^ors, Coker((A2)p) ^ H2(H2(ETIP)). 

Putting everything together, we obtain (iii). 

11.7.12. By (11.7.10.3), Lemma 2.10.20(iv) and Theorem 11.7.11 (iii), 

n 
](-l)naRp(H?iIv(X)p)-

n 

](-l)naRp{H]M{Y)p). 

This can also be deduced from the exact triangle 

Rr/>Iw(X)p ^_(Rr/)Iw(r)p) ' [-3] Err(^r(X) ,^r(X)t ,^r (7r) )p- , 

as the contributions from the error term Err cancel each other. 

11.7.13. Attentive readers will have noticed that the statements and proofs 
in 11.7.5-11.7.12 depend only on ZP,(Z+)P, ttp (Z = X,Y). This implies that 
everything in these sections works in the context of 10.5.1. 

11.7.14. Many results of Sect. 11.7 also hold in the case when T ^ Z/pmZ (m ^ 1), 
pm • R = 0, dim(R) = 0, r < p - 1 (as R/JP ^ R[T}/(TP), where T = 7 - 1 for a 
fixed generator 7 G T). 

11.7.15. A variant of Theorem 11.7.11 in non-commutative Iwasawa theory is proved 
in [Bu-Ve, Thm. 6.7]. 
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11.8. Higher height pairings and the Cassels-Tate pairing 

In this section we assume that T ^ Zp. We show that, in this case, the J-adic 
graded quotients of the generalized Cassels-Tate pairing over R coincide (up to a sign) 
with higher height pairings. 

11.8.1. Consider first the abstract situation: let (A, A, T) be as in 11 .6 .1 .1 and 
denote the complex [A—%-^AT\ in degrees 0 , 1 (where i denotes the canonical map) 
by CV For a complex X* of A-modules denote by H\(X*) the cohomology groups of 
the complex HT\(Xm) — X* 0 A C*. As in 2 . 10 .7 -2 .10 .9 , there is an exact sequence of 
T-primary torsion A-modules 

0 —• Hl-\X9) 0A (AT/A) —> Hl(X9) —> H\Xm)[T°°} —> 0 

(the first term of which is T-divisible), quasi-isomorphisms 

C9 -±-+C9 ®a C* — ^ C * , vu = id, uv —» id 

and products 

( X - 0 A C-)<g>A (Y* 0A C*\ S23 ) (Vj^l,2) ^) (Vj^l,2) ^) (Vj^l,2) ^ 
id<giv ) (Vj^l,2) ^) (Vj^l,2) ^ 

(note that both id ® v and id ® u are quasi-isomorphisms), which induce products 

HÏ(X') ®A Hf(V) — • HÌ+J(X' ®a Y') 

factoring through 

HL{X')[T°°) ®A Hj{Y')[T°°] H;+\X- ® A y ) . 

If X* is a complex of T-flat A-modules, then the canonical projection C* —> 
( A T / A ) [ — 1 ] induces isomorphisms 

Hï(X') ^ H%-\X* 0A ( A T / A ) ) . 

11.8.2. Assume that we are given the following data: 

11.8.2.1. An involution i : A A satisfying L(T) = eT (modT2), where e = ± 1 . 

The induced involution on A = A/TA will also be denoted by ¿. 

11.8.2.2. Complexes of T-flat A-modules M\N\P\ 

11.8.2.3. A morphism of complexes n : M* 0A (iV)* P * [ - 3 ] , where (N9)1 = 

N* 0A,, A-

The construction recalled in 11.8 .1 then yields products 

U^ij : Hl(M-)[T°°} 0A Hj(N')[T°°]L —> Hl^-\P* 0A ( A T / A ) ) , 

which induces for each r ^ 1 pairings 

fP(M*)[Tr] (8)A H\Nm)[Tr]L —> Hl+J-4(Pm 0A (T_rA/A)) 
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and 

) (Vj^l,2) ^ Hl(Mm)[Tr] 
H*(M')[Tr-1] MO 

Hj(N*)[Tr]L 
HJ(N')[Tr-1Y 

H1+J-\P- 0A (T-rA/r-r+1A)). 

11.8.3. For each of the complexes Z* = M',N\P* [-3] the T-adic filtration on Z* 
(resp., on (Z*Y) induces a spectral sequence (EpJ(Z*),dr) (resp., (fEpj (Z*)/dr) = 
(Epi ;(Z#), erdr)) and the corresponding stable spectral sequence (E™(Z'),dr) (resp., 
('E?(Z')/dr) = {EY(Z*),erdr)). As in 11.5.3 we obtain from 11.8.2.3 products 

Ur : Ep3{Mm) ®A'EÎ * (N'Y . ^ + * , ^ " , ( p - [ _ 3 ] ) 

satisfying 

dr(x Ur y) = (drx) Ury-\- {-ly^Jx Ur (dry). 
We assume, from now on, that 

(11.8.3.1) ^ • ( P - [ - 3 ] ) = ^ - ( P - [ - 3 ] ) . 

This allows us to define abstract height pairings by the same recipe as in 11.5.5: 

h(l\i:E?>i(M')®A'E?<1(N') ) (Vj^l,2) ^ >Er/+1-r{M')®A'E^j{N-y 
) (Vj^l,2) ^) (Vj^l,2) ^ -3]) = Er,i+3 + l-r(p. [-3]) = Hi+j-2(P* 0A (TrA/Tr+1A); 

(note that in 11.5.3 the involution i acts trivially on i2, hence 'E\ ^ (V) = 'E\ * (V)L 
then). Recall from 11.6.2 that the differentials (depending on T) in E™(Z') are given 
by the following formula: 

) (Vj^l,2) ^) (Vj^l PMO Tr'l{Hn+1(Z*)[Tr}) Tl-r Hn+1{Z9)[Tr] 
# n + l (Z. )rTr- l l 

c+1 
^ + 1 ( z - ) 

11.8.4. Proposition. — The pairing 

h:E°>i(M*)®A'E?>j(N*y i*®i* Elr(M*)t ) (Vj^l,2) ^ 
( T 1 " ^ T 1 - ^ ) 

^ + l / M . U T r l 

r*+1(M-}[rr-1i 
№'+1(iV)[rr]1' 

№ + i ( A ^ ) [ T ^ - ^ 
MO .ffi+i-2(p.(g)A(T-rA/T-r+lANN rp2r 

—> Hi+]-2{P' ®A (TrA/Tr+1A)) 

(where the arrow f is equal to f ( )(r) Ì 
\ 5 /7T,2+l,j + l / 

Z5 equal to h — ) (Vj^l,2) ^) (Vj^l 

Proof. — An element a G E°'*(M*) (resp., 6 G 'E%>j (N'Y) is represented by a' G M2 
(resp., /3' G (№Y) satisfying da' = Tra (resp., dp = Tr/3) for some a G Mz+1 
(resp, (3 G (A^'+1/). Then ® b) = ^{a) Ur b G Err^+l~r(P#[-3]) is 
represented by <ic/ U /3' = Tra U ¡3'. On the other hand, the same calculation as in 
the proof of Lemma 10.1.6 shows that the value of the pairing h(a 0 b) is represented 
by T2rv o 523(5 U /3), where 

) (Vj^l,2) ^) (Vj^l,2) ^) (Vj^l,2) ^ 
/3 = )8(8>l + (-l)J'+1/3/(8)T-r, 
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i.e., by 

T2r ((a U /3) ® 1 +) (Vj^l,2) ^U /?') <g> T~r) (modP*[-3] 0A Tr+1A), 

which proves the claim. 

11.8.5. Assume that we are in the situation of 11.1.3 with r ^ Zp (7 1—• 1) and 
q G Spec(R) is a prime ideal with ht(q) = 0 such that Rq is an integral domain 
( <t=^> Rq is a field). Denote by q C R — # [ r ] = R^y — lj the inverse image of 
q under the augmentation map; the localization A = Rq is a discrete valuation ring 
with involution L (induced by the standard involution on R), T = 7 — 1 is a prime 
element of A and L(T) = -T (modT2). 

The discussion in 11.8.1-11.8.4 applies to the complexes 

M- = c ; ( ^ r ( x ) ) _ , ) (Vj^l,2) ^) (Vj^l,2) ^ P- = (UJR ®R R)-

and the cup product U : M* ®A (N*)L P*[-3] from (11.5.3.1). 

If i + j = 2, then the pairing ( , J+1 defined in 11.8.2 is equal to the r-
th graded quotient (with respect to the T-adic=q-adic filtration) of the localized 
generalized Cassels-Tate pairing 

(H}%(Koo/K,X)_) (flq^-tors MOK 
) (Vj^l,2) ^) (Vj^l,2) ^ 

) (i^-tors 

—> Frac(i?q)/i?q (¿ + ¿ = 2). 

According to Proposition 11.8.4, it is equal (up to a sign) to the localization at q of 

the higher height pairing hn [ • from 11.5.5. 
In the special case R — Zp, Howard [Ho3] uses this description as a definition of 

higher height pairings. 

11.9. Higher height pairings and parity results 

In this section we continue to assume that r ^ Zp, 7 ^ 1. See [Ho3] for similar 
results in the special case R = Zp. 

11.9.1. Proposition. — Assume that we are in the situation of 11.7.1 and the condi­
tions 11.7.1.1-11.7.1.3 hold for po = q G Spec(#); ht(q) = 0. Let q C R = RfT} = 
i2[7 — l] be the inverse image of q under the augmentation map. Then, for each 
Z = X,Y andn eZ, 

(i) There is an exact sequence 

0 ^/,Iw(^)q7T#/,Iw(^)q H]{Z)q - ) (Vj^l,2) ^) (Vj^l > 0. 

(h) (Vn Î 1, 2) H^jZ)q = 0; H}M(Z)q[T] = 0. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2006 



410 CHAPTER 11. ^-VALUED HEIGHT PAIRINGS 

(iii) For eachr^l, FiVrHj(Z)^ is equal to the inverse image ofTr 1(Hj lw(Z)q[Tr}); 

in particular, Fil™Hj(Z) coincides with the submodule of universal norms 

I m ( H l i w ( Z y T ^ H } ( Z ) ] . M L I 

(iv) For each r ^ 1, al \ -, induces a non-deqenerate parinq on the qraded quotients 

( , )r : grr#)P0q x &rH}(Y)q —* H°(ujR)q. 

(v) IfX = Y, X+ = y + (v G T) and TT O s12 = -TT, £/ien t/ie pairing ( , )r zs 

symmetric (resp, skew-symmetric) for r odd (resp., r even). 

Proof. — The statements (i) and (ii) were proved in the course of the proof of Proposi­
tion 11.7.6; (iii) follows from (11.6.2.1) and 11.6.1.5 (which applies with jo = 1, by the 
proof of Proposition 11.7.4). Finally, (iv) (resp., (v)) follows from Proposition 11.7.4 
(resp., Proposition 11.5.6(h)). • 

11.9.2. Proposition (Dihedral case). — . In the situation of Proposition 11.9.1, assume 
that we are given Koo/K+ as in 10.3.5.1 satisfying 10.3.5.1.1-10.3.5.1.5. For e,e' = 

±, denote by ( , )Er£' the restriction of ( , )r to grr7Jj(X)^ x grrH}{Y) , where 

( —)± = (—)r=±1. Assume that 2 is invertible in Rq. Then 

(i) For r odd, ( , ) ^ + = z ( , )~~ = 0 and the pairings 

(,MPKHG)^:grrH}(X)*xgrrH}(Y)* ) (Vj^l,2) ^ 

are non-degenerate. In particular, 

£Rq(ë^Hj(X)j=eRq(ë^H}(Yrq)MOLPM 

(ii) For r even, ( , )+ = ( , ) r + = 0 and the pairings 

( , )r±± : grrH}(X)q x grrff}(Y)q H°(u;R)q 

are non-degenerate. 

Proof. — By Proposition 11.5.9, 

(rx,ry)r = (-lY(x,y)r, 

hence 

(, )? = (-l)rEE'(, )f. 

As 2 is invertible in Rq, it follows that ( , )£/ = 0 if (-l)reef = - 1 . The rest follows 
from the non-degeneracy of ( , )r. • 

11.9.3. Proposition (Self-dual dihedral case). — In the situation of Proposition 11.9.2, 

assume that X = Y, X+ = Y+ (v G T) and n o s12 = —TT. Then 

(i) For r odd, 

£Rq(grr HJ(X)q) 2lR^H}(X)q) 0 (mod 2). 
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(ii) For r even, ( , ) ^ is a symplectic (= non-degenerate alternating) pairing on 

g r r H j i x f and 

£Rq (grrH}(X)q) ^ 0 (mod 2). 

(iii)) (Vj^l,2) ̂ eR(m{X)J(Fn?)q)=0(mod2). 
(iv) Let q' = qR G Spec(iî). Then 

tRq(H}{X)q)-: ^ (H)A(X)W) (mod2). 

Proof 

(i) The lengths of gvrHl(X) are equal, by Proposition 11.9.2 (i). 
q 

(ii) This follows from Proposition 11.9.2 (ii) and Lemma 10.7.4(h). 
(iii) Combining (i) and (ii), we obtain 

eRq{H}(x)/(FùF)q): 
r^l 

eR,(grrH}(X) ) =0 (mod2). 

(iv) As H}lw(X)q[T}=0, we have 

) (Vj^l,2) ^) (Vj^l,2) ^) (Vj^l,2) ^) (Vj^l,2) ^ = %{H}^{X)ql). 

11.9.4. In the special case when Rq is an integral domain (<^=> Rq is a field), we 
have H°(ujR)q = Rq and Rq is a discrete valuation ring with prime element T — 7 — 1. 
The statement (resp., the proof) of Proposition 11.9.3 then boils down to that of 
Lemma 10.6.8, as the pairing ( , )rT from loc. cit. coincides, up to a sign, with the 
pairing ( , )r, by 11.8.5. 
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CHAPTER 12 

PARITY OF RANKS OF SELMER GROUPS 

In this chapter we generalize the parity results of [Ne3] to elliptic curves over 
totally real number fields and to Selmer groups associated to Hilbert modular forms 
of parallel (even) weight. 

12.1. The general setup 

12.1.1. Let F and L be number fields (contained in a fixed algebraic closure Q 
of Q) and M a "motive" over F with coefficients in L. The L-function L(M, s) = 
Yl^Li ann~s (assuming it is well-defined) is a Dirichlet series with coefficients an G L . 
For each embedding i : Q C, define L(LM,S) = Y^=i L{an)n~s• Conjecturally, 
L(LM, S) admits a meromorphic continuation to C and a functional equation of the 
form 

Loo^M, s) L(LM, S) = E{LM, S) L00(^M*(1), -S) L(^M*(1), - s ) , 
where 

) (Vj^l,2) ^) (Vj^l,2 
v\oo 

LvUM,s) 

is a suitable product of T-factors (independent of t) and 

e{tM,s) 
r 

'EJLM.S) = L(e(M.O)) • f(M)-\ 

where e(M, 0) G Q* is the global e-factor of M and f(M) G N is the conductor of M 

12.1.2. If M is a pure motive of weight w ^ —2, the Bloch-Kato Conjectures ([B-K, 
Fo-PR, Fol]) predict that 

(CBK) ovds=0 L(LMlS) = dimL H}M(F,M*(1)), 

where HjM is a suitable motivic cohomology group (in particular, the L.H.S. should 
not depend on t). 
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For each prime p | p of L, let Mp be the p-adic realization of M; this is a continuous 
Lp-representation of GF,S, f°r a suitable finite set of primes S. Bloch and Kato 
conjectured that the "p-adic realization map" induces an isomorphism 

(CP) H}tM(F,M*(l))®LLp H}(F,M;(I)), 

where the R.H.S. is the Bloch-Kato generalized Selmer group. Combining (CBK) with 
(CP) leads to a much weaker (and more accessible) version of the conjecture (CBK), 

namely 

(CBK,P) ords=0 L(LM, S) = dimLp H}(F,M;(1)). 

12.1.3. We shall concentrate on the case of a self-dual (pure) motive M M*(l). 
In this case w — — 1 and s = 0 is the center of symmetry of the conjectural functional 
equation 

(CFE) L00(¿M, s) L(LM,S) -- e(iM, s) Loo^M, -s) L(LM, - S ) , 

E(LM,S) ---i(e(M,{)))• f(M)' 

For each prime p | p of L, the induced isomorphism of Galois representations Mp 
M*(l) should be skew-symmetric. The conjecture (CBK,P) then reads as 

(12.1.3.1) ords==0 L(LM, S) = h)(F, Mp) dimLp H)(F,Mp) 

12.1.4. Examples 

(i) An archetypal example of a self-dual pure motive is given by M = h1 (E)(1), 
where E is an elliptic curve over F. In this case we have L = Q, L(LM, S) = L(E/F, s+ 
1), p = p, Mp = TP(E) ® Q = VP(E), the isomorphism Mp ^ M*(l) is induced by 
the Weil pairing, HjM(F, M) = E(F) ® Q and there is an exact sequence 

0 E(F) ® Qp - HJ(F,VP(E))- (TPUI(E/F))®Q- 0. 

This means that 

(12.1.4.1) ords=0 L(iM, s) = ords=i L(E/F, s). 

h)(F,Vp(E))=YkzE(F) + corkZpUI(E/F)[p°°}, 

hence the conjecture (CBK) (resp., (Cp)) is equivalent to the Conjecture of Birch and 
Swinnerton-Dyer (resp., to the finiteness of the p-primary part of U1(E/F)). 

(ii) More generally, let A be an abelian variety over F and L a totally real number 
field with OL ^ EndF(A), dim(A) = [L : Q]. Then M = h1 (A)(1) is self-dual 
as a rank 2 motive with coefficients in L, MP — Vp(A), L(LM,S) — L(LA/F,S + 1), 
HjM(F, M) = A(F) <g) Q, there is an exact sequence 

0 A(F) ®0l Lp H}(F,Vp(A))- (TpUI(A/F))®Q- + 0 
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and 

(12.1.4.2) ords=0 L(iM, s) = ords=i L(LA/F, S), 
h}(F1VP(A))=TkoLA(F)^coTkoL,pUl(A/F){p^}MOK 

12.1.5. Returning to the case of an arbitrary self-dual pure motive M M*(l), the 
general recipe [Se4, § 3] implies that 

ords=0 LQQUM, S) = 0, 

i.e., the central point s = 0 is "critical" in the sense of Deligne [De3]. The functional 
equation (CFE) (if available) then yields 

(12.1.5.1) (-l)ords=oL(tM's) =e(M,0) G {±1}. 

We shall be interested in the conjecture (12.1.3.1) modulo 2, i.e., in 

(12.1.5.2) ovàS=0L(iM,s) = h)(F,Mp) (mod2). 

Thanks to (12.1.5.1), this conjectural congruence can be reformulated (assuming the 
validity of (CFE)) AS 

(12.1.5.3) oLA(F)^coTkoL,poLA(F)^ 
V 

oLA(F)^coT 

The local ^-factors eV(M,0) G {±1} depend only on the Galois representation MP 
(assuming the standard compatibilities between MP and other realizations of M): 

If v | oo, then eV(M,0) depends only on the Hodge numbers of the de Rham 
realization M^R of M (and on the action of the complex conjugation at v on MP 
if v is a real prime). These Hodge numbers can be read off from the comparison 
isomorphism M^R 0 i?dR —> MP <g> B^R (at a fixed prime of F above p). If v \ oo, then 
the action of GV on MP gives rise to a representation WDV(MP) of the Weil-Deligne 
group of FV (for v \ p, this is a classical fact ([De2, §8.4]); for v \ p one uses the 
potential semistability of MP at v and applies the recipe in [Fo2] (cf. [Sa, remarks 
before Thm. 1])). One defines, using the notation of [De2, (5.5.2), §8.12], 

ev (Mp, 0) = ev (WDV (Mp ), I/JV , dx^v, 0), 

where ij)v is any non-trivial additive character of FV and dx^v the corresponding self-
dual Haar measure on FV. The value of eV(MPI 0) is equal to ±1 ([De2, (5.7.1), §8.12]) 
and does not depend on tpv ([De2, ( 5 . 3 ) - ( 5 . 4 ) , §8.12]). 

It is expected that the isomorphism class of WDV(MP) is defined over L and does 
not depend on p; if true, then the local ^-factor 

eV(M,0) :=eV(Mp,0) G {±1} 
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is well-defined. Assuming this independence on p, one can reformulate (12.1.5.3) as 

(C8gn(Mp)) (_1)>4(f,mp) le(Afp)0) = 

V 

[ev(Mp,0). 

12.1.6. The conjectural equality (Csgn(Mp)) does not involve the motive M, only 
its p-adic realization Mp. Moreover, it makes sense to consider (Csgn(V)) for an 
arbitrary self-dual p-adic Galois representation V V*(l) of GF which is geometric 
in the sense of [Fo-PR, §11.3.1.1] and [Fo-Ma, §1.1], i.e., unramified outside a hnite 
set S of primes of F and potentially semistable at all primes above p. 

We propose to study the variation of the conjecture (Csgn(V)) in p-adic families 
of Galois representations. In vague terms, assume that 

(a) & is an irreducible p-adic analytic space. 
(b) is a family of Lp-representations of GF,S depending analytically on a 

parameter A G &(LP). 

(c) Each representation is equipped with a skew-symmetric isomorphism 
) (Vj^l,2) ^ varying analytically in A. 

(d) There is a Zariski dense subset &mot C ^T(Lp) of "motivic" values of the 
parameter for which is the p-adic realization of a (pure) motive M^x\ 

The first observation is that neither side of the conjecture (Csgn(^^)) is, in gen­
eral, constant on ^*mot. The point is that both terms are related to the complex-
valued L-function L(LM(X\ s), while a good p-adic behaviour can only be expected 
from a suitable p-adic L-function LP(A, s) (which depends on fixed embeddings 
L : Q ^ C and t p : Q ^ Qp). 

In favorable circumstances, such a p-adic L-function satisfies, for critical values 
(A, n) G JTmot x Z, an interpolation property of the form 

LP(A, n) = Eu(A, n 
L{iM^x\n) 

£1^, A,n) 

where A, n) is a suitable period and 

Eu(A,n) = 
v\p 

Euv(A, n) 

a product of appropriate Euler factors at primes of F above p. 
Whenever one of the Euler factors Eu^(A,0) vanishes, it forces the function s ^ 

LP(X,s) to have a "trivial" (or "exceptional") zero at s = 0. In a self-dual situation, 
this phenomenon was first studied by Mazur-Tate-Teitelbaum [M-T-T], who observed 
that the presence of a trivial zero at A G j3Tmot may cause a mismatch between the 
signs in the functional equations of L{LM^X\ S) and s h—> LP(A, s). One would expect, 
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in general, that an appropriate functional equation for the "two-variable" p-adic L -
function LP(X,s) will induce functional equations for each "one-variable" p-adic L -
function s I ^ LP(A, s) (A G ̂ Tmot) with a common sign 

e(VW,0) =£ = ± 1 , 

while 

<r(Mw,0) = e ( V w , 0 ) 

= ê(V<A>,o; 

oLA(F)^ 

(contribution from a possible trivial zero of Eu^(A, 0)) 

(i.e., the presence of a trivial zero at A G 2̂fmot causes a jump in the value of ef^M^) = 
e(V^)). This happens, for example, in the case of the two-variable p-adic L-function 
associated to a Hida family of p-ordinary modular forms [G-S]. 

12.1.7. As proposed first in a special case in [M-T-T], a p-adic variant of the con­
jecture (12.1.3.1) for M = M<A> (A G ̂ Tmot) should read as 

(12.1.7.1) ords=o Lp(\, s) = hf (F, } ) : :dimLp H}(F,V^), 

where H}(F,VM) is an appropriate "extended Selmer group", which incorporates 

Hj (F, V(A)), as well as the trivial zeros of Eu(A, 0). 

If = h1 (E)(1) for an elliptic curve E over F (say, with semistable reduction at 
all primes above p), then the Euler factor Euv(X, 0) at a prime v \ p vanishes <^> E 
has split multiplicative reduction at v. The appropriate extended Selmer group was 
defined in this case in [M-T-T]. 

12.1.8. The theory developed in the previous chapters leads naturally to extended 
Selmer groups, at least in the quasi-ordinary case. More precisely, assume that V is 
a (continuous) LP-representation of GF,S (with S containing all archimedean primes 
and all primes above p in F) , which is equipped with the following data: 

12.1.8.1. A skew-symmetric isomorphism of LP[Gp^]-modules V V*(l). 

12.1.8.2. For each prime v | p of F, an exact sequence of LP[GV]-modules 

0 V V V v- MP 

for which the self-duality isomorphism V Vr*(l) from (a) induces isomorphisms of 

Lp[G„]-modules V+ ^ (KrTO, V~ ^ (V+)*(!). 

These data define Greenberg's local conditions 7.8.2 

oLA(F)^coTkoL,p ̂ contoLA(F)^coTkoL,p V I p 

£ont(GVA;, VIv), V G Sf, V \p 
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for V (with D = {v I p}). The cohomology groups of the corresponding Selmer 
complex CJ(GF,S, V\ A(V)) do not depend on S (by Proposition 7.8.8(h)); we denote 
them by Hf(F, V). The third triangle in (6.1.3.2) gives rise to an exact sequence 

0 
v\p 

H°(GV,V-) H}(F,V) Hcont(G F,S,V) 

v\p 
)H1{Gv,vv-)e 

oLA(F)^coTk 

oLA(F)^coTkoMOKI 

which boils down, under suitable additional assumptions (cf. 12.5.9.2 below), to 

(12.1.8.3) 0 
v\p 

H°(GViV-)- •H}(F,V) H}(F,V) 0. 

We interpret Hj(F, V) as an "extended Selmer group" and each term H°(GV, V~) (if 
non-trivial) as a contribution from a trivial zero. 

For example, if E is an elliptic curve over F with ordinary reduction (= multiplica­
tive or good ordinary reduction) at each prime above p, then V = VP(E) is naturally 
equipped with the data 12.1.8.1-12.1.8.1 (see 9.6.7.2) and the sequence (12.1.8.3) is 
exact, with 

dimQp H°(GV,VP(E)) = 
1, E has split multiplicative reduction at v 
0, otherwise, 

by Lemma 9.6.3, 9.6.7.3 and 9.6.7.6(h). See [M-T-T] for a more explicit definition 
of Hj(F, V) in this special case. 

12.1.9. Assume that the representation V from 12.1.8.1-12.1.8.2 is potentially 
semistable at all primes above p and that the sequence (12.1.8.3) is exact. For each 
prime v of F , we define 

ev(V,0) = eV(V,0)-
(_^dimLp H°(GV,V-) V I p 
1, v\p 

and we set 

ë(V,Q)--
V 

IV(V,0) = e(V,0) 
v\p 

^_1)dimLp H°(GV1V-) e |±1|_ 

With this notation, the conjecture (CSGN(V)) is equivalent to 

(Csgn(V)) ( - l ) ^ ( W i e(V,0):) (Vj^l,2) ̂  
V 

Sv(V,0). 

If the above discussion applies to the representation V = (A G &mot) from 12.1.6, 
then 0) should be equal to the sign in the functional equation of the p-adic 
L-function s i—• LP(A, s), hence (CSGN(V)) would be just the conjecture (12.1.7.1) 
modulo 2. 
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12.1.10. Assume that each member V = V(A) (A G &(LP)) of the family of Galois 
representations considered in 12.1.6 is equipped with the structure 12.1.8.1-12.1.8.2, 
depending analytically on A. 

It seems very likely that the following principles hold under very general circum­
stances: 

(I) h)(F, V) (mod 2) does not depend on A G ^Tmot. 

(Ha) (W \ poo) ev (V(x\ 0) does not depend on A G Jfmot. 

(IIb) rLboo ?v{Vw,0) does not depend on A G ^mot. 

(Ill) The presence of a non-trivial Euler system for implies the conjectural 

equality (12.1.3.1) (resp, (12.1.7.1)), provided the L.H.S. is equal to 0 or 1. 

Once the principles (I) and (II) are established, then the validity of the conjecture 
(<5sgn(V(A))) (Csgn(V^))) does not depend on A G ̂ mot. In order to prove 

((7sgn(V^A))) for all A G ̂ Tmot, it then remains to find one motivic value A to which 
the principle (III) would apply. 

12.1.11. In [N-P] (resp, in [Ne3]), this strategy was applied to a Hida family of 
classical p-ordinary modular forms (resp, to anticyclotomic Iwasawa theory of an 
elliptic curve with good ordinary reduction at p). In both cases, the principles (I) and 
(a global version of) (II) were established. The results of [N-P] were conditional, as 
the principle (III) applied only half-way. The relevant Euler system arguments were 
available ([Ka2, Nel]); what was missing was the proof that the Euler systems in 
question were non-trivial. In the anticyclotomic situation considered in [Ne3], the 
principle (III) was available, thanks to the proof of Mazur's conjecture on Heegner 
points ([Cor, Va]). 

This chapter offers a simultaneous generalization of [N-P] and [Ne3] to (twists 
of £>-ordinary) Hilbert modular forms of parallel weight. Our main results are stated 
in 12.2.3, 12.2.6 below. In the proof, one applies the principles (I) and (II) in three 
different contexts: 

(a) level raising congruences; 
(b) twisted Hida family; 
(c) dihedral Iwasawa theory. 

In each case, the principle (I) follows from the existence of a suitable symplectic 
form, which is provided by the generalized Cassels-Tate pairing from Chapter 10. 
The principle (Ha) appears to be quite general (cf. Corollary 12.7.14.3 and Proposi­
tion 12.8.1.4 below); by contrast, we prove (lib) in each case by an explicit calculation. 

The principle (III) applies in the context of dihedral Iwasawa theory, namely to 
CM points on Shimura curves. The Euler system argument is provided by a gener­
alization of Kolyvagin's original method ([Ne4, Thm. 3.2]), while the non-triviality 
of the Euler system follows from the proof of the generalized Mazur conjecture 
([Cor-Va, Thm. 4.1]). Finally, a descent argument due to R. Taylor ([Tay4, §6]) 
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allows us to treat two-dimensional self-dual Galois representations over totally real 
number fields that are only potentially modular (of parallel weight) and poten­
tially ordinary. This applies, in particular, to elliptic curves and abelian varieties 
of GL(2)-type with a totally real coefficient field (modulo potential modularity 
results that seem to be well-known to the experts). The final result is stated 
in 12.2.8. 

12.1.12. The ad hoc approach to the cases (lib) and (lie) in the present chapter is 
superseded by the subsequent work [Ne5], in which the principle (II) is established 
in a rather general context, namely for families of Galois representations which are 
pure and satisfy the Panciskin condition at all primes above p. 

12.2. The parity results 

In this section we state our main parity results and describe the main steps of the 
proofs. The proofs themselves will occupy the rest of Chapter 12. 

Let F be a totally real number field. Fix a prime number p and embeddings 

oLA(F)^coTkoL,poLA(F)^coTk 

12.2.1. Let / G 5fc(n, ip) be a (non-zero) cuspidal Hilbert modular form of paralle 
weight (&,.. . , fc), level n C Of and character : AF/F* —• C* (see 12.3 below fo 
a more detailed discussion). We assume that / is a newform, which implies that / i 
an eigenform for all Hecke operators 

T(a)f = \f(a)f (a G OF). 

Let L be a sufficiently large number field (considered as a subfield of Q via ¿00) 
containing all Hecke eigenvalues Xf (a) and the values of <p. We shall be free to replace 
L by a finite extension, if necessary. The embedding tp induces a prime ideal p\p of L. 
There is a continuous two-dimensional representation V(f) of GF,S over LP associated 
to / (where S = {v | pnoc}). It is characterized by the fact that, for each prime v £ S 
of F , the Euler factor 

Lv(f, *) = ( ! - *f(v)(Nv)-s + rtvXNv)"-1-2*)-" 

of the standard L-function of / 

Hf,s) = 
oLA(F 

Lv{f,s) 
a ^ 

A/(a) 
{Na)s 

coincides with 

Lv(V(f),s)=det{l-Fi(v)seom(Nvrs \V(f)J*) . 
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12.2.2. Assume that 2\k and that there exists a character \ : A ^ / F * —» C* sat­
isfying x~2 — (P- Fix such a x and denote by g — f <S> X £ Sk(n(g), 1) the unique 
newform satisfying V(g) = V(f) ® x (above, n(g) denotes the level of g). The Galois 
representation 

V :=V(g)(k/2) = V(f)(k/2)®X 
satisfies A V —» £p(l), hence it is self-dual in the sense of 12.1.8.1. For each prime 
v \ poo of F we have 

Lv(V,s)=Lv(g,s + k/2). 
The L-function L(g,s + k/2) satisfies a functional equation of the form (CFE)- We 
are interested in the following variant of the conjectural equality (12.1.5.2): 

(12.2.2.1) ran(F,#) :=oTds=k/2L(g,s) = hlf(F,V) (mod2). 

If F'/F is a finite solvable Galois extension (not necessarily totally real), then there 
is an automorphic form g' = BCp'/f(#) on GL^A^') satisfying, for each prime w of 
F' above a prime v \ pn(g)oo of F, the equality 

Lw(gf,s) = det l-Fr(w)geom(Nw)-s \V(gY-) \ 

If F' is totally real or if g does not have CM, then the form g' is cuspidal. One can 
generalize (12.2.2.1) to the base change form g'', namely 

(12.2.2.2) ra.n(F',g) := ord, = , / 2 L ( ^ s ) = /4(F',lO (mod2). 

Our first result in this direction is the following Theorem. 

12.2.3. Theorem. — Let g — f 0 x £ £fc(n(<7)> 1), w/iere / is p-ordinary, i.e., (W | p) 
ordp(A/(v)) = 0. Le£ Ff/F be a finite 2-abelian extension. Assume that at least one 
of the following assumptions (l)-(4) holds. 

(1) 2 f [ F : Q ] . 
(2) There exists a character a : A^/F* —>• {±1) si£c/i the level n(q ® zx) of £/ie 

newform g ® p is not a square. 
(3) TTie following conditions (i)-(iii) are satisfied: 

(l) p is prime to kl n{g)dFf/QW2{L(g)), where L(g) is the (totally real) number 
field generated by the Hecke eigenvalues of g and W2(L(g)) denotes the order of 
H°(GL(q),Q/Z(2)). 

(ii) The residual representation p^ : GF —» Aut(T/pT) (where T C V is a 
GF stable OL,p-lattice) is irreducible. 

(hi) If g has no CM, then there exists a basis ofT/pT in which Im(p0) D 
SL2(FP). 

(4) For each character a : Gal(F ' /F) —> {±1} there exists a congruence f 0 a = 
fa (modpM(№a'p)) in the sense of (12.10.3.1), where fa e 5fc(n( /0a)Qa,x~2) is 
a p-ordinary newform, Qa = qa^i • • • qa,ra, c\aj \ pn(f ® a)cond(x) are distinct prime 
ideals satisfying (Vj = 1 , . . . ,ra) Xfa(qaj) = -X~1{^aj)(Nqaj)k/2-1 andM(f®a,p) 
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is a certain constant (more precisely, M(f <g) <^,p) is any value of M satisfying the 

assumptions of Proposition 12.8.4-14 for the form f ® a instead of f). 

Then: for each finite Galois extension F" jF' of odd degree, 

r^(F",g) = h\(F",V) (mod2). 

Proof. — See 12.10. 

12.2.4. Remarks 
(i) It is likely that our methods can be used to prove a similar result for quasi-

ordinary Hilbert modular forms of non-parallel weight. 
(ii) The condition 12.2.3(2) is satisfied if there exists a prime v of F for which 

7r(g)v (the local component of the automorphic representation TX(q) associated to g) 
is a twisted Steinberg representation: in this case there exists \i : A ^ / F * —> {±1} 
such that ordv(n(g (g> /i)) = 1. 

(hi) The condition 12.2.3 (3i) implies that p > 3 (as 1^2(Q) = 24) and that g is 
p-ordinary (as p is prime to n(g)). 

(iv) The condition 12.2.3 (3) rules out only finitely many prime ideals p of L ([Dim, 
Prop. 3.1 (i)]). 

(v) In 12.2.3(4), instead of requiring the existence of congruences f <S> a = 
fa (modpM(/0a'^) separately for each a : Gal(F ' /F) {±1}, it would be sufficient 
to assume that, for each M ^ 1, there is a congruence / = f(M) (niodpM) with an 
appropriate p-ordinary newform /(m) £ Sfc(n(/ ® OL)Q{M)i X-2)- One could then take 
f<* = /(m) ® a, for any M ^ m a x { M ( / ® a,p) | a : G&\(F'/F) -> {±1}}. 

(vi) It is possible that the existence of such congruences / = f(M) (modpM) could 
be established (under suitable additional assumptions) using the techniques of [K-R]. 

(vii) In fact, it would be sufficient to assume the existence of congruences f = 
/(M) (modpM) for a suitable fixed element / ; of the Hida family containing / . 

(viii) In the original version of 12.2.3 it was assumed that F"/F is an abelian 
extension. The current formulation was suggested by a reading of [M-Rl]. 

(ix) In the case when F" — F = Q, \ = 1 and 9 ~ f ^ Sk{N, 1) is p-ordinary, 
Skinner and Urban [S-U] proved that 2 \ r&n(Q,g) => /i}(Q, V) ^ 1. 

(x) Combining Theorem 12.2.3 (and Theorem 12.2.8 below) with Theorem 10.7.17 
(v), we obtain a generalization of [M-R3, Cor. 3.6-3.7]. See Sect. 12.12 for more 
details. 

12.2.5. One can combine Theorem 12.2.3 with base change [Lan] (cf. also [A-C, 
J-PS-S]), obtaining the following result. 

12.2.6. Corollary. — Let g — f' ® x £ Sk{n{g), 1), where f is p-ordinary. Let F\jF be 
a finite solvable extension of totally real number fields and F[/F\ a finite 2-abelian 
extension. Assume that at least one of the following conditions (l)-(S) holds: 

(1) 2\[FX :Q]. 
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(2) There exists a prime v of F such that 7r(g)v is a twisted Steinberg representa­
tion. 

(3) The condition 12.2.3(3) is satisfied and p is unramified in F[/Q. 

Then: for each finite Galois extension of odd degree F"/F[, 

r^{F^g) = h)W,V) (mod2). 

Proof. — This follows from Theorem 12.2.3 applied to the base change form g\ = 
BCFl/F(g). In view of 12.2.4(h), the condition 12.2.6(2) implies that 12.2.3(2) holds 
for g\. If the condition 12.2.6(3) holds, then 12.2.3(3iii) holds for g\ over Fi, since 
Gal(Fi/F) is solvable and SL2(Fp) has no non-trivial solvable quotients (as p > 3, 
by 12.2.3(3i) for g). • 

12.2.7. Furthermore, combining Corollary 12.2.6 with the descent arguments 
of [Tay3, Tay4], we deduce the following theorem. 

12.2.8. Theorem. — Let F and L be totally real number fields, FQ/F an abelian 2-
extension and A an abelian variety over F satisfying OL C Endp(A) and dim(A) = 
[L : Q]; assume that A is potentially modular in the sense of 12.11.3(1) below^. 
Fix an embedding i : L ^ R. Let p be a prime number such that A has potentially 
ordinary (= potentially good ordinary or potentially totally multiplicative) reduction 
at each prime of F above p; let p a prime of L above p. Assume that at least one of 
the following conditions holds: 

(1) A is modular over F in the sense of 12.11.3 (1) (ii) (with F' = F) and 2 \ 
[ F : Q ] . 

(2) A does not have potentially good reduction everywhere. 
(3) A has potentially good reduction everywhere, A has good ordinary reduction at 

each prime of F above p, the prime number p is unramified in FQ/Q and does not 
divide w2(L) (=> p > 3). If A does not have CM, assume, in addition, that there 
exists a basis of A[p) in which Im(GV —» Aut(v4[p])) D SL2(FP). 

Then: for each finite Galois extension of odd degree F\/FQ, 

rkoLA(Fi) + corkOLjpm(A/Fi)[p~] = o r d s = i L ( ^ / F i , s ) (mod2). 

Proof. — See 12.11. 

12.2.9. If A does not have CM, then Im(GF Aut(A[p])) contains SL2(FP) for all 
but finitely many p ([Dim, Prop. 3.8] + potential modularity; see also [Ri, §5]). 

Potential modularity of A seems to be well-known to the experts [Tay5]; a proof is expected to 
be written down in a forthcoming thesis of a student of R. Taylor. 
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12.2.10. Corollary. — Let F be a totally real number field, F0/F an abelian 2-
extension, E an elliptic curve over F which is potentially modular in the sense 
of 12.11.3(1) below^ and p a prime number such that E has potentially ordinary 
(= potentially good ordinary or potentially multiplicative) reduction at each prime of 
F above p. Assume that at least one of the following conditions holds: 

(1) E is modular over F and 2 \ [F : Q]. 
(2) j(E) £ OF. 

(3) j(E) G OF, E has good ordinary reduction at each prime of F above p, the 
prime number p is unramified in FQ/Q and p > 3. If E does not have CM, assume, 
in addition, that Im(GrF —> Aut(E[p})) D SL^F^). 

Then: for each finite Galois extension of odd degree FI/FQ, 

ikzE(F1) + c o r k z . L n ^ / F x ) ^ 0 0 ] = ords=1 L(E/Fus) (mod2). 

12.2.11. Example (cf. [M-R3, §5.3]). — Let a(x) G Q[X] be an irreducible polynomial 
of degree deg(a) = 4 with non-real roots a, a, (3,(3; denote by b(x) G Q[X] its cubic 
resolvent with (real) roots 71 = aa + (3(3, 72 = a(3 -f a(3, 73 = a(3 + a(3. Assume that 
the splitting field K = Q(a,a, (3, (3) of a(X) has maximal degree [K : Q] = 24, in 
other words that Gal(K/Q) = S4. 

Let Q C k C K be an intermediate field such that 3 | [k : Q] and k is not equal to 
the fixed field of a transposition in S4. This implies that exactly one of the following 
two cases occurs: 

(0) k is an abelian extension of degree 2 or 4 of the splitting field KQ = Q(71, 72, 73) 
of b(X) (which is a totally real ^-extension of Q); 

U) U — 15 2, 3) k is an extension of degree 1 or 2 of at least one of the (totally 
real, non-normal) cubic fields Kj = Q(7j). 

Let E be an elliptic curve over Q with potentially ordinary reduction at a prime 
p. Our results imply that the congruence 

rk zL;(/c)+corkz pin(L;/A:)[p 0 0] = o r d s = i L(E/k, s) (mod2) 

holds in the following situations: 

(a) j(E) $ Z [by 12.2.10(1), for F = Kj (j = 0,1, 2,3), Fx = F0 = k}. 
(b) j(E) G Z, [k : Kj] ^ 2 for some j = 1,2,3 [by 12.2.3(1) and 12.11.5 (iv) 

(or by 12.2.10(2)) applied to F = Kj, F" = F' = k and the cubic base change 
g — BCF/q{9E) (see [J-PS-S] for the non-Galois cubic base change) of the classical 
modular form gE G 52 (iV^, 1) associated to E}. 

^2^See the previous footnote. 
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(c) j(E) G Z, [k : KQ] = 2 or 4, p > 3 is unramified in fc/Q, F has good ordinary 
reduction at p, F[p] is an irreducible Fp[Gq]-module; if E has no C M , then Im(CQ —» 
Aut(F[p])) = Aut(F[p]) [by 12.2.6(3) for F1 = K0l F{' = F{ = k, g = gE}-

12.2.12. A general outline of the proof of Theorem 12.2.3 was given in 12.1.11. We 
now describe the main steps in more detail. 

12.2.12.1. Reduction to the case F" = Ff = F for twisted forms g ® a 
(a : Gal(F ' /F) -> {±1}). — There is a tower of fields F = F0 C F1 = F' C • • • C 
Fn = F" such that each Galois group Gi = Gal(Fi+i/F^) is abelian (and of odd order 
for i > 0). For each i — 0 , . . . , n — 1, we have 

?"an № + ! , # ) = 
a 

ran(Fz,g <g> a), h)(Fl+uV)--
a 

\h){FuV^a), 

where a runs through all characters of Gi. If or ^ 1, then the contributions of a and 
a-1 to both terms are the same; this implies that, for each z = 1 , . . . , n — 1, 

ran(F,+1,#) = ran(Fz,#) (mod2), h}(Fi+i,y) = h}(Fi,y) (mod2), 

which reduces to the case F" = F' = Fi, and 

r a n ^ , ^ ) ^ 
a:G0^{±l} 

ran(F,g®a) (mod2), 

tif(F\V) = 
a:G0^{±l} 

h)(F,V ®a) (mod 2), 

which further reduces to the case F" — F' = F for the twisted forms g ® a (a : 
Gal(FVF) -+ {±1}). 

12.2.12.2. Reduction to the assumptions 12 .2 .3 ( l ) - (2 ) . — One establishes 
the principles 

(I) / 4 ( F , y ® a ) E E / 4 ( F , V i ) (mod2) ( ^ l = n / a ) ( * / 2 ) ® X ) 
(II) ^ 0 a , O ) = e(Vi,0) 

for the "level raising congruences" f®a = /a (modpM), whose existence is guaranteed 
by the condition 12.2.3(4) (resp., to analogous congruences (modp), whose existence 
is deduced from the condition 12.2.3(3)). 

The key point in the proof of (II) is the fact that, for each prime v {poo, the local 
£o,^-constants preserve congruences modulo pM ([De2, Thm. 6.5] for M = 1; [Ya, 
Thm. 5.1] for M > 1). 

12.2.12.3. Reduction to the case 2 { [F : Q] or (3P | p) (3q ± P) 2 { ordq(n(#)) 
This follows from an argument analogous to that from 12.2.12.1 for a suitable 

quadratic (resp., cyclic cubic) extension of F . 
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12.2.12.4. Further reduction to the case k = 2. — One embeds (the p-
stabilization of) / to a Hida family; such a family contains a form ff of weight 
( 2 , . . . , 2). We show that the principles (I) and (II) hold in this context: 

h){F,V) = h1f(F,V/) (mod2), e(V,0) = e(V',0), 

where g' = f'®x'e S2(n(^), 1) and V = V(g')(l). 

12.2.12 .5. Switch to a Shimura curve. — Thanks to the previous reduction 
steps, one can assume that g G S2(n(#), 1) *s associated by the Jacquet-Langlands 
correspondence to an automorphic form gs (with trivial central character) on B\, 
where B is the quaternion algebra over F ramified at all but one archimedean primes 
(and at the prime q from 12.2.12.3 if 2 | [F : Q]). This implies that there exists a 
Shimura curve X over F and a surjection VP(J(X)) ®qP LP —» V. 

12.2.12.6. Dihedral Iwasawa theory. — By construction, there exists a prime 
P | p of F at which B does not ramify. We fix such a prime and a suitable totally 
imaginary quadratic extension K/F which embeds into B. For example, we can take 
any K in which all primes dividing n(g)P split (resp., in which q is inert and all 
remaining primes dividing n(g)P split) if 2 { [F : Q] (resp., if 2 | [F : Q]). 

One considers the tower of ring class fields 

K C K[l] C K[P] C • • • C K[P°°] 

71=1 

oo 
K\Pn]: 

the Galois group G = Qal(K[P°°]/K) is abelian, its torsion subgroup is finite and the 
quotient group G/Gt0rs is isomorphic to Z£p, where rp — [Fp : Qp]. The extension 
K[P°°}/F is dihedral: any lift r of the non-trivial element of Gal(K/F) satisfies 
rgr~l = g-1 , for all g G G. 

Set = K[P°°}G^; then T = G^K^/K) ^ Zr/. If /3 : T —» LP(/3)* is a 

character of finite order (where LP(/3) is a finite extension of Lp), put Kp = K^r^ 

and 

h}(K, V®(3):= dimLp(/3) H}(K, V ® /3) = dimLp(/3) (H}(K0, V) (g) p)Gai^/K) . 

For K chosen as above we have principle (II) 

oLA(F)^coTk ran(K,g(g)fJ) = (mod 2), 

where 

oLA(F)^coTkoL,p ords=iL(^ x e(f5),s) 

denotes the order of vanishing of the Rankin-Selberg L-function associated to g and 
to the theta series of (5. We also have a version of the principle (I), namely 

h) (K, V) = h) (K, V ®P) (mod 2). 
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12.2.12.7. CM points. — The Shimura curve X contains a large supply of CM 
points defined over the ring class fields i^[Pn]; they give rise to cohomology classes in 
Hj(K[P% V). A fundamental result of Cornut-Vatsal [Cor-Va, Thm. 4.1] ("general­
ized Mazur's conjecture") states that, for n » 0, there exists a CM point defined over 
K[Pn) such that the corestriction from K[Pn) to K[Pn] HK^ of the corresponding co­
homology class yields a non-zero element of (Hj(Kp, V) 0 p)Gal(K0/K), for a suitable 
character of finite order ¡3 : V —» L*. An Euler system argument ([Ne4, Thm. 3.2]) 
then shows that 

h)(K,V®ß) = l. 

Combined with 12.2.12.6, this implies that 

ran(K,g) = h)(K,V) (mod2). 

12.2.12.8. Descent to F (varying K). — Denoting by n the quadratic character 
associated to K/F, the result established in 12.2.12.7 can be written as 

r*n(F,g) + ran(F,# 0 rj) = h)(F, V) + h\{F, V 0 rj) (mod 2). 

In order to eliminate one of the contributions on each side, we vary K as in [Ne3]; 
applying the non-vanishing results of [Wa2] and [F-H], the generalized Gross-Zagier 
formula [Zhl, Zh2] and an Euler system argument [Ne4], we obtain in the end the 
desired congruence 

ran(F,g) =h}(F,V) (mod2). 

12.2.13. The contents of this chapter is the following: in 12.3 (resp, 12.4) we recall 
basic properties of Hilbert modular forms of parallel weight and the corresponding au-
tomorphic representations (resp. of the corresponding Galois representations). In 12.5 
we investigate p-ordinary forms and their twists. In 12.6, 12.7 and 12.8 we establish, 
respectively, the principles (I) and (II) in the context of dihedral Iwasawa theory, 
Hida families and level raising congruences. In 12.9 we prove a parity result over ring 
class fields, from which we deduce in 12.10 Theorem 12.2.3. In 12.11, we prove The­
orem 12.2.8, by combining 12.2.3 with potential modularity results and R. Taylor's 
descent arguments [Tay4]. The results on the Euler system of Heegner points used 
in the steps 12.2.12.7-12.2.12.8 are proved in [Ne4]. 

12.3. Hilbert modular forms 

Let F be a totally real number field with ring of integers OF- We shall consider 
only Hilbert modular forms over F of parallel weight (k, fc,..., k) ("of weight fc"), 
where k ^ 1. There are several competing normalizations and conventions concerning 
such forms; we shall use the language of representation theory, but for the reader's 
convenience we briefly recall the dictionary between the classical and representation-
theoretical approaches. 
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The reciprocity isomorphism of class field theory will be normalized by letting 
uniformizers correspond to geometric Frobenius elements. We shall use it to identify, 
for any pro-finite abelian group A , a continuous homomorphism a : A ^ / F * —> A 
(resp., F* —> A) with a continuous homomorphism GF —> A (resp., GV —> A). This 
applies, in particular, to finite abelian groups A , such as A — /xn(C) C C. 

12.3.1. For a non-zero ideal n C OF let 

tfo(n) 
a 0s 
c dy 

G GL2(ÔF) I c = 0 (modn) 

woo 

U0(n)v 

tfi(n) = 
a 6 
M %MM 

G GL2(ÔF) I c, d - 1 = 0 (modn) 

vfoo 

t/i(n)v 

be the standard open compact subgroups of GL2(F) (where (9F = (9F (g) Z = 
n.too n = n 0 Z, F = OF <8> Q = A^) . Write an element of = Y[v^ SO(2) 
as /coo = (r(6>v))v]oo, where 

r(0) = ( cos 0 - sin #N 

vsin 0 cos 0 

and put p(koo) = riv|oo exP(^^)- Let ^ ^ GL2 be the subgroup of scalar matrices 
and define 

sgn(z00) = sgn '2/00 0 
, 0 y 00, 

v\oo 

sgn(^) , (zoo G Z(F <g> R) 

-u|oo 

A/(a)(^Va)-s 

A Hilbert modular form of weight k > 1 and level Ui(n) is a continuous function 
/ : GL2(AF) —> C satisfying the functional equation 

f^yzoogukoo) p{kOQ) ksgn(z00)kf(g), 

7 G GL2(F), Zoo e Z ( F ® R),nG f/i(n), /Coo G ^ 

such that, for fixed g 00 G GL2(F), the function 

(12.3.1.1) \yoo\-k/2f MP 
0 

IK 

1 y 
KUJ 

is holomorphic in the variables + ¿2/00 = + ^ ) v | o o (I2/00I = Y[v\oc \Vv\) and 
is bounded as \yv\ —» 00 (see [Oh2, Prop. 5.1.2]). Such functions form a finite-
dimensional complex vector space Mfc(n). The subspace of cusp forms Sfc(n) C 
Mjt(n) consists of those functions for which the expression (12.3.1.1) tends to zero as 
\Vv\ —» +00 for all u|oo. 
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12.3.2. The operators 

(S(b)f)(g) = fl (b 0 

KO b 
%PM (Ò € A*F, f G Mfc(n)) 

define a representation of the ray class group 

/nco = F * \ A * / ( F ® R ) ì ( l + H ) 

modulo noe (where oc is a shorthand for the sum of all archimedean primes of F) 
on Mk(n) (resp., Sfc(n)). Under this action, the spaces Mk(n) D Sk(n) decompose 
into direct sums 

Mfc(n) 

MO 

A/(a)(^Va)-s Sfc(n) = 

LK 

)Sfc(n,<p), 

where 99 runs through all characters (/? : Jnoo —> C* satisfying the parity condition 

A/(a)(^Va)-sA/(a)(^Va)-s (Vu 100) 

and 

X,(n, </?) = {/ G X,(n) I (V6 G AÎ0 5(6)/ = y>(6)/} (X = M, 5) 

In concrete terms, elements of M/C(n, p) satisfy the functional equation 

fijgzukoo) = ip(z)p°°(u)p(kOG) *f(g), 

7 G GL2(F), z G Z(AF), u G f/0(n), /Coo G 

where we have denoted 

p°° : t/0(n)M(n) C*, A/(a)( 
^Va E/i(n) 

i>|n 

(pv(dv) 

and 

p:Z{AF)—^C\ z 0^ 
) (Vj^l,2 

> (^(z). 

Let h be the narrow class number of F. The recipe from [Sh, §2] , [Oh2, Prop. 5.1.2] 
identifies each / G M/C(n, cp) with an /z-tuple of holomorphic functions ( / 1 , . . . , fh) : 
H[F:Q] -> on the self-product of the upper half-plane H = {z G C | Im(z) > 0 } , 
which satisfy the classical weight k transformation formulas with respect to suitable 
congruence subgroups of GL2(F). 

12.3.3. For each non-archimedean prime v of F we denote by dgv the (bi-invariant) 

Haar measure on GL2(FV) normalized by JGL2^0 ^dgv = 1 and by dg = Yly^dgy 

the product Haar measure on GL2(F). The Hecke algebra 7Y([/i(n)\GL2(i?)/LT1(ri)) 

of Ui(n)-biinvariant compactly supported functions a : GL2(F) —> C with the convo­

lution product 

(a*3)(h) = 
Jgl2(f) 

a(g)ß(g lh)dg 
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acts on Mfc(n) (and on its subspaces M/C(n, 5fc(n, by the formula 

(a-/)(ft) = 
'GL2 (F) 

^ a(g)f(hg)dg. 

For each square-free ideal a C O F , the classical Hecke operator Tn(a) : Mfc(n) —> 
Mfc(n) corresponds to the action of 

fJVal*/2"1 • 
A 

do 
- l 

• the characteristic function of A = cMn) 
/ a 0s 

U 1 
tfi(n), 

where a G F* is any finite idele satisfying div(a) = a (i.e., ordv(av) — ordv(a) for 
all v \ oo). 

If n'|n, then M/C(n/) C Mfc(n). The operators Tn(a), Tn/(a) do not always agree 
on Mfc(n'); they do if every prime ideal dividing (a, n) also divides n'. If there is no 
danger of confusion we shall write T(a) instead of Tn(a). 

As in the classical case F = Q, the Hecke operators T(a) for (a, n) = (1) acting on 
Mfc(n) satisfy the formal identity 

(a,n) = (l) 
T(a)(7Va)-s 

oLA(F)^ 

{1 -T(v)(Nv)-s + S(v)(Nv)k-1-2s) \ 

12.3.4. Newforms [Miy]. — Assume that / <£ 5fc(n, </?) is a (non-zero) cuspidal 
eigenform for all operators T(o) with (a, n) = (1): 

T(a)f = Xf(a)f, ((o,n) = (l), A.f(a)GC). 

If n'|n and / ' e Sk(n', ip) - {0}, we shall write / ' - / iff 

T(a)/ ' = Xf{a)f ((o,n) = (!)). 

If v|rv is a prime ideal, we say that / is v-new if there is no / ' G Sk(n/v,(p) — {0} 
satisfying / ' ~ / . If this is the case, then / is also an eigenform for T(v) = Tn(v): 

T(v)f = Xf(v)f, (Xf(v) e C). 

We say that / is a newform of level n if / is v-new at all prime ideals v\n. If this 
is the case, then / is an eigenform for all Hecke operators T(a) = Tn(a) 

T(a)f = \f(a)f (aCOF) 

and the L-function of / 

TkoL,pLMP 
a 

A/(a)(^Va)-s 

(absolutely convergent for sufficiently large Re(s) > > 0) is equal to the Euler product 

L(f,s): 

v\n 

(l-Xf(v)(Nv)-y -1 

oLA( 

(1 - Xf(v)(Nv)-s + ip(v)(Nv)k-1-2s) . 

In general, there exists a smallest ideal ti'|n (with respect to divisibility) and f G 
Sk(nf, (p) — {0} such that f ~ / . The form / ' is unique up to a scalar multiple and 
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is a newform of level n(/) := n7. We say that f is the newform associated to / . 
We also put 

L(f,s) :=L(f',s). 

If / is a newform of level n and \ : AJ^/F* —» C* a character of finite order of 
conductor cond(x), then there is a unique newform g (up to a scalar multiple) of level 
dividing cond(x)2n such that 

K(v) = X{v)\f(v) (W J cond(x)n) 

We shall write g = f (g) X-

12.3.5. We shall use the language of representation theory, which we briefly recall. 
Assume that / G 5fc(n, p) (k ^ 1) is a non-zero cuspidal eigenform for all Hecke 
operators T(a) with (a, n) = (1). The right regular action of Lie(GL2(F ® R)) x 
GL2(F) on / then generates an irreducible automorphic representation TT — 7r(/) = 
0y7Tv of GL2(Ai?). This representation has central character (p, i.e., 

TT 
a 0 
0 a 

A/(a)(^V (Va G AF). 

The isomorphism class of 7r(/) depends only on the newform f associated to / . The 
representation associated to g — f (g) x is equal to 

0 X) = *"(/) 0 x := TT(/) • (X o det) 

(and has central character px2). The dual representation to TT = 7r(/) is isomorphic 
to 

TT TT 0 p 1 

(and has central character p x). 

12.3.6. For each non-archimedean prime v of F , the local representation TTV = TT(J)v 
of GL2(FV) is one of the following types: 

12.3.6.1. (Irreducible) principal series representation 7r(/i, / / ) , in which GL2(FV) acts 
by right translations on the space B(\i, ji') of locally constant functions / : GL2(FV) —» 
C satisfying 

/ 1 
a b 
0 a' 

9 ß(a)ß'(a')\a/a'\l^f(g)MOL. 

Above, ii, ¡1' : F* —• C* are characters, | • | = | • |v : F^ —> R^ is the normalized 
valuation (Itu^ = (A^)-1 for any uniformizer wv G Ov), n/fi' 7̂  | • |±1. The 
representation 7r(/x,//) is isomorphic to 7r(/i7,/i); its central character is equal to //// 
and the dual representation is isomorphic to TT(h~1 , (//)-1). If v : F* —• C* is another 
character, then 7r(/i, n') ® v ^ 7T(/JLV, y!v). 
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12.3.6.2. Twisted Steinberg representation (= special representation) 

St(Ax) = St <g> a/ e -11/2, m| -1"1/2; 

(where ¡1 : F* —> C* is a character). The central character of St(/i) is equal to /i2; 
the dual representation is isomorphic to St(/i_1). If v : Fv* —> C* is a character, then 
St(/i) St(/iz/). 

12.3.6.3. Supercuspidal representations 

12.3.6.4- For each archimedean prime v|oo, 7rv is the Harish-Chandra module associ­

ated to the discrete series representation of weight k (resp., to the limit discrete series 

representation) if k > 2 (resp., if k = 1). 

12.3.7. The local L-factors as defined by Jacquet and Langlands ([J-L, Prop. 3.5, 
Prop. 3.6]) are given by the formulas 

LV(TTV,S) = 

A/(a)(^Va)-s v\oo 

Lv(ti,s)Lv(ii' ,s), 7VV = 7 T ( / 1 , ) 

A/(a)(^Va)-s 7TV = St(/i) 

1, 7TV supercuspidal, 

where r c ( s ) = 2(27r) sr(s) and, for each character n : F* ^ C* (y\oo). 

A/(a)(^Va)-s (l-u(v)(Nv)-*)-\ ¡1 unramified 

1, \i ramified. 

12.3.8. For each non-archimedean prime v \ 00 of F , the local Hecke algebra 7iv of 
locally constant functions a : GL^Ft,) —>• C with compact support (with respect to 
the convolution product defined by the measure dgv) acts on the representation space 
of 7TV by the operator 

'gl2(fv) 
a(gv)Kv(gv)dgv. 

For each m ^ 1, the action of the primitive Hecke operator T(vrn)pr[m (T(v)pr[m = 
T(v)) corresponds to the action of 

(Nvm)k/2-1 
' A 

dgt 
-1 

the characteristic function of A = Uv \ 0 I, 
uv, 

where zuv is any prime element of Ov and U = Ui(n). 
If v \ n, then irv = 7r(/x, fi') for unramified characters fi,fi' : F* —> C* ("unramified 

principal series"). The characteristic functions of the double cosets 

¨%PM wv 0 
0 1 

uv, uv Wv 0 N 
0 ujV; 

uv 
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(note that Uv = Gh2(Ov) in this case) act on the one-dimensional space ir^v of 
spherical vectors by the scalars (NvY^di^v) + ti'(v)) and (////) (v), respectively. In 
other words, the "Hecke polynomial" 

1 - Uv wv CP 
0 1, 

uv x + uv Wv 0 
0 Z&v 

uv (Nv)X2 

acts on 7T "̂ as 

Hv(nv,X) = (1 - (NvY'zß{v)X){l - (NvY^ß'(v)X). 

The classical local L-factor of / 

Lv(f,s) = (1 - Xf(v)(Nv)-s A/(a)(^Va)-sA/(a)(^ 

is related to the local Hecke L-factor 

Lf(7r„,s) = Hv(7Tv,(Nv)~sy1 

and to the local Jacquet-Langlands L-factor 

LJttv,s) = [(1 - ß(v)(Nvrs) (l-p'ivXNv)-)]-1 

by 

(12.3.8.1) L„ ( / , s ) = L f nv,s - x2) (Vj^l,2) ̂  
MOK 7TV,S -

k - 1 
2 

in other words, 
Xf{v) = (Nv^-^Mv) + ß'{v)). 

If v\n and / is v-new, then it is still true that 

(12.3.8.2) Lv(f,s) := (l-Xf(v)(Nv)-s) 1 =LV 7TV, S -
k - 1 

2 
In particular, if nv = St(/x), then 

(12.3.8.3) A/(a)(^Va)- '^(vXiVv)*/2-1, // unramified 
%OOL /i ramified. 

12.3.9. For each prime ideal v\n: the exponent of v in n(/) is determined purely by 
the local representation irv = 7r(/)„, namely ordv(n(/)) = o(7rv), where o(7rv) ([Cas]) 
denotes the minimal integer n ^ or dv(cond ((/?)) for which there exists a non-zero 
vector in the representation space of TTV on which Uo(vn)v acts by the character 

a b 
c d ipv(d) 

(equivalently, for which nv admits a non-zero vector invariant under the action of 
Ui(vn)v). If we denote, for any character /i : Fv* —> C*, the exponent of the conductor 
Of Li by 

o(/x) := min{n ^ 0 | /i((l + < 0 . ) * ) = {1}}, 
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then we have ([Cas, proof of Thm. 1]) 

(12.3.9.1) O(TTV) = 

(o(/l) +0( / / )> 7TV = 7r(/i,//) 

1, 7TV = St(/i), /i unramified 

2o(/i), 7TV = St(/i), /i ramified 

^ 2 , 7rv supercuspidal. 

In particular, if pv is unramified, then 

(12.3.9.2) O(TTV) = 1 7TV St(/i), /i unramified 

and 

(12.3.9.3) 2\o(irv), O(TTV) > 1 7TV supercuspidal. 

12.3.10. Lemma. — Let f G Sfc(n, </?) (k ^ 1) be a non-zero eigenform for all T(a) 
(a, n) = (1); Ze£ TT(/) 6e £Ae corresponding automorphic representation. 

(i) For a non-archimedean prime v \ oo o/ £/ie following conditions are equiva­
lent: 

n(f)v = St(/i) /i unramified 4=> ordv(n(/)) = 1 andpv is unramified. 

If they are satisfied, then 

\f{vf = V(v){Nv)k-\ 

(ii) If v\n and f is v-new, then the following conditions are equivalent: 

Xf(v) ± 0 ir(f)v 
St(/i), /i unramified 

7r(/x,//), /i unramified. 

If Xf(v) 7̂  0; t/ien £/ie cases are distinguished as follows: 

^{f)v = St(/x), /i unramified < ordv(n) = 1, ord^(cond(cp)) = 0 

^(f)v = 7r(/i,//'), /i unramified ordv(n) = ordv(cond((^)) (=UNVBG 

Proof 

(i) The two conditions are equivalent, by (12.3.9.2). If they are satisfied, then 

Xf(v)2 = pi{v)2(Nv)k-2 = p(v)(Nv)k-2, 

by (12.3.8.3). 

The statement (ii) follows from (i) combined with (12.3.8.2) and (12.3.9.1). 

12.3.11. The statement of Lemma 12.3.10(h) should be compared to the fact that, 
for v\n(f), 

ordv(n(/)) = ordv(cond (p)) — 0, 7r(f)v = 7r(/x,//), /i, \± unramified. 
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12.3.12. Assume that / G ^ ( n , <p) is a (non-zero) newform of level n; let TT = n(f) 
be the corresponding automorphic representation. The complete L-functions 

L(TT,S) 

v 

LV(TTVI s), L(f,s) = 
v\oo 

MPKUJ 

v-\oo 

'Lv(f,s) 

are related by 

L(f,s)=L TT, S 
k-V 

2 

(see (12.3.8.1) (12.3.8.2)) and satisfy the functional equation 

L(7T, s) = £(7T, S)L(7T, 1 — s) = £(7T, S)L(TT 0 , 1 — s), 

where 
A/(a)(^Va)-s 

v 
5v(nVlS,ipv) 

is the product of the local e-factors defined in [J-L] (above, x/j = (ipv) is a non-trivial 
(unitary) additive character I/J : Ap/F —> C*). Each local ^-factor is of the form a -6s, 
where a G C* and 6 > 0. Their basic properties are summarized below: 

12.3.13. Lemma 

(i) Iftb'Jx) = ibv(ax) (a G F*), then 

£V(TTV,S^'v) = (pv(a)\a\ls 1ev(irVì s,ipv). 

(ii) For each character /i : Fv* -> C*, ev(7Tv 0 /x, s,^)£v(7rv 0 ¡1 \ l - = 

A/(a)(^Va)-s 
(in) /fi? { n anc? K e r ( ^ ) = ÖV7 then £V(TTVi \^v) — 1-

(iv) = 1, then ev\7rv, := ev(7rv, ^ijjv) does not depend on ipv and is equal 
to £V(TTV1 = ± 1 . 

(v) IfiTy = 7r(/i,/i 1), then £V(TTV, \) = fi(-l). 

(vi) If TTv = St(/i), ¡1—1, then 

A/(a)(^Va)-sA/(a)(^Va)-s 
- 1 , u=l 

11, / i ^ l . 

(vii) If v\oo and 2\k, then £V(TTV, | ) = (—l)^/2. 

Proof 

(i), (ii) [J-L, remarks after Thm. 2.18] (the formula (ii) follows from the compari­
son of the local functional equations of LV(TTV 0 /i, s) and LV(TTV 0 5)). 

(iii) As 7rv = 71(11,11') with unramified characters we have £v(7rv, 5, = 
ev(ii,s,il)v)ev(ii' iS^y) = 1. 

(iv) Independence on follows from (i), the equality ev(nVl\) = 1 from (ii) 
(with /1 = 1). 
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(v) In this case 

ev(7r(/i,/x ), 2) = £v(v>, 2 ' ^ ) £v{^ ' 2'^>) = M"1)» 

where the latter equality follows from the comparison of the local functional equations 
for LV(jjl, s) and LV(/jj~1 ,1 — 5). 

(vi) By definition, 

^(St(/i),s,^) = ev(ii,s + \ ,il)v) £v(ß,s - \^v) 

A/(a)(^Va)-s 

A/(a)(^Va)-s 

1, 

¡1 unramified 

jjl ramified. 

If we let s —» ^, then the product of the two ^-factors tends to 1) (cf. the proof 
of (v)), while the remaining term tends to —1 (resp., 1) if ¡1 = 1 (resp., if ¡1 7̂  1). 

(vii) This is well-known; one can use, for example, the corresponding formulas for 
the representations of the Weil group of R. • 

12.3.14. We shall be particularly interested in the case when / G Sfc(n, 1) is a 
newform of level n with trivial character ( = > 2 | k). In this case 

ran(F, f) := ords=/c/2L(/, s) = ords=1/2L(7r(/), s) 

and 
( _ i r a „ ( F , / ) = E(7R(/)) 

MOKU 

A/(a)(^Va)-s 

(as Tc(k/2) =fi 0, 00) with each local ^-factor equal to €v[7r(f)Vl ^) = ±1 . 

12.4. Galois representations associated to Hilbert modular forms 

From now on, fix a prime number p and embeddings ¿00 : Q ^ C, ip : Q ^ Qp. 

12.4.1. Assume that / G 5fc(n, (/?) (k ^ 1) is a non-zero cuspidal eigenform for all 
Hecke operators T(a) with (a, n) = (1). According to [Sh, Prop. 1.3], there exists 
a number field L C Q such that Loo{0 l) contains the values of ip and all Hecke 
eigenvalues A/(a) ((a, n) = (1)); fix such a field L. The embedding ip induces a prime 
ideal p I p of L. 

12.4.2. There exists a continuous two-dimensional representation V(f) = Vp(f) of 
Gp — Gal(F/F) over Lp which is unramified outside np and satisfies 

det(l - Fr(i;) X \ V(f)) = 1 - Xf(v)X + p{v)(Nv)k~lX2 

for all prime ideals v \ np of OF (here Fr(v) — Fr(^)ge0m denotes the geometric 
Frobenius element at v). The representation V(f) is absolutely irreducible, by [Tay2, 
Prop. 3.1] (and the fact that each complex conjugation acts on V(f) by a matrix with 
distinct eigenvalues ±1 G Lp). This implies, by the Cebotarev density theorem, that 
V(f) is unique up to isomorphism, depends only on the newform associated to / , 
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and V(f (g) x) — V{f) ® X f° r every character of finite order x '- A ^ / F * —> C*. The 
determinant of V(f) is equal to 

det(V(f)) = A2V(f) ^ Lp(l -k)®<p, 

hence the dual ofV(f) is isomorphic to 

) (Vj^l,2) ^) (Vj^l,2) ^) (Vj^l,2) ^) (Vj^l 

12.4.3. For each prime ideal v \ p, the restriction V(f)v of V(f) to the decomposition 
group Gv = Gsl(Fv/Fv) is related to 7r(f)v by the local Langlands correspondence as 
follows: for each character x Fy —> C* of finite order and each non-trivial additive 
character ipv : Fv —> C*, 

(12.4.3.1) LvW)v ® X, s) = Lv (V(f)v 0 x, s + ±±) 

^v(^{f)v) (Vj^l,2) ^= £v{V(f)v ®X,$v, (1X^,8+ ^ y 1 ) , 

where 

Lv(V(f)v®X,s) = det(l-(Nv)-sFr(v) \ (V(f)v ® 

and the local ^-factor on the R.H.S. is the one defined in [De2, §8.12] (above, dx^v is 
the self-dual Haar measure on Fv with respect to ipv). Moreover, the conductors also 
agree: 

(12.4.3.2) o(ir(f)v) = ord„(the Artin conductor of V(f)). 

These results are due, under varying degrees of generality, to Eichler, Shimura, 
Deligne (F = Q), Langlands, Carayol, Ohta, Rogawski-Tunnell, Wiles, R. Taylor, 
Blasius-Rogawski. We shall be particularly interested in the ordinary case, treated 
in [Wi]. 

12.4.4. In concrete terms, (12.4.3.1) implies the following (again, for a prime ideal 
v\p): 

12.4-4-1- If 7 r ( / ) v — ^(MJAOJ then Iv acts on V(f)v through a finite quotient and 
the semi-simplification of V(f)v is isomorphic to 

V(f)s

v

s ^Lp®n\- | ( 1 - * ) / 2 0 Lp ® //| - p " ^ / 2 

(thus Iv acts on V(f)v by /i|e>* 0 v'\o*)-

12.4-4-2- If Tt(f)v = St(/i), then the representation V(f)v is reducible and Iv acts on 
V(f)v through an infinite quotient. There is an exact sequence of Lp[Gv]-modules 

0 Lp ® »\ • \l~k'2 —> — L p ® M | • | " f c / 2 0, 

whose extension class in 

/ 4 n t ( G „ , H o m ( L p ® u| • | " f c / 2 , L p ® M | • | 1 _ f e / 2 ) ) = ^ ( C . L p t l ) ) = F ;®L P ^ L p 
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is non-zero. In particular, if \i is unramified, then Iv acts on V(f)v through its 
tame quotient I* = Iv/I™, and any topological generator of Ilv acts on V(f)v by an 
endomorphism A satisfying (A — l)2 = 0 ^ 4̂ — 1. 

12.4-4-3- If ^(f)v is supercuspidal, then Iv acts on V(f)v irreducibly, through a finite 
quotient. More precisely, 

- either V(f)v is monomial, i.e., V(f)v ^ I nd^ ( / i ) , where Ew/Fv is a ramified 
quadratic extension and ¡1 : —> L* does not factor through NEw/Fv : E^ —> F* 
(hence \i is ramified), 

- or V(f)v is exceptional ( = > v | 2), in which case there exists a Galois extension 
of Fv with Galois group isomorphic to A3 or 63, over which V(f)v becomes monomial 
([W]). 

12.4-4-4- Let k be even. It follows from [Wal, Lemma 1.2.3] that, for each prime 
v {pnoo, the local representation 7r(f)v is defined over L, in the sense of [Wal, §1.1]. 
According to [Wal, Cor. 1.8.3], the global representation 7r(/) is also defined over L, 
and so are the local representation 7r(f)v for all v \ 00. 

As k is even, the correspondence between V(f)v and 7r(f)v normalized as 
in (12.4.3.1) commutes with the action of automorphisms of Q, which implies that 

(Vu tpoo) (Vff e W(FV/FV)) det(l - gX \ V(f)v) G L[X}. 

12.4.5. Lemma. — Assume that f G 5fc(n, (p) (k ^ 1) is a newform of level n. Then, 
for each prime ideal v \ p of OF, 

(i) Iv acts trivially on V(f) ir(f)v is i n the unramified principal series 

) (Vj^l,2) ^ 

dimip(U(/)J") = l MOJU = St(/i), /i unramified ord^(n) = 1. 

Proof 

(i) This is a consequence of (12.4.3.1). 

The second equivalence in (ii) is just (12.3.9.2), while the first implication ' ^ = ' follows 
from 12.4.4.2. If nv(f) = St(/i) with /i ramified or if 7rv(f) is supercuspidal, then 
V(f)Iv = 0. If 7Tv(f) = ir(n,fi'), then nn' — tpv is unramified; thus 

vu)Iv = 
V(f), / 1 , ¡1' unramified 

I 0, /i, / / ramified. 

This proves the first implication c=>'. 
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12.4.6. Corollary. — Assume that f G Sfc(n, 1) is a newform of level n and trivial 
central character (==> 2 | k). Then, for each prime ideal v | n, v \p, 

det(-Fr(i;) | V(/)(fc/2)J») 

-(Nv)-k/2\f(v) = - ( i V u ) - V ( v ) , n(f)v = St(fi) (/i2 = 1), ¡1 unramified 

1, otherwise. 

12.4.7. The Jacquet-Langlands correspondence. — Fix an archimedean prime 
T\ : F ^ R of F . If 7^ is a finite set of non-archimedean primes of F satisfying 

(12.4.7.1) \K\ = [F : Q] - 1 (mod2), 

then there exists a unique quaternion algebra B over F ramified at the set 

Ram(£) = {v I oo, v + n} U ft. 

Assume that the form / satisfies 

(12.4.7.2) (Vi? G ft) n(f)v is n°t in the principal series 

(if 2 { [F : Q], then the conditions (12.4.7.1-2) are automatically satisfied for ft = 0 ) . 
According to [J-L, Thm. 16.1] (see also [G-J, §8]; [Ro, §3]), there exists an irreducible 
automorphic representation irf of B*A such that 

(W £ Ram(£)) A/(a)(^Va)-sMOKU 

If /c ^ 2, then the Galois representation can be constructed as a quotient of the 
etale cohomology group H^t(X ® F F,&) of a suitable local system on a Shimura 
curve X associated to B and TT' ([Ohl, Oh2]; [Car, §2]). If v \ n(/), then there 
exists X as above with good reduction at v. 

12.4.8. Purity (Ramanujan's Conjecture) 

12.4.8.1. Definition. — Let v be a non-archimedean prime of a number field K and 
n G Z. A v-Weil number of weight n is an algebraic number a G Q such that 

(3i G Z) (NvYa is an algebraic integer; 

Va : Q C) |<r(a)| = {Nv)n/2. 

12.4.8.2. Theorem. — Let f G Sfc(n, (/?) (k ^ 2) be a non-zero cuspidal eigenform for 
all Hecke operators T(a) with (a,n) = (1). Le£ i? {poo 6e a prime of F and g £ Gv a 
lift of the geometric Frobenius Fr(v) G Gv/Iv. Then the two eigenvalues of g acting 
on V(f) are v-Weil numbers of weights 

' k - l , k - l if 7T(/)„ ^ St(/i) 

k,k-2 if tt(/)„ = St(/x). 
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Proof. — The case 7r(f)v — St(/i) is easy, thanks to 12.4.4.2. Assume 7r(f)v ^ St(/x). 
In the case F = Q and v \ (f) (resp., 2 { [F : Q] and v \ (/)) the statement is deduced 
from Weil's conjectures in [Del] (resp., in [Oh2, Thm. 1.4.1]). If v does not lie in a 
certain exceptional finite set, the result is proved in [B-L]. The general case is treated 
in [Bl]. • 

12.4.8.3. Letting p (and p) vary, one can deduce from Theorem 12.4.8.2 and 12.4.3-
12.4.4 an 'automorphic' version of Ramanujan's Conjecture. For example, if v is a 
non-archimedean prime of F such that 7r(f)v = 7r(/i,//) is in the principal series, 
then, for each uniformizer wv £ 0Vl both ^l(wv) and ii'(mv) are v-Weil numbers of 
weight 0. 

12.4.8.4. Proposition. — Let f £ ^ ( n , <p) be as in 12.4-8.2; assume that the weight 
k G 2Z is even. Let v \ poo be a prime of F and Ew/Fv a finite extension. Set 

J = 
0, if 7r(/)v ^ St(/i) 

{fe/2-l ,fe/2 + l } , if 7T(f)v = St(/i). 

Then, for each character of finite order (3 : Gw = Gsl(Fv/Ew) —>• L*, we have 

(Vj e Z - J ) RTcont(Gw,V(f)ti)®p) ^ 0 

in Dbft{LpMod). 

Proof. — Let g € Gw be a lift of the geometric Frobenius Fr(w) £ Gw/Iw. If Tr(f)v 7̂  
St((i), then all eigenvalues of g acting on V = V(f)(j) <g) fi are lu-Weil numbers of 
weight k - 1 - 2j ^ 0 (as k is even); thus H°ont(Gw, V) = 0. As V (f) (j) * (1) = 
V(/)*(l — j) ^ V(/<8)</?_1)(fc — j ) , the same argument applied to f ®tp~x shows that 
#c2ont(G», V) = H°ont(Gw,V*(!))* = 0. The vanishing of C ( G B 1 V) then follows 
from the Euler characteristic formula (Theorem 4.6.9 and 5.2.11) 

2 

q=0 

(-1)* d i m L p ^ o n t ( ^ , y ) = 0 . 

If ?r(/)v = St(/x), then VIw C Lp(l - fe/2 + j) <g) /? • (/i o 7VW), where denotes 
the norm from the extension Ew/Fv. This means that either VIw = 0, or g acts on 
the one-dimensional Lp-vector space VIw by a w-Weil number of weight k — 2 - 2j; 
thus H®ont(Gw, V) = 0 for j ^ fe/2 - 1. The same argument as above shows that 
H*ont(Gw,V) = 0 for j + k/2 + 1, hence H^ont(Gw, V) = 0 for j ± fe/2 ± 1. • 

12.4.9. p-adic results. — Let / G Sfc(n,<p) (fc ^ 2) be as in 12.4.8.2. 
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12.4.9.1. One can formulate a conjectural variant of (12.4.3.1) for a prime v \ p 
of F dividing p. If the conditions (12.4.7.1)-(12.4.7.2) hold for suitable K, then the 
corresponding analogue of the first equality in (12.4.3.1) was proved by T. Saito ([Sa, 
Thm. 1])(3). If the form / is p-ordinary, then this compatibility can be established 
directly (even in the case when 1Z does not exist); see Lemma 12.5.4(iii) below. 

12.4.9.2. Proposition. — Let v \ p be a prime of F which does not divide n(/) . Assume 
that at least one of the following conditions holds: 

(1) (12.4.7.1)-(12.4.7.2) hold for suitable K. 
(2) k = 2 and the residual representation ofV(f) is absolutely irreducible. 
(3) v is unramified in F/Q. 

Then V(f)v is a crystalline representation of Gv whose Hodge-Tate weights are con­
tained in the interval [1 — fc,0] (if (1) holds, then the Hodge-Tate weights are known 
to be equal to 1 — k and 0). 

Proof — In the case (1), the result follows from the geometric construction of V(f)v 
([Ohl, Oh2]) and the £>-adic comparison results of Fontaine-Messing, Faltings and 
Tsuji. In general, V{f)v is constructed as a "limit" of finite subquotients of crystalline 
representation of Gv whose Hodge-Tate weights are contained in the interval [1 — fc, 0]; 
a conjecture of Fontaine asserts that V(f)v itself is crystalline (and its Hodge-Tate 
weights are contained in the same interval). This was proved by R. Taylor ([Tay2]) 
in the case (2). The case (3) is due to Breuil ([Bre]) if k < p, and to Berger ([Be]) 
without restriction on k (a forthcoming work of Berger-Colmez is expected to treat 
the case of ramified v). • 

12.4.10. Tamagawa factors 

12.4.10.1. Definition. — If L c Q is a number field and j > 1, denote by Wj(L) the 
order of the (finite cyclic) group H°(Gl, Q/Z(j)). 

12.4.10.2. In particular, if ( G Q is a primitive root of unity of order n ^ 1, then 

C e L n I wi(L) 

C + C 1 £L => n\w2{L). 

12.4.10.3. Proposition. — Let f G Sk(n,ip) (k ^ 1) be a newform and L the number 
field generated by the Hecke eigenvalues of f and the values of (p. Let p \ p be a prime 
of L and v \ poo a prime of F such that (pv is unramified. Let T(f) C V(f) be a 
Gp-stable Ol#-lattice. Assume that p \ W2(L) and that either ir(f)v is in the ramified 
principal series, or ir(f)v is super cuspidal. Then 

(V(f)/T(f))'" = 0, Tara„(T(/), p) = 0. 

(3)The general case was recently proved by M. Kisin ([Kis]); this result implies that the assumptions 
(l)-(3) in Proposition 12.4.9.2 can be removed. 
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Proof. — The assumptions imply that there exists an element g £ Iv C Gv which 
acts on V(f)v non-trivially (necessarily by an automorphism of finite order). As 
det(# | V(f)v) = (pv{g) = 1, the eigenvalues of g are equal to CC-1? where £ is a 
primitive root of unity of order n ^ 2. As 

( + C = Tr(5 I V(f)v) € L 

(by 12.4.4.4), we have n \ W2(L). The assumption p \ W2{L) implies that p \ n, hence 
(1 — £)(1 — C_1) £ L* is a p-adic unit. In particular, g — 1 acts invertibly on T(f) and 
V(f)/T(f), hence 

V ( / ) 7 " = 0 , Hlcont(Iv,T(f))-- (Y(f)/T(f))^=0, Tamv(T(/),p) = 0. 

12.5. Ordinary Hilbert modular forms 

Recall that we have fixed a prime number p and embeddings ¿00 : Q C, p̂ : 
Q ^ Qp. For non-zero ideals a, b C O F , denote by := a/(a, b°°) the prime-to-b 
part of a. 

12.5.1. Definition. — A non-zero cusp form / G Sfc(n, (/?) (/c ̂  2) is p-ordinary if it 
is an eigenform for all Hecke operators T(a) = Tn(a) with (a, n^) = (1): 

T(o)/ = À/(o)/, (a,n<*>) = (l) 

and if 
A/(a)(^Va)-sA/(a)(^Va)-s 

12.5.2. If v I p but v f n, then the restriction of the Hecke operator Tnv{v) to Sfc(n, (/?) 
does not coincide with Tn(v); this implies that the inclusion 5fc(n, C .^(m;,^) 
does not preserve p-ordinary forms. However, there is a canonical procedure of "v-
stabilization" ([Wi, p. 538]) which associates to / from 12.5.1 an ordinary form f0v £ 
Sk(nv,(p) satisfying 

rn„(o)/°" = A/(a)/0" (a ,n^) = (l) 

(hence f0v ~ / ) . In the classical case F = Q (v = p), f (resp., f0v) corresponds to a 
classical cusp form <E>(z) (resp., $° (z ) ) defined on the upper half plane and 

) (Vj^l,2) ^) (Vj^l,2) ^ \f{P)-lv{p)pk-l${pz). 

In general, one can apply the ^-stabilization with respect to all primes v \ p which 
do not divide n and obtain the "p-stabilization" of / , which is an ordinary form 
f° e Sfc(lcm(n, (p)),ip) satisfying 

T(p)n(a)f° = \f(a)f0 ( û , n w ) = ( l ) 

(hence f° ~ / ) . There is a theory of 'newforms' for v- and p-stabilized cusp forms 
(see [Hi3, p. 318]; [Wi, (1.2.2)]). 
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12.5.3. For p-ordinary cusp forms / the representation V(f) was constructed in full 
generality by Wiles ([Wi]), who also described its restriction V(f)v to Gv for all 
v | p (note that our representation is dual to the one considered in [Wi], as we prefer 
geometric Frobenius elements). Namely, for each v | p there is an exact sequence of 
Lp[Gv}-modu\es 

0 — V(f)t - ' V(f)v v(f)~ - o, dimLp = 1, 

in which 

(12.5.3.1) V(f)t = V(f)1" ^ (V(f)-r(l — k)®ipv 

is an unramified Gv-module on which Fr(v) (= Fr(^)geom) acts by the scalar av(f) G 
0*L p, where 

<*v(f) = A/(v), if v I n 

(1 - av{f)X){l - ^v)av{f)-\Nv)k-^X) 

= 1 - Xf(v)X + tpivMNv^X2, iîvïn. 

The subspace V(f)+ C V(f) is uniquely determined by these properties. 
The ordinarity assumption implies, by 12.3.10-12.3.11, that either 

ord„(n(/)) = ordv(cond((/?)) ^ 0 or ordv(n(/)) = 1, ordv(cond((/?)) = 0. 

More precisely, we have the following dichotomy: 

72.5.4. Lemma. — If f G 5fc(n, ip) (k ^ 2) is p-ordinary, then for each v | p there are 
two mutually exclusive possibilities: 

(i) 7/ordv(n(/)) = ord^(cond((^)) ^ 0, then 

n(f)v = 7r(//+,//_), ß+ß- = is unramified, o(//_) = ordv(n(/)), 

V(f)+ =LV® u + | • Id"*)/ 2 , V(f)- = LJ1 - к) ® A * _ | • l^"1)/2, 
av(/ ) = (JVi;)(fc-1)/2M+(t;) 

and otv(f) is a v-Weil number of weight (k — l ) /2 . TT&e representation V(f)v ii 
de Rham; it is crystalline over a finite extension Ew of Fv <̂ => the character 
fi- o NEw/Fv = /i_ o Nw : E^ —• C* is unramified. 

(ii) If ordv(n(f)) = 1, ordv(cond((/?)) = 0, tften 

ft{f)v — St(/i), /j2 = ipVl ¡1 is unramified, k = 2, 

^ ( / ) ^ = l p ® M I =^p(-l)0Az, av{f) is a root of unity. 

The representation V(f)v is semistable, but not crystalline (over any finite extension 
Ew of Fv): its extension class in 

Hlcont(GV,EOMLp(V(f)-,V(f)t)) = HLNT(GV,Lp(l)) F;§Lp 

is not contained in Hj(Gv, Lp(l)) (9*®Lp. 
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(iii) In the case (i) (resp., (ii)), the representation of the Weil-Deligne group of Fv 
associated to Dpst(V(f)v) as in [Fo-PR, §1.2.2.5, §1.1.3.2] is given by the direct sum 
of characters • |(1-fc)/2 and • |(1_/c)/2 (resp., is equal to ji\ • |_1 ®sp(2)), hence 
it corresponds to 7r(f)v = 7r(/i+,/i_) (resp., to n(f)v = St(fi)) by the local Langlands 
correspondence (normalized as in 12.4-3). 

Proof. — Fix v | p . In the case (i), we know from 12.3.10 12.3.11 that n(f)v — 
7r(/i,/i') with ¡1 unramified and jifi' — ipv. Denote by /i± : F* —> L* the characters 
such that Gv acts onV(/ )+ by • l^-*) /2 , and onV{f)~ by Lp(l-/c)(g)/i_ | • l ^ " 1 ^ 2 . 
Ifv | n(/), then 

LJu,s) = LvMf)v,s) = (1 - XfivVNv)-8-^-1^2)-1, 

which implies that 

(P\ • \(1-k)/2)(v) = \f(v) = av(f) = • \{1'k)/2)(v) = > m = A*+-

It follows from (12.5.3.1) that //_ = ipv//jL+ = / / . Finally, 12.4.8.3 implies that [i+(v) 
is a v-Weil number of weight 0 (hence av(f) is a u-Weil number of weight (k — l ) /2) . 

If v | n(/), but v | n, then the theory of 'newforms' for ^-stabilized cusp forms 
implies that there exists a p-ordinary form g G Sk(n^v\ <p) such that, for each ideal a 
with (a ,n^) = (1), 

TJa)f = Xf(a)f, Tn(v)(a)g = \f(a)g. 

This implies that it is sufficient to prove (i) for g, i.e., we can assume that v \ n. In 
this case /i7 is also unramified and 

Lv(fi, s)Lv(nf, s) = Lv(7r(f)v,s) (1 - Xf{v)(Nv)-s-^1)/2 + <p(v)(Nv)-28) \ 

hence 

{»(v),n'(v)} = {av(f)(NvY -(fe-l)/2 V{v)avU)-l{Nvfk-^'2} = {^(v)^-(v)}. 

Exchanging fi and //' if necessary (and noting that /i+(t?) / as their p-adic 
valuations are distinct), we obtain /i = / / = Again, 12.4.8.3 implies that 
both fjL±(v) are w-Weil numbers of weight 0. 

The extension class of 

(12.5.4.1) 0 v{f)t • • v{f)v • vurv 0 

is contained in 

H^nt{GVlUomLf{V(f)Z,V(f)+)) = 

HL„t(Gv,L0(k-l)®ß), 
where (3 : Gv/Iv —> L* is an unramified character whose value at the geometric 

Frobenius 

(i(v) = (3(Ft(v)) = aJff^v)-1 = (M,)*-MOKKIJ 

is a v-Weil number of weight k — 1 ^ 1 (thus ¡3^1). 
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It follows from [B-K, §3.9] that, for any unramified character v : Gv/Iv —+ L*, we 
have 

(12.5.4.2) (Vn > 1 ) HÌont(GViLJn)®v)=H}(Fv, Lp(n) 0 u) 

u^l=^ Hiont(Gv,Lp(l) 0i/) = H}(FV1LP(1) 0 I/). 

Applying (12 .5 .4 .2) to v = /3, we deduce that V(f)v is a crystalline representation 
of Gv. 

Back to the case v | n(/); we see that the extension class of ( 12 .5 .4 .1 ) is contained 
in Hloni(GV)Lp{k - 1 ) ® /?), where 

= (m+/m-)| • r~fc - 4 ^ 1 • I1-* : g« — L; 

is a product of an unramified character by a character of finite order; [B-K, §3.9] 
then implies that 

(Vn ^ 1) H^Dt(Gv,LJn) ®ß) = Hl(Fv, LJn) ® ß), 

hence V(f) v is a de Rham representation of Gv. If V(f^)v is crystalline over Ew, so 
is V(f)~ = Lp(l — k) ® fjL- \ • p - 1 ) / 2 , hence /i_ o 7VW is unramified. Conversely, if 
¡1- o 7VW is unramified, applying (12.5.4.2) to Ew and to the restriction ¡3' of (3 to 

we deduce that V(f)v is a crystalline representation of Gw (note that (3' / 1, as 
/3/(Fr(?i;)) is a tu-Weil number of weight k — 1 ^ 1). 

(ii) We have TT(/)v = St(/i), by Lemma 12.3.10. The formula 

Ly(^ s + \) = LV(TT(/)V, 5) = (1 - A / M ^ r ' - t * - 1 ) / 2 ) " 1 

implies that 

(ß\-\1-k/2)(v) = \f(v)=av(f), 

hence G*„ acts on V(f)+ by /z| • |^fe/2 ( = > \i is unramified) and on V(f)v —> 
{V(f) + Y(l - k) ® <pv by Lp(l - fc) ® (M| • l1-*/2)-1^2 = Lp(l - A:) ® /x| • l^2"1. 
As 

|ip(^)(7Vz;)fc-2)|p = |ip(A/(«)2)|P = l, 

it follows that /c = 2, hence av(f) = which is a root of unity (as ^2 = cpv has 
finite order). 

The fact that the representation V(f)v is semistable, but not crystalline, follows 
from the comparison result of T. Saito ([Sa, Thm. 1]). One can also argue geometri­
cally: V(f)v is a direct factor of the first etale cohomology group of the Jacobian of a 
Shimura curve associated to a quaternion algebra over F ramified at v, but whose level 
subgroup is maximal at v. The results of Cerednik [Ce] (see also [Dr] and [Bo-Car] 
in the case F = Q) imply that the Jacobian in question has purely toric reduction at 
v1 which proves the desired result. 

(iii) This follows from the following two facts: firstly, if \ '• Gv —> L* is a potentially 
unramified one-dimensional representation and if n G Z, then the representation of the 
Weil-Deligne group of Fv associated to Lp(n)®x is the one-dimensional representation 
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given by x| ' |n5 secondly, that the monodromy operator N on Dpst(V(f)v) satisfies 
N = 0 (resp., N ^ 0) in the case (i) (resp., (ii)), as V(f)v is (resp., is not) potentially 
crystalline. • 

12.5.5. Assume that / G Sfc(n, <p) is p-ordinary and there exists a character \ 
A*F/F* —» C* (with values contained in ^(L)) such that <p = \~2 & is even). 
Fix such a character x; it is determined up to multiplication by a quadratic character 
AF/F* {±1}. The form 

9~f®X€Sk(n(g),l) 
is a newform of level n(g) dividing cond(x)2n and trivial character. The twisted Galois 
representation 

V = V(g)(k/2) = V(f)(k/2)®X 

of GF is self-dual in the sense that 

(12.5.5.1) A2V-^LP(1), V-^V*(1) 

and, for each prime v | p of F, the twisted representations of Gv 

V± = V(f)t(k/2)®Xv 

sit in an exact sequence of Lp [Gv]-modules 

(12.5.5.2) o — — > v v —> v- 0, 
which is self-dual with respect to the isomorphism (12.5.5.1), i.e., (V/UT)*(1). 

If Ew/Fv (again for v \ p) is a finite extension, we put 

«»(/) = av(f)HwyMv)\ 

where k(w)/k(v) is the corresponding extension of residue fields. If, in addition, the 
character 

XvoNw:E^—> F: —+ C* (Nw = NEw/Fv) 

is unramified, then we put 

aw(g) = aw(f)(xv ° Nw)(w). 

For example, if ir(f)v = St (A) with A unramified, then av(f) = X(v) and aw(f) — 
(A o Nw)(w); if, in addition, \v ° Nw is unramified, then 

K{g)v = St(/i), \i = \Xv, /i2 = 1, /x o Nw is unramified, 

a™(#) = {{^Xv) ° Nw)(w) = (/io Nw)(w). 
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In general, Lemma 12.5.4 implies that we have, for each prime v \ p of F, either 

n(g)v = TT(^+X^ {n+Xv) ), unramified, ordv(n(#)) = 2 ordv(cond(x)) 

or 

n(g)v = St(/i), fj2 — 1, k = 2, /ixv 1 unramified, 

ordv(n(g)) = max(l, 2 ordv(cond(x)))-

12.5.6. We wish to relate two kinds of Selmer groups associated to V 0/3 (where (5 is 
a character of finite order) over a finite extension of F: our Hj(V 0 /3) (with respect 
to Greenberg's local conditions defined by (12.5.5.2)) and Bloch-Kato's H}(Y 0 P) 
(cf. [N-P, §3.1.7] for F = Q). 

Recall first the local situation: let v | p be a prime of F and W a continuous 
(^-representation of Gv] put W*(l) = HomQp(W, Qp(l)). Bloch-Kato [B-K, §3.7.2] 
defined subspaces 

Hl(Fv, W) c H}(FV, W) c Hlg(Fv,W) c ff1^, W) = f&nt(G„, W) 

satisfying the following properties: if is a de Rham representation of Gv, then 

12.5.6.1. The extension class of a short exact sequence of continuous Qp-
representation of Gv 

0 —>W — > W —> Qp —> 0 

is contained in Hg(FVl W) (resp., in Hj(Fv, W)) iff W is a de Rham representation 
of Gv (resp., a crystalline representation of Gv, provided that W is crystalline). 

12.5.6.2. Hle(Fv,W) (resp., Hj(Fv,W)) is the exact annihilator of H]{Fv,W*(l)) 
(resp., of Hj(Fv1 W*(l))) under the local Tate duality 

H\Fv,W)xH\Fv,W*(l))^H\FViQp(l))^Qp. 

12.5.6.3. Hl(FVì W) is a quotient of DdR(W)/F°. 

12.5.6.4. H}(FV1 W)/Hle(Fv, W) is a quotient of Dcris(W)/(f - 1). 

12.5.6.5. For each exact sequence of (^-representations of Gv 

0 —>W+ —> W —> W —>0 

( = > both and W are de Rham representations), the induced sequence 

0 —> H°(FV, W+) —• H°(FV, W) —> H°(FV, W~) 

^Hl{Fv,W+)^Hlg{Fv,W)—>Hlg{Fv,W-) 

is also exact. 
We shall also study the subspaces Hl(Ew, W) over finite extensions Ew of Fv; in 

this case we use the notation 

DCTÌS,W(W) = H°(EW1W 0Qp Bcris), DdRiW(W) = H°(EW, W 0Qp BdR) 

for Fontaine's functors over Ew. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2006 



448 CHAPTER 12. PARITY OF RANKS OF SELMER GROUPS 

12.5.7. Lemma. — Under the assumptions of 12.5.5, let Ew/Fv (where v \ p) be a 
finite extension and /3 : Gw = Gal(Fv/Ew) —> L* a character of finite order. Then: 

(1) (i) Hl(Ew, V- ® (3) = 0, Hl(Ew, V+ ® p) = Hl(Ew, V+ ® 0). 
(ii) DcriSiW(V+ ® py=l = H°(EW, V+ ® /3) = 0. 
(iii) H\{EW, V+®0) = H){EW, V+®/3), H}(EW, V-®0) = Hlg(EW) V~®p). 

(2) If DcliSiW{Vv- ®(3±iy=l = 0, ifcen: 

(i) U c r i s , » ^ ® ^ 1 ) ^ 1 = 0 . 
(ii) (VW = ^ y ± ; H°(Ew,W®p±1) =0, Hl(Ew,W^/3±l) = H}(EW,W® 

p±1) = Hlg(Ew,W®f3±l). 
(iii) (V* = e , / , 5 ; Hl(Ew,V- ® P*1) = 0, Hl(Ew,V+ ® p±l) = 

H1(EW,V+ ®P±X). 
(iv) T/ie map Hl(Ew, V+ ® p±l) -+ Hl(Ew,V 0 /3d11) zs injective and its 

image is equal to Hj(EWJ V ® P±l). 

Proof 

(1) As Vv (k/2 — 1) 0 is an unramified representation of Gv and k/2 — 1 ^ 0, it 
follows that DdR,w(Vv-®f3)/F° = 0, hence î GE™, V~®0) = 0, by 12.5.6.3. Applying 
the duality 12.5.6.2 and replacing /3 by its inverse we obtain the second statement 
of (i). As Vjr(—k/2) 0 Xv 1 is an unramified representation and k ^ 0, we have 
H°(EW,V+®P) C DCris,™(K+®/3)/=1 = °> Paving (ii). Combining (ii) with 12.5.6.4 
yields the first statement of (iii); the second follows from the duality 12.5.6.2 (replacing 
¡3 by its inverse). 

(2) As both DCTiaiW(V± 0 P±l)f=l - 0 vanish, so do Dcris,w(V ® P*1)^1, 
H°(EW,W ® P*1) and H){EW,W ® P±l)/Hle(Ew,W ® P±x) (W = V,V±), thanks 
to 12.5.6.4. Applying the duality 12.5.6.2, we obtain the equality Hj = FLxg in (ii). 
The statements in (iii) follow from (ii) and (l)(i). Finally, (iv) is a consequence 
of (iii) and the exact sequence 12.5.6.5 associated to 

o ^ K ^ ^ ^ y ® p±l —» v- 0 p±x —> 0. 

12.5.8. Proposition. — Under the assumptions of 12.5.5, let Ew/Fv (where v \ p) be a 
finite extension and P : Gw = Gal(Fv/Ew) —» L* a character of finite order. Then 
the kernel (resp., the image) of the map H1(EW, V+ 0 P) —> Hl{Ew, V 0 P) is equal 
to H°(EW1 V~ 0 P) (resp., to Hj(Ew, V ® P)), i.e., there is an exact sequence 

Q ^ H o ( E w , V - ® P ) ^ H \ E W ì V + ® P ) ^ H } ( E W ì V ® P ) ^ 0 . ) ( V j ^ 

Moreover, 

dimLp H°(EW,V-®I3) = 
1, n(g)v = St(n) (v2 = 1) , 0-(n°Nv,) = l 

0, otherwise. 
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In particular, if ß = 1, then 

dimLp H°(EW,V-) 

1> 7r(/)v = St (A) (A unramified), Xv ° Nw unramified, aw(g) = 1 

0, otherwise 

1, ir(g)v = St(/i) = \xv> = 1), /i o 7VW unramified, aw(g) = 1 

0, otherwise 

1, TT(<?)v = St(/i) (m2 = 1), o Nw = 1 

0, otherwise 

Proof — We analyze separately the two cases distinguished in Lemma 12.5.4. If 

^{f)v — 7r(/i+,/x_), then 7r(g)v = TT^+XV, /^-Xv)'-, we claim that 

(12.5.8.1) nt{GVlUomLf{V(f)Z,V(f) 
in this case (which implies the statement of the Proposition, thanks to Lemma 12.5.7 (2) 
(ii), (iv)). Fix v G j / ? , ^ -1} ; if the character v • ((/j,_Xv) ° Nw) is ramified, 
then DCTiSiW(V~ 0 v) = 0. If it is unramified, then DcriSiW(V~ 0 i/) is a free 
Lp 0qp (£^w fl Qpr)-module of rank one, on which / acts by a 0 cr, where cr is the 
absolute (arithmetic) Frobenius and a = (z//x_Xv)(I^(w))(iV'u;)-1/2 is w-Weil number 
of weight —1, by 12.4.8.3; thus (12.5.8.1) holds in this case, too. 

If 7i(f)v = St(A) (A unramified), then n(g)v = St(/i), where fi — \Xv> = 1- As 
= Lp(l) 0 /i and = Lp 0 /x, we have, for each z/ G {/3, j3~1}, 

(12.5.8.2) dimLp Dcris,w (K (̂ )zy) 
1, U-(fJL0Nw) = l 

I 0, otherwise. 

If (3 • (fi o 7VW) / 1, then • (¡1 o 7VW) / 1 either, since fx2 = 1; thanks to (12.5.8.2), 
we conclude again by appealing to Lemma 12.5.7(2) (ii), (iv). 

In the remaining case (3 • (// o Nw) = 1, the exact sequence of Lp [Gw]-modules 

nt{GVlUomLf{V(f)Z,V(f)+nt{VFCSSX 

is isomorphic to a non-crystalline Kummer extension 

0 —> Lp(l) —> V 0 ß —> Lp —• 0. 

The exactness of the sequence 

0-^Lp =H°(EW1VV-®ß) —+Hl(Ew,V+®ß) —>H}{EWiV®ß) —+ 0 

then follows from the calculation in [N-P, §3.1.6]. 
In the special case ß = 1, we have 

¡1 o Nw = 1 ¡1 o Nw is unramified and (// o Nw)(w) — 1 

Xv ° A™ is unramified and av(q) = 1, 

which proves the remaining statements. 
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12.5.9. Comparison of Selmer groups. — Let / , \,9 — f®X and V = V(g)(k/2) 
be as in 12.5.5. 

12.5.9.1. Fix a finite set S of primes of F such that S D {v \ pn(g)oc}, a finite subex-
tension E/F of Fs/F and a (continuous) character of finite order /3 : Gal(Fs/E) = 
GE,S —• L*. The Bloch-Kato Selmer group 

H}(E,V®P) 

= Ker nt{GVlUomLf{V(f 

vÇzSf w\v 

#cont(Gw, V ® (3W)/H}(EW,V ® I3W) 

(where w runs through all primes of E above v, and Hj(Ew, —) = H^r(EWl —) if v \ p) 
does not depend on the choice of S, by [Fo-PR, §11.1.3.2]. 

Fix a subset S c 5 j containing all primes dividing p, set E' = Sf — E and define, 
for each v £ Sf and w | v, Greenberg's local conditions A^,W{V 0/3) for V 0 /3 as 
follows: 

tC(v®/?) = 
- c * o n t ( G . , K + ® ^ ) , v I p 

o, nt{GVlUomLf 

C;ont(Gw/Iw,(V®(3wy™), « € E ' . 

12.5.9.2. Proposition -Definition. — Under the assumptions of 12.5.9.1, 

(i) Le£ u> f poo be a prime of E; then the complexes C*ont(Gw, V 0 f3w) and 
Q o n t ( ^ / ^ , (Y 0 f3w)h") (where Gw = Gal(Ew/Ew)) arejicyclic. 

(ii) Up to a canonical isomorphism, the Selmer complex RTf(GE,s, ^0/3; Az(V0 
/3)) does no£ depend on the choice of S and E; we denote it by HTf(E, V 0 /3) and 
its cohomology groups by Hj(E, V 0 /3). 

(iii) There is an exact sequence 

0 

nt{GVlUomLf 

\H°(EW,VV- ®(3W) * H}(E,V®0) > i ï i ( £ , V —-> 0, 

in which v \ p is a prime of F and 

dimLp H°(EW,V- ®pw) 
Ì , ir(g)v = St(u) (u2 = 1) , /3«, • (u o JV )̂ = 1 

0, otherwise. 

(iv) Lei be a finite subextension of Fs/E such that (3 factors through [3 : 
Gal(£"/E) —> L*. Then, in the notation of Proposition 8.8.7, there are canonical 
isomorphisms 

HqAE,V®[3) Hqf{E',V)lrl), H}(E, V®(3)^ H}(E', V){rl). 

ASTÉRISQUE 310 



12.5. ORDINARY HILBERT MODULAR FORMS 451 

Proof 

(i) This follows from the fact that the inflation map 

inf : C'ont[Gw/Iw, (V ® ßw) ) C'cont(Gw,V ® ßw) 

induces monomorphisms on cohomology and that the complex C'ont(GWl V (8) f3w) 1S 
acyclic (by Proposition 12.4.8.4). 

(ii) Independence on S (resp., on E) follows from Proposition 7.8.8 (resp., from (i)). 
(hi) It follows from (i) that the bottom row of (6.1.3.2) boils down to the following 

exact triangle: 

RTf(E,V®ß) - •RTcont(GEis,V®ß) 

v\p w\v 

•RTcont(Gw, V- <8> ßw). 

In the corresponding cohomology sequence 

H°{GE,s,V®ß) 

v\p w\v 

)H°(Ew,V-®ßw) 

-^H}(E,V®ß) • Hlcont(GE,s,V®ß) 
r 

vip w\v 

HlCOTlt(GWlV- ® ß) 

the group H°(GE,s, V ® (3) = 0 vanishes by Proposition 12.4.8.4, H°(EWl V~ <g) f3w) 
was computed in Proposition 12.5.8 and Ker(r) = Hj(E,V (8> /3) (by combining (i) 
with Proposition 12.5.8). 

(iv) This follows from Proposition 8.8.7 (the same proof also applies to the Bloch-
Kato Selmer groups). • 

12.5.9.3. Corollary-Definition. — Denote 

h)(E, V®ß)= dimLp H}(E, V <g> ß), h)(E, V 0 ß) = dimLp H}(E, V 0 ß)-

then 

h1f(E,V®ß)-h1f(E,V®ß) = \{w : w\v\p, ir(g)v = St(//) (/i2 = 1) ßw'(^oNw) = 1} . 

12.5.9.4. Proposition-Definition. — Under the assumptions of 12.5.9.1, define 

nt{GVlUomLf 

V 

nt{GVlUomLf 

£v{iï(g)v, \) = ev(n(g)v, \) 
- 1 , ifv I p, 7r(g)v = St 

1, otherwise. 

Then we have 

e(7r(g),±)/e(n(g)i±) = (_1^}(F,V)-/I}(F,V) 
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and 

(_l)fc}(F,V)-fc}(F,V)+rM(F>9) = è(7T(5), Ì ) 

v\poo 

Xv(-l)£v{K(g)v1 ±) 

v\oo 

x„(-i)(- i)fc/2. 

Proof. — Applying Proposition 12.5.9.2 (iii) to E = F and (3 — 1, we obtain 

(-l\h)(Fy)-h){Fy) = 
•v I p 

7T(g)v=St 

(-l)=e(n(g),±)/e(ir(g),±). 

Fix a prime v | p of F . According to Lemma 12.5.4 there are two possi­

ble cases: either 7r(f)v = 7r(/i+,/i_) with unramified, which implies that 

K(g)v = TT(m+XI;, (/i+X )̂_1) and 

^(^(flO*, Ï) = ( / i + X ^ ) ( - l ) = X ^ ( - l ) 

(by Lemma 12.3.13(v)), or 7r(f)v = St(A) with A unramified, which implies that 
7r(g)v = St(/i) with fi = ÀXv and 

nt{GVlUomLfnt - 1 , if/1 = 1 

1, if 1 

(by Lemma 12.3.13 (vi), as //(—1) = Xv{ — 1))- Combining the last two formulas, we 
obtain 

n(g)v=St 

( - 1 ) = 

LMP 

nt{GVlUomLfFRD 

The second statement follows from the product formulas 

V 
Xv(-l) = 1, 

MOK 

nt{GVlUomLf nt{GVlUo 

and Lemma 12.3.13(vii). 

12.5.9.5. Proposition. — Let K (resp., Lp) be a finite extension of Q (resp., of Qp), 
S D {v I poo} a /mz£e se£ o/ primes of K and W a finite-dimensional vector space 
over Lp equipped with a continuous Lp-linear action of GK,S- Assume that, for each 
prime v I p of K, the representation WV (= W considered as a representation of GV) 
is de Rham. Denote by (—)* = HomLp(- ,Lp) the Lp-dual. 

(i) For each prime v of K, denote 

K(W) :=dimLp H¡ont(Gv,W), hlj(W) := dimLf H}(KV,W) (v \ œ). 

Then 

K{w)-h>vj(w)--
o, v \ poo 

-dimLt(DdRtV(Wv)/F°), v\p 
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(ii) There is an exact sequence 

0 H0(GKÌSÌW] 

vesf 

H°(GV,W) nt{GVlUomLfJ H}(K,W) 

vesf 
H}(KV1W) nt{GVlUomLfMOK H}(K, w*(i)y 0. 

(iii) Denoting h'(W) := dimLp Hiont(GK,s,W) and h)(W) := dimLp H}(K,W), 
then the Euler-Pomcare characteristic Xf(W) := h°(W) - h){W) + h)(W*(\)) -
/i°(W*(l)) is equal to 

XfiW) : 

v\oo 

MJYU 

v\p 

dimLp(DdR,v(Wv)/F°). 

(iv) If W — V ® a, where a : GK,S L* is a character of finite order and 

V ^ V*(l) is self-dual, then Xf(W) = 0. In particular, if H°(GK,S,V ® a) = 

H°(GKIS, V <S> a-1) = 0, then h){V <g> a) = /i}(F 0 a'1). 

Proof 

(i) For i; {poo (resp., for v I p) the result follows from the exact sequence 

0 H°(GV1W) WIv Fr(v)-1 WIv •H}(KV,W) 0 

(resp., from the bottom exact sequence in [B-K, §3.8.4]). 

(ii) See [Fo-PR, §11.2.2.1]. 
(iii) The duality Theorem 5.4.5 implies that hl(W*(l)) = h%-%(W) := 

diiri£p Hc^ont(GK,s, W). Applying the Euler characteristic formula 5.3.6, we deduce 
that 

X(W*(1)) := h°(W*(l)) - hl(W*(l)) + h2(W*{l)) hl(W)-h2c(W) + h3c(W) 

v\oo 
h°(W) 

On the other hand, it follows from the exact sequence (ii) that 

Xf(W) + x(W*(l)) 

vesf 

{h°v(W)-hlj(W)){ä. 

v\p 

dimLp(DdRtV(Wv)/F°). 

Subtracting the two formulas yields the result, 
(iv) In this case W*(l) = V ® a~l and 

(Vu I oo) K(V <g> a) = [KV : Rj dim(V)/2. 

If v I p, then 

2 dimLp F»DdR,v(Vv) = dimLp FöDdRtV(Vv) + dimLp F»DdRiV(V*(l)v) 

= dimLp DdR,v(Vv) = [Kv : Qp] dim(V) 

dimLf{DdR,v{Wv)/F°) = dimLp(DdRtV(Vv)/F°) = [Kv : Qp] dim(V)/2, 
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hence 

Xf(W) <!> 
v\oo 

; [Kv : R] -

v\p 
, [Kv : Qp] dim(Vr)/2 = 0. • 

12.5.10. Proposition. — Le£ g G Sfc(n, </?) (k ^ 2) be a newform. The following condi­
tions are equivalent: 

(i) There exists a character of finite order \ A ^ / F * —>• C* s?/c/i g 0 x_1 
p-ordman/. 

(ii) There exists a finite totally real solvable extension F'/F such that the form 
g' \— BCF>/F(g) is p-ordinary. 

Proof 

(i) = > (ii) According to [A-T, ch. 10, Thm. 5], there exists a character of finite 
order xf • A | , / F * -> C* such that 

№\p) x'v = Xv, (Vi;|oo) X; = l-

For such x'i the form g (g) x '-1 is p-ordinary, F' := i ^ e r u } is a totally real cyclic 
extension of F and the base change form BCF>/F(g) = BCFf/F{g®x'~1) is p-ordinary. 

(ii) = > (i) Fix a number field L as in 12.4.1; let u \ poo be a prime of L and V(g) = 
Vu(g) the /^-representation of GF associated to g. Let v \ p be a prime of F and v' \ v 
a prime of F'. We claim that 7r(g)v is not supercuspidal: if it were, then there would 
exist intermediate fields Fv C Kw C IC^/ C F^, with G a ^ i ^ / F ^ ) ^> {1}, A3 or 53, 
Gal(K'w,/Kw) = {l,cr} and V(g)w I n d ^ / ( / i ) monomial, where /i : (if^/)* —» Q*, 

* W = 7r(Mi7M2), nt{GVlUomLf /¿2 = afioNF^/K^ {^{h)^^a-lha)) 

There exists an integer n ^ 1 such that /in is unramified. If 7r is a uniformizer of K'w,, 
then 

( V r W = M"(^1W) ^"(CT)M"((T-1(7r)/7r)=M"(7r), 

which implies that (a/i//x)n = 1, hence (/ i2/^i)n = 1- In particular, the numbers 
ip{^i{v')) and ipil^W)) have the same p-adic valuations, which contradicts the p-
ordinarity of g'. 

This contradiction shows that 7r(g)v is not supercuspidal. As gf is p-ordinary, we 
must have 

A9)v = 
it(H\ >,p>2 nt{GVlUomLfnt{GVlUomLfnt{G) (Vj^l,2) ^ = 1 

s t ( ^ } ) , /x̂  of finite order. 

Applying again [A-T, ch. 10, Thm. 5], there exists a character of finite order x '• 

A*F/F* -» C* such that fi^Xy1 1S unramified, for all primes v | p; the form / 0 x-1 

is then p-ordinary. • 
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12.6. L-functions over ring class fields 

Throughout this section F is a totally real number field, K/F a totally imaginary 
quadratic extension, r\ = T]K/F AJ ./F* —• {±1} the quadratic character associatec 
to K/F and r the non-trivial element of Gal(K/F). We denote N = NK/F anc 
Nw = NKw/Fv, Trw — TYKW/FV (if w is a prime of K above a prime v of F). 

12.6.1. Ring class fields and characters 

12.6.1.1. If 0 : AJ^/AT* —> C* is a (continuous) character of finite order, then there 
is a unique automorphic representation 0(0) of GL^Ai?) satisfying 

Lv(O(0)(^^s) 
w\v 

LW(0W • ( / ioiVJjs) 

for all primes v of F and all characters \i : F* —• C*; it corresponds to the two-
dimensional representation Ind^£(/?) of GK- The representation 0(0) has central 
character n • (/?|a* ); it is cuspidal iff /3 does not factor as 

A*K/K*-^+A*F/F*^*C*. 

If ¡1 : A*F/F* -> C* is a character of finite order, then 0(/3) 0 /i = 0(0 • (// o TV)). In 
the classical case F = Q, #(/?) corresponds to the theta series of weight 1 

ß(ü)qNa (-L(0,x)/2 i{ß = XoN). 

More generally, one can define 0(13) for algebraic Hecke characters of K\ see 12.6.5 
below. 

12.6.1.2. The local component of 0(0) at a prime v of F has the following properties 
([J-L, Thm. 4.6]): 

12.6.1.2.1. If i;|oo, then 0(0)v is the limit discrete series representation. 

12.6.1.2.2. If v f oo splits in K/F into vOK = W , then 

O(0)V=7V(0W,0W'), 

where 0W (resp., 0W/) is considered as a character of F* = K^ (resp., of F* — K^,) 

12.6.1.2.3. If v \ oo is inert or ramified in K/F (vOK = w or w2), then 

O(0)v = 
7T(/i,/17^), if 0W = II O Nw 

supercuspidal, if 0W ^ ¡1 o Nw 

and 

£v(O(0)v,s,ipv) = £V(T]V • 0w\F*1s,ìpv)ew(0Wls,ìpv oTvw). 
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12.6.1.3. In the situation of 12.6.1.2.3 there is a purely local version of 0(f3): one 
can associate to every continuous character (3 : —» C* an irreducible admissible 
representation 6V((3) of GL^i7^) satisfying 

Lv(0v(f3) <8> ju, s) = Lw(f3 • (fi o Nw), s) (V/x : F: —* C*) 

and 12.6.1.2.3. 

12.6.1.4. For a non-zero ideal c C (9F put OC = O F + cO K C O K and Oc = 
Oc®Z = dF + cdK C OK = OK®Z c K = K®Z. The abelian extension K[c]/K 
corresponding to the subgroup K* • • ( K ® R ) * - 0 c C is called the ring class 
field of K of conductor c. The extension K[c]/F is Galois; more precisely, 

Gsi(K\c]/F) ^ G<ù(K\c]/K) x { l , r } 

is a generalized dihedral group, since each lift of r to Gal(K[c]/F) acts by conjugation 
on 

Gal(K[c]/K) \.*K/K*A*F(K ®R)*Ô*C K*/K*F*Ô*C 

as g i-» g 1. 

12.6.1.5. We say that ¡3 from 12.6.1.1 is a ring class character if /3|a* = 1 ( = > 
(3 o T = We shall denote by c{(3) the smallest non-zero ideal c C OF (with 
respect to divisibility) such that f3\^* — 1. In this case the level of 6{(3) divides 
dK/F C(P)2 and its central character is equal to 77, which implies that 

e(p) = 0(0) 0 r]-1 = e{(3. (77 o tv) -1) = 0(/?). 

12.6.1.6. Proposition. — Let ¡3 : A*K/K*A*F —> C* 6e a nn^ c/ass character of finite 
order, v \ oc a prime of F which does not split in K/F, w the unique prime of K 
above v and \i : F* —» {±1} a character. 

(i) If v is inert in K/F and v \ c((3), then (3W = 1. In particular, 

(3W =¡10 Nw <̂ => ¡1 = 1 or ¡1 = rjv <==> /1 is unramified. 

If v I c((3), then (3W is ramified. In particular, 

(3W = ¡1 o Nw ¡1 is ramified. 

(iii) / / v is ramified in K/F and v \ c((3), then /3^ = 1 and there is a unique 
unramified character A : F* —• (±1) such that Bm — A o Nm. 

Proof. — Easy exercise. • 

12.6.2. Rankin-Selberg L-functions 

12.6.2.1. Let / G 5fc(n, — {0} (k ^ 1) be a newform of level n and TT = 7r(/) the 
corresponding automorphic representation of GL2(Aj?). One can associate to n its 
base change to K, which is an automorphic representation TTK of GL2(A^) ([Jac, 
Thm. 20.6]). If f3 : A*K/K* —> C* is a character of finite order, then the local L-factors 
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and e-factors of TTK 0 (3 coincide with the corresponding factors of the Rankin-Selberg 
product 7r x 6(13): 

Lv(7TXß(ß),s) = 

w\v 

(7TK 0 ß , S) 

£V(7T X 0(ß)iSiipv) 
w\v 

ew(ixK 0 j 8 , s , ^ oTrw). 

The functional equation 

L(TT X 0(ß), s) = e(iï x 0(ß), s) L(TT X 0(ß), 1 - 5) 

S(TT x 0(ß),s) 
v 

€V(7T X 0(ß)iSiißv) 

yields a functional equation for the L-function 

L(fK,ß,s) : 

v\OO 

%PLL ttk <8> ß , s 
k-V 

2 
Vf OO 

LV TT x #(/?), s 
fc - 1 

2 

in particular for 

nt{GVlUomLf 

v\oo 
nt{GVlUo 

k-V 

2 
VjOO 

T i „ l 7T, S • 
k-1 

2 
Lv\ 7T 0 7/, S -

MOKUJ 

2 

If V(f) is the p-adic representation of GF associated to / , then we have, for each 
prime w \ poo of K, 

LW(7TK 0 A s) = LW\ Res%K(V(f))®ß,s 
k-1 

2 

12.6.2.2. We shall use the following explicit formulas ([Jac, Thm. 15.1]): 

12.6.2.2.1. If v I 00, then 

Lv(<irxO(ß),s)-- r c ( ^ + ^ 1 ) , ^ x #(/?), = 1. 

12.6.2.2.2. liv\oo and 7rv = 7r(/i,/i'), then 

L̂ (7T x 7r', 5) = £v(7r' 0 s) LV(TT' 0 //, 5) 

£V(TT x 7T', s , ^ ) = £v(7r' ® fJLisiißv)ev(nf 0//,s,^v). 

12.6.2.2.3. If v t 00 and TTv = St(/i), then 

LV(7T x 7r;, 5) = Lv(nf 0 /i, s + I) 

nt{GVlUomLfnt{GVlUomLfnt{GVlUomLfnt{GVl 
- S, 71"' 0 /i X) 

LV(S - ^, 7T7 0 ß) 
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12.6.2.3. Let g G 5jt(n, 1) be a newform of level n with trivial central charac­
ter ( = > k G 2Z), 7r = 7r(g) the corresponding automorphic representation and 
/3 : A.*K/K*A*F —> C* a ring class character of finite order. We denote 

ran(K, g, (3) := ords=/c/2 L(pk, /?, s) = ords=1/2 L(TT X 0(/3), S) 

rân(K, g) : = rAN(K, g, 1) = ords==/c/2 L ( # , s)L(p 0 77, 5) = ords=i/2 L(TT, S)L(TT <g> 77, S ) . 

The functional equation 

L(TT x 0(/?), s) = £(TT x 0(/3), 5) L(TT x 0(/3), 1 - 5) 

implies (as in 12.3.4, we use the fact that the archimedean L-factors n ôo LV(TT X 

0(/3), 5) have neither zero nor pole at s = 1/2) that 

(12.6.2.1) (_!)ran(K^,/3) = ^ = 

LMOK 

nt{GVlUo (_1)ra„(X,9) = £ = 
V 

1 

where we have denoted, for each prime v of F , 

e(ß)v := ev(7T x 6(ß). е Ж ) , ^ := 

(for a fixed additive character I/J : Ap/F —• C*). 

12.6.2.4. Proposition. — In £/ie notation of 12.6.2.3, let v \ 00 6e a prime of F. 

(i) Ifitv=ir(ii,p x); then e(P)v =r}v(-l). 

(11) 7/ 7rv = bt(/i) (71 = ly, men 

£{ß)v = Vv{-1 
— 1, if v is not split in K/F and f3w = /1 o 

1, otherwise. 

(iii) / / 7rv Z5 supercuspidal, assume that v f dx/i? and, z/ v is inert in K/F, then 
v\c(f3). Then 

nt{GVlUomLfnt{GVlUomLMPLI 

Proof 

(i) It follows from 12.6.2.2.2 that 

e{P)v = ev(6{P)v®p,,\,^v)£v(6(p)v®p \ | , ^ ) -

If vOK = ww1 (w ^ w'), then 6(/3)v = ir(f3w,Pw') niPwifiw1), hence 

nt{GVlUomLfnt{GVlUomLfnt{GVlUomLfnt{GVLMOKJKUHT 

= (^)(-l)(/i/?-1)(-l) = 1 = ^(-1) . 

If v does not split in K/F and w is the unique prime of K above v, then we obtain 
from 12.6.1.2.3 

nt{GVlUomLfnt{GVlUomLfnt{GVlUomLf 

= £v(r]vfi2 • PW\F*A^V) ZwiPw • {p 0 Nw), \,^y o Trw) 

£y(0((3)y®/i 1A,vpy) = ev(r]vn 2 • (3w\FT.\^y) ew((3w - Uo Nw) , i ^ o T r t t 
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As PW\F* = 1 and 

ew(ßw - (fio Nw) 1,^iißvoTrw) = £w((ßw • Nw) x) or , \ , ^v oTrw) 

= ew(ß~X • (/i o Nw)-\ o Tr^), 

it follows that 

e(ß)v=ev{rivß2,\)ev{r]vß 2, \)ew(ßw • O o Nw), ^)ew(ßw • (fi o Nw) , ^) 

= (Vvß2ßw • (M ° ^ ) ) ( - l ) = 77V(—1). 

(ii) It follows from 12.6.2.2.3 that e(/3)v = A-B, where 

A = sv(0(ß)v <8> fi\ • |1/2, i ^ ) (#(/?)„ 0 /x| • |"1/2, i ^ . ) 

5 - lim 
Lv(0(ß)v®fi,\-s) 

n -, TT-Lv(é>( /3)v®/i ,5- i ) 

The same calculation as in (i) shows that A — rjv(—l). 
In order to compute B, we use the fact that, for any character x : —> C*, 

B(x) - lim 
nt{GVl 

nt{GVlUomLf 

- 1 , X = l 

MOKUJ nt{GVlU 

If t; splits in K/F, then 12.6.1.2.2 implies that 

B = B(ßw) B(ßw>) = B(ßw) B(ß~1) = 1. 

If v does not split in K/F, let u> be the unique prime of K above v. If (5W ^ v o JV ,̂ 
then is supercuspidal, hence B — \. \i (5W — v o Nw (v : —» C*), then 
12.6.1.2.3 implies that 

B — B(fiu) B(fivrfv) = 
- 1 , is = fi,fir]v 

1, V^fl,fir\v. 

As 7/̂  induces an isomorphism 77v : F* /NW(KW) ^ {±1}, we have 

v = fi,fiï]v 4=4> T)oNw = fioNw. 

Putting everything together, we obtain the formula (ii). 
(hi) By assumption, v is unramified in K/F. If vOK — wwf, then 6(j3)v = 

TT((3w1(3wl), hence 

= £v(nv ® ßw, \,ll>v) £V(kv ® ßw1, \,^v) = 1 = 
by Lemma 12.3.13(h). 

If u is inert in K/F and w is the unique prime of K above v, then j3w : iv^ —> C* 
is unramified and trivial on F*; it follows that /3W = 1, hence 0(/?)v = 7r(l, 77̂ ,) and 

e(ß)v = £V(TTVi l^v) £V(TTv <g) Tfr, \,ll)v). 
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Let n(ipv) be the minimal integer n G Z such tha t ipv(v uOF,V) — 1- As r]v is 

unramified, we have 

ev(irv 0 7^, | , ^ ) 

nt{GVlUomLf 

nt{GVlUomLfnt{GVlUomLfnt{GVl) (Vj^l,2) ^ 

which implies tha t 

eW)v =ev(irv, Ì iPvYriv(v)°^ = riJv)°^'K 

12.6.3. Global e-factors for ring class characters. — Let g G Sfc(n, 1), TT = 7r(g) 

and /3 : A*K/K*AF -> C* be as in 12.6.2.3. 

L2.6.3.1. Define the "Steinberg part" of the level of g by 

t*st = n 7 where a — 
7r„/St(/x) 

v (ord„(nSt) > 0 7TV = St(/i)). 

12.6.3.2. Definition. — We define 

R{f3)° := I nst : 7Tu = St(/j), ^ = /10 TV ,̂ ?j ramified in K/F} 

R(3)~ := iv I nst : TT„ = Stfui, ft,, = u o JV„„ v inert in K/F\ 

(above, w is the unique prime of K above v). Note tha t 

R(l)° := I nst • = St, or St(r]v), v ramified in K/F} 

i?( l ) := {?j I nst • kv = St, or S t ( ^ ) , v inert in K/F} 

12.6.3.3. Proposition 

(i) R((3)- n t c(/3)} = i2( l)- n {v \ c(/3)}. 
(ii) #(/3)° n {v I c(/3)} n R(l)° = R(p)~ H {v I c(/?)} n = 0. 

Proof. — This follows from Proposition 12.6.1.6(i)-(ii). 

12.6.3.4. Proposition. — If the order of /3 is odd, then 

(i) R(f3)° n {v I c(/3)} = /¿(1)° n {v t c(/3)}. 

(ii) (R(p)°UR(p)-)n{v\c((3)} = 0. 

(iii) = i?(l)° n {v \ c(p)}, R(p)~ = R(l)~ n {v \ c(/3)}. 

Proof. — The statement (i) (resp., (ii)) follows from Proposition 12.6.1.6(iii) (resp., 

(ii)), while (iii) is a consequence of (i) and (ii). • 

12.6.3.5. Consider the following conditions: 

H(K) : (\/v I dK/F) TTY is not supercuspidal. 

H(K,f3) : H(K) A ((W I c(/3) inert in K/F) TTV is not supercuspidal). 

12.6.3.6. Proposition. — Assume that H(K) holds. Then 

e = ( - l ) № r , ( n « K ' r i ) ( - l ) \ R W ° K ) ( V j ^ l 
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Proof. — Proposition 12.6.2.4 (for (3=1) implies that 

( _ l ) [ ^ Q ] £ = £-

v\oo 

[^Q]£ = £-

v\dK j Foo 

[^Q]£ = £-
VER(I)0 

[^Q]£ = 

12.63Corollary. - // (Mv I dK/F) 7TV is in the principal series, then e = 
(_ l ) [^Q]^(n(^ /F) ) 

In particular, if (dK/F,n) = (1), then e = (—1)^-F:^r](n). 

12.6.3.8. Proposition. — Assume that H(K,(3) holds. Then 

£(^ß\ = ^_l)[F:Q}rj^n(dK/F)^ (_1)|fi(/?)0|(_1yi?(/3)-n{i;|c(/3)}|^_1^|fi(l)-n{V|c(/3)}|_ 

Proof. — Proposition 12.6.2.4 implies that 

(12.6.3.1) ( - l ) I W ) ° l + I W ) - | e ( / 3 ) 
[^Q]£ = £-[^Q]£ = £-

Combining this formula with Proposition 12.6.3.3 (i) and 12.6.3.6 yields the result. 

12.6.3.9. Corollary 

(i) If H(K,P) holds and (3 has odd order, then 

£(ß) = (-iyF^\RI(n{dK/F)) (-l)l^1)UN{vMß)}\(_i)\R(IRN{v\c(ß)}\^ 

(ii) IfH(K,ß) holds and(dK/Fc(ß),nSt) = {l), thene(ß) = e = (-l)iF^n(n^/^) 

12.6.3.10. Define, for each prime v of F , 

e(ß)v := e(ß)v 
- 1 . if v I p, v is not split in K/F, TTV = St(fi), ßw = ¡10 Nw 

1, otherwise 

(where w is the unique prime of K above v) and set 

sv=e(l)v, £(/?) = 
V 

-iyF^\R e -
V 

LMO 

It follows from the définitions that 

(12.6.3.1) e(ß)/e(ß) = (-i)\R^)°n{v\p}\(-i)\R^yniv\p}\, 

Combining this formula with (12.6.3.1), we obtain, assuming H(K,(3), that 

(12.6.3.2) (_1)|ß(^)°n{^p}|(_1yi?(/3)-n{^M| £(ß) 

= (_i ) |ß( i )M^MI(_i ) |Ä( i ) -nMP}| e. 
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12.6.3.11. Consider the following conditions: 

H(K,p): H(K) A (\/v I c fôF ) lïy ls m tne Prmcipal series. 
H(K,P,p): H(K,P) A H(K,p). 

12.6.3.12. Proposition. — Assume that H(K) holds. Then 

-iyF^\RI(n{dK/F)-iyF^\RI(n{dK/F)-iyF^\RI(n{MOKJU 

Proof. — Combine (12.6.3.1) (for 0 = 1) with Proposition 12.6.3.6. 

12.6.3.13. Corollary. — Assume that H(K,p) holds. Then 

-iyF^\RI(n{dK/F)-iyF^\KYGRI(n{dK/F)MOKI 

If in addition, (V?j | p) TTv is not supercuspidal, then e = ( —l)tF:Q] ^ ( n ^ ^ / ^ ) . 

Proof. — The first formula follows from Proposition 12.6.3.12. If v | p is unramified 
in K/F, then 

-iyF^\RI(n{dK 

- 1 , if 7TV = St 0 /i, /i unramified, v inert in i f / F 

1, if 7TV = St (8) /i, /i ramified 

1, if i; is split in K / F 

1, if 717 = 7r(/i,/i X), 

which proves the second formula. 

12.6.3.14. Proposition. — Assume that H{K,(3) holds. Then 

¿(/3) = ( - i ^ Q I ^ ^ K / F ) ) ^ ! ) ! ^ ) (Vj^l,2) ̂ Vj^l,2) ̂ ) (Vj^l,2) ̂ ) (Vj^l,2) ̂ ) (Vj^l,2) ̂ ) (Vj 

Proof. — Combining Proposition 12.6.3.8 with (12.6.3.1), we obtain 

dP) (-1)^ ri(n^^) (_ l ) IW)°nWp}l 

= (_1)l«(/3)-n{i;|p}|(_1^(/3)-n{r;|c(/3)}|^_1^|JR(l)-n{t;|C(/3)}|> 

The R.H.S. can be simplified as follows: we have 

\R(P)-r\{v\p}\ + W)-ï\{v\c{l3)}\ 

= \R((3)' D{v\p,v\ c(l3)}\ + \R(f3)- n {v I c(0), v \p}\ 

and 

\R(0)-n {v \ p, v \ c(0)} \ R ( l ) - n { v \ p , v \ c ( ( 3 ) } ) ( V j ^ l \ 

(using Proposition 12.6.3.4(i)), hence 

\R(0)-n{v\p,v\c(l3)}\ •\R(l)-n{v\c(0)}\ = №Tn{v\pc(/3)}\-
which proves the desired formula. 
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12.6.3.15. Corollary 

(i) If H(K,(3) holds and (3 has odd order, then 

e(ß) = (-l)[F:Q]ï](n{dK^F)) (_i)l^(1)°n{^(/3)}|(_1yß(i)-n{z;bc(/3)}|> 

(ii) If H(K, ß,p) holds and ß has odd order, then 

e(3) = (-l)[F:Q]n(n{dK/F)) f - n W 1 ) " ^ ^ ) } ! . 

(iii) Assume that H(K,f3) holds, (c(/3),tig^) = (1) and either H(K,p) holds or ¡3 

has odd order. Then e(/3) = e. 

12.6.4. Ring class characters and twists of p-ordinary forms 

12.6.4.1. Let / G Skfatp), g = f®X e Sk(n(g),l) and V = V(g)(k/2) = 
V(f)(k/2) (g) x be as in 12.5.5 (i.e., f is p-ordinary and ip = \ 2)- Fix a ring class 
character of finite order ß : A*K/K*AF —> C*. 

12.6.4.2. Using the embeddings and iVl we consider ¡3 as a character with values 
in L* (after enlarging L, if necessary). Denote the fixed field of (3 by Hp. According 
to 12.5.9.2 (iv) there are canonical isomorphisms 

H}(K,V®ß) H}{Hß,vf'x\ -iyF^\RI(n{dK >H}(Hß,vf\ 

The action of Adf(r) (for any lift r to GsliHg/F)) induces an isomorphism 

H}(Hß,vf H}{Hß,vf\ 

hence 
h)(K,V®ß) h)(K,V 0/T1). 

The same results hold for Hj (and h^). 

12.6.4.3. Proposition. Under the assumptions of 12.6.4-1 we have 

-iyF^\RI(n{dK/F)-iyF^\RI(n{d 

(_1^h}(K,V®ß)-hif(K,V®ß)+ran(Kigiß) = £^ßy 

Proof. — It follows from (12.6.2.1) that it is enough to prove the first formula. Ac­
cording to 12.5.9.3, 

h)(K,V®ß)-h)(K,V®ß) 
v\p w\v 

dimLp H°(Kw,V-®ßw) 

v\p 
TTv=St(/j, w\v 

1, ßw=VoNw 

0, ßw / \i o Nw. 

The contribution from each prime v \ p that splits in K/F (vOK = ww') is even, as 

Pw' = Pwli hence 
ßw>=ßoNw> ßw=/joNw. 
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The parity of the contributions from the remaining primes yields exactly the sign 

e(/3)/e(p). 

12.6.4.4. We shall be interested in the validity of the following congruence: 

(•) h) (K, V®0)-h)(K,V®0)+ ran (K, g, (3) 

= h)(K,V) - h)(K,V)+r^K,g) (mod2). 

It follows from 12.6.4.3 that (•) holds 4=> e(f3) = e. 

12.6.4.5. Proposition. — The congruence (*) holds in any of the following cases: 

(i) H(K,/3) holds, (c(P),n(g)^) = (1) and either H(K,p) holds or [3 has odd 
order. 

(ii) H(K) holds, c(/3) divides a power of p and either H(K,p) holds or (3 has odd 
order. 

(hi) (n(g), dK/F) — (1) and c((3) divides a power of p. 

Proof 

(i) Combine Proposition 12.6.4.3 and Corollary 12.6.3.15(hi). 

The statement (ii) is a special case of (i), as nv is not supercuspidal for any v \ p (hence 

H(K,p) follows from H(K) in this case). Similarly, (iii) is a special case of (ii). • 

12.6.4.6. Fix a non-zero ideal c C OF prime to p and a non-empty set P\,. .., Ps \p 
of prime ideals above p in F. Set 

K[cP^'-P^} 

n^l 
K[cPT...P?], G(cP°° • • • Ps°°) - G3l(K[cP?° • • • PT\/K)' 

The torsion subgroup G{cP?° • • • Ps°°)tors of G = G(cP1°° • • • Ps°°) is hnite and the 
quotient group G/Gtors is isomorphic to Z£, where 

a = 
s 

i=l 

Pp, : Q J . 

12.6.4.7. Proposition. — Assume that (3,f3f : G = G(cP1°° • • • Ps°°) —> L* are characters 

of finite order satisfying /3|Gt0rs = Pf\GU)VS- Then: 

(i) If w] poo is a prime of K, then (3w\o*K w = Pw\o*Kw-

(ii) The ideals c(f3)^ = c((3')^ are equal and they divide c. 
(iii) R{(3)° n {v f p} = R{(3')° n{v\p} and R{f3)~ n {v \ p] = R{f3,)~ n {v \ p) 
(iv) If H(K,(3) holds, so does H(K,(3') and we have 

h){K, V®p)-h)(K,V®l3)+ ran(K, g, P) 

= h){K, V 0 (3f) - h}(K, V®(3') + ran(K, 0, (3') (mod 2). 
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(v) IfH(K,p) holds, then 

h)(K, V®ß)- ran(K, g, ß) = h}(K, V®ß')- ran(K, 0, ß') (mod 2). 

Proof 

(i) As the pro-p-part of 0*Kw is finite, the image of 0*Kw/0*Fv (where v is the 
prime of F induced by w) in G is contained in Gt0rs, which implies that f3w — f3'w. 
The statements (ii) and (iii) are straightforward consequences of (i). 

(iv) As c(/3)(p) = c(j3')^ and TTV is not supercuspidal at any prime v | p, H(K,/3') 

follows from H(K,/3). Applying Proposition 12.6.3.14 to (3 and (31', we obtain e((3) = 

£(/?')> which is equivalent to the statement (iv), by Proposition 12.6.4.3. 

(v) We use the fundamental parity result proved in Theorem 10.7.17. Fix an 
isomorphism G ^ Gt0rs x H, H = ZJfQ], and put K0 = K[cP™ • • - P™]H. The 
character ¡3 (resp., (3') decomposes as a product (3 = ao x a (resp., j3' = ao x a'), 
where 

«0 = ßlGtors = r ioters : ^torS - T* a : H - MOUHY a' : H - HJNK 

The parity result 10.7.17 (iii) then yields 

h){K,V®ß) = h)(K,V®av) (mod2) 

h)(K,V®ß')=h)(K,V®aQ) (mod2), 

hence 

h)(K,V®ß) = h)(K,V®ß') (mod2). 

Combined with (iv), this proves (v). 

12.6.4.8. Corollary. — Assume that (n(g), cd^'F'Ps^) = (1) and £/ia£ (3,(3' \ G = 

G(cPf° • - • P^°) —> Fp are characters of finite order satisfying f3\Gtors = /̂ Ictors • 

h\(K, V <8> 3) — ran(X, a, ß) = h\(K, V®ß')- ran(iT, a, /?') (mod 2). 

Proof. — The assumption n(g),cd(Pj'FPs)) = (1) implies that H(K,ß) holds. We 

apply Proposition 12.6.4.7 (v). 

12.6.4.9. Proposition-Definition. — Assume that n(g),cd^FP^) ( 1 ) and define 

jK(g, K;Pi,..., Ps) := {v j p in F, v { P i , . . . , Ps}, v inert in K/F, ord„(n(g)) = 1} 

m(g)=m(g,K;P1,...,Ps) := \*(g, K; Pu ..., Ps)\. 

(i) We have nK/F(n(g)^-'Ps)/n(o)(p)) = (-l)m(s). 

(ii) / / (n(g)^-p-\(p)) - (1) (e.g., tfk^ 2), then m(g) = 0. 

(iii) Let (3 : G(cP^° • • • P£°) —» Lp 6e a character of finite order; then 

e(3) = (-i)^Q]+^)„./Frn(fl)(^-^)). 
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If (Pi--- Ps)n I c((3) and n » 0, then 

h)(K, V®P)- h)(K, V®p) = m(g), £(/?) = (- l ) [F:Q]№(n(^)(Pl-p-)) . 

Proof 

(i), (ii) Let v I ((p),n(g)), v ^ P\,...,PS be a prime of F; then n(g)v is not 
supercuspidal and v is unramified in K/F, hence 

rjv(o(7r(g)v)) = —1 <^> v is inert in K/F, 2 { ord^(n(g)) 

<=> v is inert in K/F , 7r(g)v = St(/i), /i unramified 

<̂ => v is inert in K/F, oTdv(n(g)) = 1, 

which proves both claims (above, 77 = rjK/F). 
(iii) We use Proposition 12.6.3.14 to compute e(p) (the condition H(K,P) holds, 

as observed in the proof of Corollary 12.6.4.8). Our assumptions imply that 

R(P)° H {v \p\ = Rip)- H {v I c(P), v\p} = 0 

R(l)~ n {v I pc{p)} = {v\p,v inert in K/F, ordv(n(g)) = 1}, 

hence 

^ ) ( - i ) | F : Q 1 = riK/F(n{g)«"'F)){-l)m{9H _l,\{j = l,...s\P} inert in K/F, 2tordPj(n(<?))}| 

=) (Vj^l,2) ^ to(n(î)w-p'»)(-l)B(". 

Assume now that (Fi---Fs)n | c(P) and n » 0. We use Corollary 12.5.9.3 to 
compute hlj(K, V 0 P) — hlj(K, V ® P). Let v | p be a prime of F satisfying 7r(^)v = 
St(/x) (/i2 = 1). Fix a prime u; | v of X and put Nw = NKw/Fv. We must investigate 
the condition Pw = ¡10 Nw appearing in 12.5.9.3. 

If v = Pi (i = 1 , . . . , s) and n » 0, then ^ 1, hence pw 7^ p o Nw. 
Assume that v £ {Pi,... ,PS}. By assumption, v \ dK/Fc(P), hence NW(0*K ) = 

0*Fv and PW{0*K,W) ~ m particular, pw 7̂  fi o JV^ if /i is ramified. 
If v splits in K / F and n > > 0, then PlJ(FR(w)) ^ 1, hence Pw ^ po Nw. 
If v is inert in K/F (and n ^ 0 is arbitrary), then pw = 1 and 

[/3^ = /1 o /1 is unramified ordv(n(g)) = l ] , 

by Proposition 12.6.1.6(i). Putting all the cases together, we deduce from Corol­

lary 12.5.9.3 that 

(Vn > > 0) h){K, V®P)- h)(K, V®P) = m(g). 

Finally, Proposition 12.6.4.3 implies that 

Vn»0)e(/3)09)-iyF^\RI(n{dK/F)) (Vj^l,2) ̂  -iyF^\RI(n{dK/F)-iyF^MIKU 
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12.6.4.10. Trivial zeros in K[cP^° • • • Ps°°]. — In the situation of Proposi­
tion 12.6.4.9, assume that Koo C K[cP^° • • • Ps°°] is a subneld such that 

(Vn > 1) 3ß : r = GaliKoc/K) > L* of finite order with (P1 • • • Ps)n \ c((3). 

Write r = T0 x A, T0 ^ (r ^ 1), A = rtors (|A| < oc), and fix a character 
X : A —» (O'Y, where 0 ' is a discrete valuation ring, finite over O = OL,P> Set 
A = 0 [ r j and, for each (9[A]-module M, := M 0o[A],x °'- Fix a ^F-stable 
O-lattice T CV and put A = V/T, 

(Vv\p) T+ = y + n r , t - = t / t + , ^ = 7 ^ . 

Consider the contribution of the trivial zeros to Hj(Ks/K^, A) (cf. (9.6.5.1)): 

Z = 

%MPKI 

M%PL Z>„ = lim ( 
rv 

MOLM 

H°(GWa, Av ) , 

where Ka/K runs through the finite subextensions of K^/K, and wa | w | are 
primes of Ka,K and F , respectively. 

12.6.4.11. Proposition. — in £/ie situation of 12.6.4.10, we have, for each prime v \ p 

ofF, 

corkA(x) 

w\v 

VNHF 
1, veJt(g,K-P1,...1Ps) 

0, v£jt(g,K',P1,...,Ps), 

corkA(x) ZW = m(g, K;PU..., Ps). 

Proof. — Fix a prime w | p of K and denote by v the induced prime of F. As Zw is 
a module of co-finite type over ( 9 | r / r j (where Tw C T is the decomposition group 
of w in KQQ/K), we have corkA(X) Z^ = 0 whenever \TW\ = oo. If v 6E {Pi, . . . , Ps}, 
then ^ |/(rw)| = oo. Assume that v £ { P i , . . . , P s } ; then v is unramified in 
K/F. If v splits in K/F, then = oo. If v is inert in K/F, then Tw = 0, hence 

DA(ZW) = D0(H°(GW, A-)) ®o A. 

Applying Proposition 12.5.8, we obtain, in this inert case, 

corkA(x) Z<*> = corko H°(GW,A~) = 
J 1, ordv(n(^)) = l 

[O, otherwise. 

Putting all cases together yields the claim. 

12.6.4.12. Proposition. — In the situation of 12.6.4.10, let K^ = K[cP^° • • • Ps°°], 
T = Gdl(Koo/K) = G(cP?° • • • Ps°°). Pn/ar#e 5 50 that S D {v\c}; then Ks D K^. 
Define ô G {0,1} by the formula 

-iyF^\RI(n{dK/F)-iyF^\RI(n{dK/F) 
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Assume that the following condition holds: 

№ , x ) ) (Vn > 1) 3/3 : T —»I*o/ . /mi te order with (Pi • • • Ps)n \ c(/3) 

P\a = X~\ h)(K,V®0)=5. 

Then: 

(i) (Vj = 1,2) rkA(x±1)^iIw(/roo/Ar,T)(x±1) = corkA(x±i)^(/rs//r00)A)^±1) = 
5 + m(g,K;Px,...,Pa). 

(ii) corkA(x±1) 5^(^00)^ 1> = «5. 
(iii) Let X C C KOQ be any intermediate field; set V = Gel^K'^/ K), A! = 

OpT']. If x factors through a character x' r[ors —• (O7)*, t/zen u>e /iave; for j = 1,2, 

rkA,(x,±1) H ^ J K U K T ) ^ ) (Vj^l,2) ̂ ) (Vj^l,2) ̂  =corkA,<xl±1)HUKs/K/00,A)^ > 
^(J + m(5,A:;Pi) . . . ,Ps) 

c o r k A , ( x , ± 1 ) ^ ( X s / ^ , A ) ^ > = J + m(5)JK-;Pi,...,Ps) (mod2). 

Proof 
(i), (ii) The equality of the various (co)ranks and their independence on the choices 

of S, S and T follow from Proposition 7.8.8, Theorem 10.7.17(h) and Proposition 9.7.9 
(the assumptions are satisfied, thanks to Proposition 12.4.8.4). Denote their common 
value by m and put m(g) := m(g, K\ P i , . . . , Ps). The exact sequence (9.6.5.1) (in 
which S = {v I p}) together with Proposition 12.6.4.11 imply that 

(12.6.4.1) m(g) ^ m = m{g) + corkA(x±1) ^ ( t ) ^ >. 

Fix n » 0 and choose ¡3 as in the condition C(g,x)- Proposition 12.5.9.2 together 
with Proposition 12.6.4.9 (iii) show that 

(12.6.4.2) m(q) < h\(K, V <g) (3) = m(q) + h\(K, V <g> 3) = m(q) + Ô ^ m(q) + 1. 

On the other hand, set KQ = KF0 — K^T^R°\ and denote by x' 
GS1(KQ/KO) —» Lp the character induced by P~1\rQ (this has nothing to do 
with x' that appears in (iii)). After enlarging O' if necessary, we can assume that 
Im(x') C O ' . The character (3~l coincides with the composite map 

/T1 : r = A ® r0 — A ® Gal( i^/K0) XXX >L* 

hence 

-iyF^\RI(n{dK/F)-iyF^\RI(n{dK/F)-) (Vj^l,2) ^iyF^\RI(n{ 

H}(K'Q,) (Vj^l,2) ^= Hlf{K, V <g> (x x xT1) = H}{K, V <g> /3), 

by Proposition 8.8.7. Applying Theorem 10.7.17(iv), we deduce that 

m <: h)(K,V ®(3) = m(g) + ô, m = h){K,V ® (3) = m{g) + ô (mod 2), 
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which implies, thanks to (12.6.4.1)-(12.6.4.2), that 

m = ra(a) + S, corkA(x±i) 5f̂ tr(iv"00)̂ x± ^ = rn - m(g) = 6. 

(iii) The equality of the various (co)ranks follows as in the proof of (i); denote their 
common value by m'. Applying Theorem 10.7.17(iii) to both K^/K and K'^/K, we 
see that 

m = h\(K, V ® Y-1) = h\(K,V ®y'-1) = rri (mod 2). 

The inequality m > m' is a consequence of Proposition 8.10.11 (ii). 

12.6.5. Hilbert modular forms with CM 

12.6.5.1. Lemma. — Let f £ Sfc(n, <p) — {0} be a newform of level n and weight k ^ 2. 

The following conditions are equivalent: 

(i) There exists a quadratic extension K'/F such that 7r(/) ^ 7r(/) (g) r]KuF. 

(ii) There exists a quadratic extension K'/F such that V(f) ^ V(f)®nK>/F (where 

VK'/F 1 GF {=tl} is the quadratic character with kernel KeY(rjK'/F) — GK')• 

Proof. — This follows from the compatibility (12.4.3.1) and the fact that, for each 
finite set S of primes of F, the representation 7r(/) (resp., V(f)) is uniquely determined 
by the set of local representations {^{f)v \ v ^ S} (resp., {V(f)v \ v (/ S}). • 

12.6.5.2. Proposition-Definition. — If the conditions (i), (ii) of Lemma 12.6.5.1 are 

satisfied, then: 

(i) The field K := K' is totally imaginary (we say that f has CM by K). 

(ii) There exists a character X : A*K/K* —• C* satisfying 

(Vw \ocmK) (Vz G Kw = C*) Xw(x) = xx~k 

(yv prime ofF) (V/x : F* —» C*) Lv(n(f)v ® /i, s) 

w\v 

Lw{\w-(tJLoNw),s + (k-l)/2). 

In other words, 7r(/) (8) | • |̂  }/ is isomorphic to the automorphic induction IK/FW 
and 

(VTJ prime of F) Lv(f,s) — 
w\v 

Lw(\,s). 

(iii) n = dK/F NK/F(cond(X)). 
(iv) If a non-archimedean prime v of F splits in K/F (vOK = ww'), then 7r(f)v = 

A*,,)® I-I(fc-1)/2-

(v) The central character of n(f) is equal to T)K/FWa*f) \ ' \h~l• 
(vi) If the central character of n(f) is trivial and v is a non-archimedean prime of 

F which is unramified in K/F, then 2 | ord^(n). 
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Proof. — The statements (i) and (ii) are well-known: if V(f) ^ V(f) (g) TJK'/f? then 
we have (possibly after replacing Lp by a finite extension) V(f)\cK, —> X © X ° 
for some character x '• GK' —• £p (where Gal(jftf'/F) = {l,p}). As V(f)\cK, is a 
semi-simple L-rational abelian representation of GK'-> it follows from [He, Thm. 2] 
(see also [Se3, §111.2.3, Thm. 2]) that \ 1S the Galois representation associated to an 
algebraic Hecke character ip of K'. As V(f) ^ Ind.Q^f (x), we have L(/ , s) = L(A, 5) 
(Euler factor by Euler factor), where A : A*K//K'* —• C* is the idele class character 
associated to tp and the fixed embedding ¿00 : Q ^ C ([Sc, ch. 0, §6]). Comparing 
the archimedean terms in the functional equations of L(f,s) and L(A, s) (and using 
the fact that k — 1 ^ 0), we deduce that K' — K is totally imaginary and the infinity 
type of ip is equal to (k — 1) ^2ae^ cr, for some CM type $ of lif. 

The formula (iii) follows from [A-T, ch. 11, Thm. 18] and (12.4.3.2), while (iv) 
is a consequence of (ii). The central character of IK/FW is equal to T]K/F(Ma*f), 
which proves (v). In order to prove (vi), we need to show that 2 | ordv(cond(A)), 
by (iii). This divisibility is automatic if v is inert in K/F. If v splits in K/F', then 

= 7r(/i,/j_1) (by (iv)), hence ordv(n) = o{n(f)v) = 2o(/i) is even. • 

12.7. Hida families of Hilbert modular forms 

In this section we apply the methods of 10.7.7-10.7.10 to big Galois representations 
associated to ordinary families of Hilbert modular forms. The parity results proved 
in 12.7.15 generalize, among others, Theorem A' from [N-P]. 

12.7.1. Fix an ideal n C OF prime to p. We shall be interested in ordinary eigen-
forms / G Sk(xxpr,(j)) for k ^ 2,r ^ 1. Such forms have central characters defined 
on 

Z = filli Inp'oc 
r 

where Iaoo is the ray class group modulo aoo (recall that 00 denotes the sum of all 
archimedean primes of F). The torsion subgroup Ztors is finite and Z/Ztors ^ Ẑ +<5, 
where 6 ^ 0 is the default of the Leopoldt conjecture for F and p. In particular, 6 = 0 
if F is an abelian extension of Q. 

Let So be the set of all primes of F dividing npoo. Recall that we have normalized 
the isomorphism of class field theory by 

L UF,So 

q 1—> Fr(q)geom. 

With this normalization, the composite map 

(12.7.1.1 Z ^ GAFBSO — G a l № P o c ) / F ) — G a l ( Q ( / i p o o ) / Q ) ^ z ; 
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sends q to its norm TVq G Z*. Putting 

Q = 
-iyF^\RI(n{ 

[4, p = 2, 

the torsion subgroup of Z* 

(Z*)tors — 
/ip-i(Zp), p^2 

{±1}, p = 2 

has a canonical complement 1 + qZp C Z*. The corresponding projections 

Lj : z; — (z;)tors, k : z; —> l + çzp 

define a decomposition 

[to, k) : Z* (Z*)tors x 1 + çZp. 

Let Qoo/Q be the unique Zp-extension of Q, i.e., the fixed field of Gal(Q(/ipoc)/Q)tors c 
Gal(Q(/xpoo)/Q). Then the map 

« ° Xc"yci : Gal(Qoo/Q) 1 + qZp 

is an isomorphism; denote by T C 1 -f qZp the image of 

Gal(FQoo/F) c_> Gal(Qoo/Q) 
KOXCycl 1 + ẑp 

(r is isomorphic to Zp). 

12.7.2. Let O be the ring of integers of a finite extension of Qp (e.g. of Lp); put A = 
(9[r]. The tautological representation x r : T ^ A* defines a big Galois representation 

Xr : GF,So — Gal(FQoo/F)-
/C°Xcycl ^ 

>T c—• A*, 
for which 

Xr(Fr(q)geom) = Xr(«(Wq)) (q \ np). 

Fix a topological generator 7 G T (one can take, for example, 7 = (1 + q)p , where 
pe = (1 + gZp : r)). For each pair (A:, e), where k G Z, ^ 2 and 

£ : T > //poc(O) C (9* 

is a character of T of finite order, put 

Pk,s = xrh) - e(ihk 2 e A 

(where jk~2 G T C 1 + ^Zp C (9*). Then A/Pk,£A 0 and the representation 

Xr (modPfc>£) : GF,5o —> (A/PMA)* = O* 

sends Fr(q) = Fr(q)geom (for each q { np) to e o K(Nq) • K(Nq)h 2, i.e., 

Xr (mod Pkt£) = (£oko AT) • (k O N)k~2, 
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by the Cebotarev density theorem. More generally, if O' is the ring of integers of a 
finite extension of Frac(O), k! ^ 2 and e' : T —» (0 ' )* a character of finite order, then 

Pk1 e Spec(A') (A' = 0'[r] |) 

induces a prime ideal 
Pfc/^/A'n A e Spec(A) 

with residue field Frac((9)(V(T)), and the representation 

Xr (mod P ^ A ' n A) : GF,5o — 0(e ' ( r ) )* 

is equal to (ef o « o JV) • o iV)fc/ 2. 

12.7.3. For any level n' C OF one defines Sfc(n',Z) C Sfe(n') (fc ^ 2) to be the 
subgroup consisting of cusp forms / whose all Fourier coefficients c(a, /) G Z are 
rational integers. Then 

5fc(n',Z) ® z C = Sfc(n') 

and one defines 
Sfc(n',0) = 5fe(n',Z) ®xO. 

The Hecke algebra 
hk(W,0) (fc^2) 

is the 0-algebra generated by Tn/(a) = T(a), Sn'(b) (for all integral ideals a in O F 
and all integral ideals b prime to n') acting on Sk(n' ,0). 

If np|n', then Up := Tnp(p) = r„ , (p) and 

e = lim Up 

(Hida's ordinary projector, e2 = e) act on Sk(n',(D). The ordinary part of the Hecke 
algebra hk(W, O) is defined as 

^ rd(n / )0)=e / i fe (n , ,0 ) ( fc^2, np|n'). 

For fixed fc ^ 2 and variable r ^ 1, the Hecke algebras hk(npr, O) (as well as their 
ordinary parts) form a projective system under the transition maps T(a) i—» T(a). 
According; to [Hi2, Thm. 3.21, the projective limits 

\imhk(npr,0) (k ^ 2) 

(= hk.t^k^iyt(npoc; O) in the notation of [Hi2]) are canonically isomorphic to each 
other, i.e., do not depend on k ^ 2. We denote by 

hOTd(n;0) = e \imhk(npr,0) = firnh°krd(npr, O) (k > 2) 
r r 

the ordinary part of this limit (= hQrd(n; O) in the notation of [Hi2]). 
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The (9-algebra /iord(n; Ö) contains the images of all Hecke operators T(a) = Tnp(a) 
and 5(b) = Snp(b) (for all a and b prime to np). The map b i—>• 5(b) for k = 2 defines 
a homomorphism of Ö-algebras 

0\Z\ —> /iord(n;(9). 

Fix a splitting of the canonical projection 

Z —+ Z/Ztors =: W, 

compatible via Xcycl with the canonical splitting of 

Zp > Z*/(Z*)tors 

given by 1 + qZp. This induces an injection 

A(W) := 0 [ Z ] 0[Ztors] 0o A(W). 

The ring A(W) is isomorphic to Opo,..., T^J and /iord(n; (9) is a torsion-free A(W)-
module of finite type, by [Hi2, Thm. 3.3]. 

The fixed decomposition Z Ztors x W allows us to decompose any character 
0 : Z ^ O * a s 0 = (pt&me&w, where 0tame (resp., (f)w) denotes the restriction of (/> 
to Ztors (resp., to W). 

Fix also a splitting of the surjective homomorphism N : W -» T (given by the 
norm map Fr(q) i—>• Nq), i.e., a decomposition W WUl x T, where WUl Ker(N) 
denotes the "non-Leopoldt" part of W (of course, WUl = 0 the Leopoldt 
Conjecture holds for (F,p)). 

For a fixed character of finite order cj)nL : WUl —>• nP°o{Q) c O* we define 

h £ d > ; 0 ) - /*ord(n;(9) ^wnL,rUnL,iä 0{Tj = h™d(n;0) ®mwnLUnL O; 

this a finite A-algebra (A = G j r j ) . 

12.7.4. An arithmetic point of h°^L (n; O) is a prime ideal V G S p e c ^ ^ (n; O)) 
whose restriction to A = 0\T\ is equal to P^^A' H A G Spec(A) for some k' ^ 2 and 

: T (0 ' )* as in 12.7.2. 
We define a (pnL-arithmetic point of /iord(n; O) to be the image in Spec(/iord(n; O)) 

of an arithmetic point V G Spec(/i^dL (n; O)) under the canonical map 

Spech i (n;0)) Spec(ftord(n;C)). 

For such V, the images of T(a) and S(b) in h^L(n\0)/V are equal to (the images 
under LP of) the Hecke eigenvalues of an ordinary normalized Hecke eigenform 

-iyF^\RI(n{dK/F) 

where r(V) ^ 1 and (j)-p : Z —> 0'* is a character of finite order with "wild part" 

((j)V)w = cj)nL • (eo koN) 

(see [Hi2, Cor. 3.5], for v = 0). 
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12.7.5. Conversely, assume that 

-iyF^\RI(n{dK/F) -iyF^\RI 

is an ordinary normalized Hecke eigenform such that Frac(O) contains (the images 
under LP of) all Hecke eigenvalues of / and all values of 0, and that the restriction of 
(j> to WnL is equal to </>nL- Assume, in addition, that / is a p-stabilized newform in 
the sense of [Wi, p. 538]. This means that r ^ 1 and that the (ordinary) normalized 
newform / ' associated to / has level n' divisible by n. This implies that, for each 
prime ideal v \ p, 

1 - \f,(v)X + (j){v)(Nv)k-lX2 = (l-A / ( i;))(l-^)(7V^-1A/(^)-1X) -iyF^\ 

1- Xr(v)X = 1- Xf(v)X v\nf. 

The "wild part" of (f) is equal to 

<t>w 4>nL • (e o k, o N) 

for some character of finite order 

e:T—>/ipoo((9)cO*. 

By [Hi2, Cor. 3.5], there exists an arithmetic point V of h™dL(n;0) above ( i \ £ ) G 
Spec(A) such that 

T(v) (modV) = \f(v) = \f(v) 

for all prime ideals ideals v \ p. This collection of Hecke eigenvalues occurs in 
h^rd(npr ,0) only once, for each r' ^ r. This follows from the fact that the level 
of f is divisible by n and the standard description of ordinary eigenforms in terms of 
newforms ([Wi, (1.2.2)]). This implies that V is uniquely determined by / and that 

f = fv. 

One can say more: the multiplicity one statement alluded to above implies that 

-iyF^\RI(n{dK/F)MOHF 

is an unramified extension of discrete valuation rings (we are grateful to A. Wiles 
for explaining this fact to us). In the case F = Q, this is proved in [Hil, Cor. 1.4]. 
The general abstract principle is summarized in Lemma 12.7.6 below, which has to be 
applied to A = hord(n; 0 ) , B = 0\W\, J = Ker(0nL x id : B = 0\W\ -» 0 [ r ] = A), 
B/J - A, A/J A = /i°rndL(n;0), Q0 = The assumption (a) (resp., (b)) holds 
by [Hi2, Thm. 3.3] (resp., by Hida's "control theorem" [Hi2, Thm. 3.4] and the 
multiplicity one statement for / ) . 

12J.6. Lemma. — Let B C A be commutative Noetherian rings, J C B an ideal, 
PQ G Spec(A/JA). Let P G Spec(,4), Q = P n B G Spec(P) and Q0 G Spec(£/J) be 
induced by P$. Assume that 

(a) As a B-module, A is of finite type and torsion-free. 
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(b) Let M = (P/QA) ®B BQ/QBQ, N = (A/P) ®ß BQ/QBQ. In the canonical 

exact sequence of A/QA-modules 

0 —> M — • (A/QA) ®B/Q BQ/QBQ —> N — • 0, 

AT occurs in the middle term A<S>B BQ/QBQ with multiplicity one in the sense that 

HomA/QA(M,A0 = 0. 

Then 

(i) QAp = PAp, Q0(A/JA)Po = P0(A/JA)Po. 
(ii) / / (B/J)Q0 is a discrete valuation ring with prime element x (modJ) 

(x G B), the same is true for (A/ JA)p0. 

Proof 

(i) The assumption (a) implies that the map BQ —> Ap is injective. Both Mp = 
PAp/QAp and Np = Ap/PAp are finitely generated modules over the Noetherian 
local ring S = Ap/QAp, with Np = S/ms equal to the residue field of S. Localizing 
(b) at P , we obtain 

0 = Uoms(Mp,Np) = Roms/ms(Mp/msMp,S/ms): 

hence Mp/msMp = 0. Nakayama's Lemma implies that Mp = 0, proving QAp = 
PAP. As 

(A/JA)Po = Ap ®B (B/J)Qo = Ap ®B (B/J) = Ap/JAp, 

we have 

Qo(A/JA)Po = QAp/JAp = PAp/JAp = P0(A/JA)Po, 

proving (i). 

The statement (ii) follows from (i). 

12.7.7. Returning to the situation of 12.7.5, V contains a unique prime ideal Pmin $! 
V of h$*L(n;0), necessarily minimal. Put R = h°£L(n; 0)/Pmin, V = V/Vmin e 
Spec(R). Then R is a local domain, finite over A, Rp is a discrete valuation ring with 
prime element Pk,£ and Frac(i^) = Frac (i£p) is a finite extension of Frac(A). 

The image of the canonical map Spec(i2) —> Spec(A) is closed (as R is a finitely 
generated A-module) and contains Spec(A(pfc e)), hence is equal to Spec(A). As a 
result, for each pair k' ^ 2, s' : T —> (O')* (with O' as in 12.7.2), there is an arithmetic 
point V' G Spec(/^dL (n; O)) containing Vmin and lying above A' H A G Spec(A); 

put v' = V'/Vmin G Spec(P). 
The homomorphism 

A : holA(n; O) — h°£L (n; 0)/Vmin = R <—> Frac(JR) 
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is minimal in the sense of [Hi2, p. 317], since / = fo is a p-stabilized newform. This 
implies, by [Hi2, Thm. 3.6, Cor. 3.5] that the form foi associated to V as in 12.7.4 
is again a p-stabilized newform 

-iyF^\RI(n{dK/F)-iyF 

where (the images under tp of) all Hecke eigenvalues of fo> are contained in 0\ 

(4>v)w = 4>nL o (e' o ko N) 

and such that the character 

(12.7.7.1) 0o := <^me(cJ o N)k'~2 = ^me(cu o N)k~2 

does not depend on V'. One can again apply Lemma 12.7.6 to show that 

-iyF^\RI(n{dK/F)-iyF^\RI(n{dK/F)-iMITQ 

is an unramified extension of discrete valuation rings. Without loss of generality, we 
can assume that the ring O' used in the definition of V coincides with the ring of 
integers of the residue field k(V ) = R^* /V R^p> = k(V) of V . 

12.7.8. According to [Wi, Thm. 2.2.1] there is a unique (up to equivalence) contin­
uous Galois representation 

p--GF,So ^GL2(Frac ( i ? ) ) 

satisfying 

det(l - p(Fr(q)) X) = l - A(T(q))X + (^nL)(q)xr^ O N(q))(Nq)X2 

for all prime ideals q \ tip, where A and 0o were defined in 12.7.7 (more precisely, p 
is the dual of the representation constructed in [Wi], as we use Fr(q) = Fr(q)geom 
instead of Fr(q)arith). This representation is (absolutely) irreducible (as its residual 
representation modulo V is (absolutely) irreducible; see 12.7.9 below) and is continu­
ous in the sense that its representation space V(A) is an admissible i?[GF,s0]~module. 
According to [Wi, Thm. 2.2.2], for each prime ideal v \ p in Op there is an exact 
sequence of Frac(i?)[Gv]-modules 

0 V(\)t — V(X) — V(A)- — 0, 

such that each V(X)f is one-dimensional over Frac(i?), Iv acts trivially on V(X)+ and 
Fr(v) acts on V(A)+ by X(T(v)). These properties determine the subspace V(\)+ 
uniquely. 
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12.7.9. For each V' as in 12.7.7, R^p> is a discrete valuation ring with fraction field 
Frac(i2), which implies that V(X) contains a GF,So-invariant (R^ )-lattice T(V') C 
V(X). Its reduction modulo v' 

TiV^/v'Tip')PL 

is a two-dimensional representation of GF,S0 over the residue field K(V ) = K(PF) 

satisfying 

det ( l -p(Fr(q) )X\T(V) /P 'T(V))MOKU 

= 1-Xfi, (q)X + (0o^nL)(q)(e' ° K O JV)(q)(/t o JV)fc -2(q)(ATq)X2 

= 1 - A / ' ( q )X + ^ ( q X T V q ) * - 1 * 2 = det(l - Fr(q) X \ V(fP,)) 

for all prime ideals q \ np. Absolute irreducibility of V(f-p>) and the Cebotarev density 
theorem imply that there is an isomorphism of ^V'^G F,s0]-modules 

T(V')/V'T(V) ^ V(fv.), 

(unique up to an element of K(V')*) and that the only Gfjp,50~mvarian^ (Rp')-I&ttices 
in V(X) are (T,)27T(V') (i G Z). 

For each prime ideal v I p in OF, put 

T(V')+=T(V')nV(X)+, T(P% = T{V')/T(V')t. 

Both T(V')^- are R^ [GV]-modules, free of rank one over R^, and the exact sequence 
of ft (P')[Gy-modules 

o —• T(v')tlv'T(vf)t —+ T(V')/V'T(V') —-* T{V')-/V'T(V')- —-> 0 

is isomorphic to 

-iyF^\RI(n{dK/F) -iyF^\RI( -iyF^\RI(n 0 

(by the uniqueness of Strictly speaking, the notation V(/p/) is ambiguous, 
as it does not specify the field of coefficients of the representation. Above, we have 
implicitly used K(V) as the field of coefficients. 

Note that the determinant of the representation p is equal to 

A2V(A) = Frac(i?)(-1) <g> xr^nL-

We would like to define a suitable twist 

y= "y(A)( l )®(xr0o^L)-1/2" 

which would be self-dual in the sense that 

A V - ^ F r a c ( i ? ) ( l ) , 

i.e., y would be isomorphic to 

y) (Vj^l,2) ^ = HomFrac(fi)(r,Frac(JR))(l) 
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(cf. [N-P, §3.2.3]). This is indeed possible (after a quadratic base change if p — 2) 
under the following assumption: 

12.7.9.1. For f = fv from 12.7.5, k £ 2Z and there exists a (continuous) character 
X : A*F/F* —• C* such that (j) := <p-p = x~2\ f*x sucn X and a finite set £ D So of 
primes of F such that x is unramified outside S. 

12.7.10. Assume that 12.7.9.1 is satisfied and p ^ 2. As the groups W ^ Z^+6 and 

T ^ Zp are uniquely 2-divisible, the representations (f)nL ' WUl —> 0*, </W • ^ —* 

(9*, £ : T —> (9*, A v : Z * ^ l + gZp and x r • Gf,s -» T ^ A* have canonical square 

roots 

-iyF^\RI( -iyF^\RI( 
-iy 
F^\RI( 

<t>nL 
-iyF^\RI( w 

1 
_2 M 

r 4>w KUJ e^2 : T -
i 
2 r MPO 

k1'* : z;- ft l + çZp- 2 
1 + <?ZP, Xr/2 : GFf5 * r- 2 •r • A* 

satisfying 

>№=<l№-(e1/2oKoN), 

x\!2 (modPM) ^ ( e ^ o K o J V ) • Kl'2oN)k-2 -iyF^\RI(-iyF^\RIMOK) (Vj^l,2) ^ 

Put 

Xw : A*F/F* Z > W 
I , 1/2, - 1 

) (Vj^l,2 

Xtame :— XX W = > Xt"ame = feme = ° N)2~k) 

and define 

r = y ( A ) ( l ) ® ( x y 2 ^ 2 ) -iyF^\RI(-iyF^\RI( 

= V(X)(l) ® (Xr/2)_1 (e1/2 ° K ° JV) (o> o N)l~k/2x-
This is again a two-dimensional representation of Gp,s over Frac(i?) (admissible as 
an P[GF,s]-module) satisfying 

A2y = A2y(A)(2) ® xr^nltâ = Frac(P)(l). 

For each prime ideal v \ p in O f , there is an exact sequence of Frac(R)[GV]-modules 

o - ^ r + — > r —+ r - —+ 0, 

where 
^=V(À)±( l ) (8 . (x î . /2Ci2) - 'x tame^oiV)1-"72. 

If we fix an isomorphism of Frac(i?)[GF s]-modules 

r ^ y * ( l ) = HomFrac(i?)(r,Frac(^))(l) 

(it is unique up to a scalar in Frac(i^)*), it induces isomorphisms of Fra,c(R)[Gv]-
modules 

^ (nT)*(i), 
by the uniqueness of V(A)+. 
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The only G^s-invariant (Rp)-lattices i n ^ are VlT{V) (i G Z), where 

T(P) = T{V){\) ® (x^^lT -iyF^\RI(-iyF^\MPLRI 

The residual representation at V 

T(V)/PT(V) = (T(P)/VT(V))(1) yXr Kl) " C a r n e i " O N)l-k'2 

is isomorphic to 

V{fP)(l) ® N'-^x = V(fv)(k/2) ® x = ^(№)(fc/2), 

where the twisted cusp form 

gv := (8)x G S ^ n ^ p ) , 1) 

has trivial central character. For each v \ p, the k(V)[GV]-module 

T { V ) ± / V T { V t % P M O 

is isomorphic to 
^(^)(fc /2)± y( /p) í ( fc /2)®x«-

Let V be as in 12.7.7, with k' e 2Z. The only G^.s-invariant (Rp>)-lattices i n ^ are 
[r'YT(V') (i G Z), where 

r ( P ' ) = T ( P ' ) ( l ) ® ( X r / 2 t ó 2 ) " XtameíwoTV)1-*/2. 

Let 
(e')1/2 : r 

1 
2 LMOK s' MOJYH 

be the canonical square root of e'. The residual representation of V at V is isomorphic 
to 

T{V')/V'T{V')) (Vj^l,2) ̂ ) (Vj^l,2) ̂  
GDCVR 
(e')1/2 o ko N ){iüoN)1-k'2x{KoN)1-k'l2 

= V(fP,)(k'/2) ® x ' = ^( í№0(fc72) , 

where 
x ' = x-(^°^)(fe'-fe)/2 

MOKU 
Ue')1/2 koN : A*F/F* —> C* 

is a character satisfying 

(x')-2 = ^ o i V ) f c - f e ' 
S 
e' 

M%¨L <?Wtame(^ O N)k k (e' O « O TV) 

= 0nL Starne fc' O K O N) = </)<p> =: </)' 

and the twisted cusp form 

P7?/ := /p , <8>x' e 5fc/(n(5fp/),l) 

has trivial central character. Similarly, for each v | p, the ft (P ' )^ ] -module 

T(V')t/r T(Vtf 
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is isomorphic to 
V{gv,){k'/2)± := V{fv.)±(k'/2) ® X'v 

For each archimedean prime v\oo of P , we have 

(Xv/Xv)(-1) = (-l)(fc'-fe)/2. 

If the character e1 has a sufficiently large order, then 

(W I p) ordv(cond(x/)) > > °> 

hence 
-iyF^\RI(-iyF^\RI(MPLOML+ 

which implies that 

(n(<№<)st,(p)) = ( l ) . 

12.7.11. Assume that 12.7.9.1 is satisfied and p = 2, hence r Z2. Multiplication 
by 2 

-iyF^\RI( 
induces an injective homomorphism of O-algebras 

i : A = C|[r] —> A, 

for which 

A = z(A) + X r ( 7 ) W 
We replace the assumption 12.7.9.1 by 

12.7.11.1. For f = f<p from 12.7.5, k G 2Z and there exist (continuous) characters 
X ' A F / F * —> C*, e : T —* O* such that <j> fi-p = x~2 and £ — ̂ 5 nx sucn X and ^ 
as well as a finite set S D So of primes of F such that x *s unramified outside S. 

1/2 ~ 
In order to define a square root "xr "' we mus^ extend the scalars R C R so that 
1/2 

"Xr "(7) ^ We distinguish two cases. 
(A) There exists r G Frac(P) satisfying r2 = Xr(7)- We define R = R[r] — 

R + Rr C Frac(P). 
(B) There is no r G Frac(P) satisfying r2 = Xr(l)- We define R to be the image 

of R[X] in the field Frac(P)[X]/(X2 - xr(7)) and r G P to be the image of X ; then 
R = R + Pr . 

In both cases P is a local domain, finite over A, with Frac(P)/Frac(P) an extension 
of degree one (resp., two) in the case (A) (resp., (B)). As Pfcj£ factorizes in R as 

PK,E = (r - ë(7)7fc/2-1)(r + ?(7)7fc/2-1), 

there exists a unique prime ideal V £ Spec(i?) above V £ Spec(.R) such that 

r_?(7)7fe/2- l ç p . 
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The base change to R of the tautological representation x r • GF,S -» T A* has a 
square root (depending on the choice of the square root r G R of Xr(7)) 

Xr/2 • GF,s — r ^ R * 

given by 
xl/2hx) = rx (xez2). 

Its reduction modulo V is isomorphic to 

Xr/2 (modP) A ( ? o K o ] V ) . (Ko N)k/2~l. 

As in the case p ^ 2, we define 

y = (y(A) ®Frac(ß) Frac(i?))(l) ® (xr/2) (?o « o N)(LO O 7V)1"fc/2x. 

This is a two-dimensional representation of GF,S over Frac(i?) (admissible as an 
i?[^F,s]-:module) satisfying 

A2r = Frac(P)(l) 

and sitting in exact sequences of Frac(R)[GV]-modules 

О—у rt—>У—>VZ—>0 (vip), 

defined analogously as in the case p ^ 2. Put 

T(V) := (T(V) ®Rv Äp ) ( l ) ® (xr/2)_1(ëo k o JV)(W o JV)1"*/2*; 

this is a Gi?,5-invariant (Pp)-lattice in with T(V)/VT(V) a two-dimensional rep­
resentation of Gp s over = R^/VR^ isomorphic to 

V(M(l) ® TV1-*/2* = V(/P)(fc/2) ® x = V{g~){k/2), 

where the twisted cusp form 

9<p = fv®X^ Sk(n(gp), 1) 

has trivial central character. 
More generally, let V' be as in 12.7.7, and assume that the following condition is 

satisfied: 

12.7.11.2. k' G 2Z and there exists a character e7 : T (0 ' )* such that e' = (?)2; 
fix such sf. 

For each a G Z/2Z there exists a unique prime ideal V' = V'a G Spec(i?) above 
P' G Spec(P) such that 

r - ( - l ) 0 ? ( 7 ) 7 ; c / / 2 - i ) ( V j ^ l , 2 ) ̂  
1/2 ~ 

The reduction of Xr modulo V' is isomorphic to 
Xr/2 (mod? ') ^ ( ? o « o N) • (k O iV)fc'/2-ixai/F) 

where 
X f x / f : G F , S — r T /2r ^ {±1} 
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is the quadratic character associated to the first non-trivial layer 

F C Fi C F2 C • • • C Foo = FQoo 

in the cyclotomic Z2-extension of F (for example, if y/2 4 F, then F\ = F(\/2)). 
As before, 

T(V) := (T(V) ®%/ Rp,)(l) 0 (xr/2)_1(?o ft o TV) • (u o TV)1-^^ 

is a GFjS-invariant (i?^, )-lattice in ^ , with T(V')/V'T{V') isomorphic to the two-
dimensional representation (over k(V')) 

V{f!p№ 
e 
F 

> k o N)(k o N)1-"'^ O iV)i-fc/2x^/FX 

= V(fr)(k'/2)®X' = V(g!p)(k'/2), 

where 

X Xa 
M 
LL O ft o AT (w o iV)(fc'-fc)/2x^l/FX : A*F/F* C* 

is a character satisfying 
(XT2 = =: 4>' 

and the twisted cusp form 

9?, •= fv®X € ^ ( n ^ , ) , ! ) 
has trivial central character. The rest of the discussion from 12.7.10 has obvious 
analogues in the present context; in particular, 

(W|oo) (x'v/Xv)(-l) = (-l)(fc'"fc)/2. 

12.7.12. We are almost ready to apply the results of 10.7.7-10.7.10 to Selmer com­
plexes arising in the present situation under the assumption 12.7.9.1 (resp., 12.7.11.1-
12.7.11.2) if p 2 (resp., if p = 2). In order to simplify the notation, we shall consider 
in Sect. 12.7.12-12.7.15 only the case p ^ 2. For p = 2, one has to replace (R,V,V) 
by (R,V,Vf). Even though the condition (P) from 5.1 is not satisfied, we shall con­
sider in 12.7.13, 12.7.15 only cohomology with coefficients in CJ2-vector spaces, which 
means that the contribution from the real places vanishes (see the discussion in 6.9). 

Fix a prime element m-p (resp., vo-p>) of (resp., of Rpf) and denote the fraction 
field of R by J?f = Frac(i^). Fix an isomorphism of«5?[Gi?s]-modules 

(12.7.12.1) A V ^ i f ( l ) 

(it is unique up to an element of j£f*); under the induced isomorphism 

r ^ r ( l ) = Homsf (r,JSf)(l), 

the Gi?,5-invariant lattices TCP) c f and 

T{V)*{\) = H o m f i _ ( T ( n Rp)(l) C r * ( l ) 
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differ by w%v, for some i e Z. Multiplying (12.7.12.1) by a suitable scalar in Jzf*, we 
obtain a skew-symmetric bilinear form 

(12.7.12.2) 7T : T(V) <8p_ T(P) —> i M l i 

such that 

a d j ( 7 r ) : T ( P ) - ^ T ( P ) * ( l ) 

is an isomorphism. The form TT being skew-symmetric (hence alternating, since ££ 
has characteristic zero), the map adj(7r) induces, for each v \ p, a morphism of exact 
sequences 

0 T(V)t TCP) T(V)- 0 

a ß 

0 (T(V)-y(l) T(P)*(1) (T(v)tni) 0. 

As Ker(a) = Coker(/3) = 0 and each T{V)f is free of rank one over i£p, both 
Ker(/?) = Coker(a) C T(V)~ must vanish, hence adj(7r) induces isomorphisms 

(Vu|p) T(P)± (T(P)J)*(1). 

In other words, if we replace R^ on the R.H.S. of (12.7.12.2) by its canonical injective 
resolution 

-iyF^\RI(-iyF^\R 

then 

(to|p) T ( P ) + ± ± w T(P)+. 

12.7.13. Selmer complexes in Hida families 

12.7.13.1. As in 12.5.9.1, fix a subset E c Sf containing all primes dividing p and 
set E' = Sf — E. In order to simplify the notation, we denote 

V = T(P)/VT(P) = V(gv)(k/2\ y ' = T{V')IV'T{V') = V(gv,)(k'/2). 

Each of the i ^ G ^ - m o d u l e s X = T(P), T(P'), V, V ,V is admissible. More precisely, 
X is an Rx[Gf,s)-module, where Rx = R^, R^', k(P), K,(P'),Jf, respectively. 

We have morphisms of Rx[Gps]-modules 

7TX : X ®RX X - •^Äx(l), 

which are equal, respectively, to: 7r, 71"', the reduction of n modulo V, the reduction 
of nf modulo V and the pairing induced by (12.7.12.1) (= TT ® 1). 

Define, for each X, Greenberg's local conditions by the following formulas (\/v G E): 

(12.7.13.1) -iyF^ XT. V v. 

0, vfp , 
*,7 

-iyF^\RI(MPK 
[X, v\p. 
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They satisfy, for each v G S , 

(12.7.13.2) T{P)t/VT(V)^ = Vv±i -iyF^\RI(-iyF^\RI(MOKUJ 

-iyF^\RI(-iyF^\RI(-iyF^\RI(-iyF^\) (Vj^l,2) ^ 

and 

(12.7.13.3) 
X + ± „ X X + ) (Vj^l,2) ̂  v\p 

\ X + L U X X + ) ( V j ^ l , 2 ) ̂ v \ p . 

12.7.13.2. Let E/F be a finite subextension oîFs/F and (3 : GE,s = Gal(Fs/E) -> 
O* a (continuous) character of finite order. For each of the R[GF,S]-modules X = 
T(V),T(V'),V,V',y we define Greenberg's local conditions AS(X <g> /?) for the ad­
missible i?[G#,s]-module X (8) /3 as in 12.5.9.1: if w is a prime of E above v G 5/ , 
set 

C/+(X®/3) = 

^cont {Gw , + 0 Pw ) , V I p 

o, u G E, v \ p 

C'ONT(GW/IW, (X <g> (3w)Iw), 

(above, GW = Ga\{Fv/Ew)). For each X, the map TTX induces a morphism of 

Rx \GE s]-modules 

*x,p : (X ® /3) ®fìx (X ® /T1) Rx(l) 

satisfying, for each v G S, 

-iyF^\RI(-iyF^\RI() (Vj^l,2) ^ v\p 

-iyF^\RI(-iyF^\RI(-iy) (Vj^l,2) ^F^\R v i p. 

12.7.13.3. Proposition. — Under the assumptions of 12.7.13.1-12.7.13.2, let X G 

{T(V),T{V'),V,V'W-

(i) Let w j poo 6e a prime of E; then the complexes C*ONT(GWL X ^ f3w) and 

Ccom(GwIIw,{x ® Pw)Iw) are acyclic. 

(ii) Up to a canonical isomorphism, the Selmer complex HT/(GE,S, X 0/3; A s ( X 0 

/3)) G / ^ ( / ^ M o d ) does not depend on the choice of S and E; we denote it by 

~RTf(E, X eg) /3) and ¿¿5 cohomology groups by Hj(E, X ® (3). 
(iii) If X £ {y,V'} , t/ien t/iere is an exact sequence 

0 

MOIKJI 
H°(Ew,X-®/3w) • H}{E,X®I3) —+H)(E,X®P) —>0. 

Proof 

(i) For X = V, V', the statement was proved in Proposition 12.5.9.2 (i). As in 
the proof of /oc. czt., it is enough to show that Rrcont(Gw, X ® /3W) is acyclic, for 
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X = T(P),T(P'),y. This follows from Lemma 12.7.15.6 below applied to the exact 

triangle 

nrcont(Gw,T(V)®ßw) 
VO-p 

nrCont(GWiT(V)®ßw) • » Rrcont(Gw, V) 

and its analogue for T(V), together with the isomorphism 

BTcont(Gw, T{V) ®ßw) ®Ä_J2f nrcont{Gw,r®ßw). 

(ii) The proof of 12.5.9.2(h) applies. 
(iii) This was proved in 12.5.9.2(iii). 

12.7.13.4. Proposition. — Under the assumptions of 12.7.13.1-12.7.13.2, 

(i) There is an exact triangle in Dbft(ft Mod) 

RTf{E,T{P)®ß) 
JGTH 

RTf(E,T(V)®ß) - * BTf(E,V®ß) 

inducing short exact sequences 

0 — Hj(E, T(V) ® ß)/mvHjf(E, T(V) ® ß) — Hj(E, V ® ß) 

H}+1(E,T(V)®ß)[wv] —>0 

(and similarly for T(V)). 
(ii) There are canonical isomorphisms in Di(s?Mod) 

BTf(E,T(V)®ß) Rrf(E,y®ß) -BTf(E,T(P')®ß) ®R^,^. 

(iii) Hj(E,T(V) ® ß) (resp., Hj(E,T(V) <g> ß)) is a free (Hp)-module (resp., a 
free (Rp')-module) of rank 

h\(E,r®ß) := dims? # i ( £ , ^ «>/?)• 

(iv) The duality morphism in Mod) 

ad}(7vnv)iß):Rrf(E,T(V)<»ß) RHomfi_ { K T f i E ^ W t o ß - ^ R p i l - S ) ( V j ^ l 

is an isomorphism, which induces a non-degenerate (R^)-bilinear forn 

(, ) :Hi(E,T(V) ®ß)tors c H2f(E,T(V)®ß-1) tors > Frac (%) /Äp = j£f/Äp, 

w/iere £fte subscript "tors" refers ¿0 £fte (R^)-torsion. If f3 = £/ien /orra zs 
skew-symmetric. Similar statements hold for V'. 

(v) Fzx a GF-stable R-lattice T c f fi-e., an R-submodule of finite type satisfying 
J^T = Y). Then, for each prime w \ poo of E, 

Tamw(T <g> ß±l,P) = rT&mw(T®ß±l1P') = 0 . 

Proof. — We are going to use the independence of HFf(E1X ® (3) on E proved in 
Proposition 12.7.13.3(h). Throughout the proof of (i)-(iv) we let E = Sf. 
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(i) The statement follows from the exact sequences 

0 Cc'ont(G,T(P) ® P)^C'CONT(G,T(V) ® 0) C'CONT(G, V ® /3) 0 

(for G = Gres,GW) and 

0 - G ^ G ^ T ^ ® / ? ) -MOKY Ccont(^ Gw,T(P)+®/3) ^c#ont(G. ,v ;+0/3)- + 0 

(cf. (12.7.13.2)), which are compatible with respect to the 'restriction' maps resw. 
(ii) This follows from the functorial isomorphisms of complexes (cf. Proposi­

tion 3.4.4) 

cc-ont(G,M) c -on t (G ,M®- se) 

for (G, M) = {GETSIT{V) ® /3), (Gw,T(V)t ® /3). 
(iii) Taking into account (i) and (ii), it is sufficient to show that 

H){E,T(T)®(3)[mv] = 0, 

which follows from (i) and the vanishing of 

H°F(E, V ® /3) C H°(GE,s, F ® /3) = 0, 

proved in Proposition 12.4.8.4 (and similarly for V'). 
(iv) We apply the localized version of the duality Theorem 6.3.4. For w\v\p (resp., 

for w\v, v G Sf,v \ p) the error term EttW(T(V) <g> (3,T(V) ® , n>r(v),p) vanishes 
in D^(#_Mod) by Proposition 6.7.6(h) (resp., by Proposition 6.7.6(iv) combined 
with Proposition 12.7.13.3 (i). This implies that the map adj^^-p),/?) is, indeed, an 
isomorphism. The induced generalized Cassels-Tate pairing on the torsion submodules 
of Hj(-) is non-degenerate, by Theorem 10.4.4, and skew-symmetric (in the case 
¡3 = /3_1), by Proposition 10.2.5 (as the pairing itt{v),(3 ls skew-symmetric). 

(v) Let v be the prime of F below w. By 7.6.10.4, it is enough to treat the case 
v G Sf. Consider the duality morphisms 

7 £ :RI7(GB,s,T(7 ')®/?±1;AE) 

— RHom«_(Rr/(G£,,s,T(P)®/9:Fl; As)), % ) [ - 3 ] 

for arbitrary {v \ p] C E C Sf. As observed in the proof of (iv), the map 7 ^ is an 

isomorphism. On the other hand, Cone (77^, ,) is isomorphic to 

v&sf w\v 
Ett™(T(V)®I3±1,T(V)®I3*1,*t{V)i(1±I) 

v^sf w\v 

Err^. 

The independence of RrF(GE,s,T(V) ® /3±:L;AE) on E, proved in Proposi­
tion 12.7.13.3(h), implies that each term Errw is acyclic, hence 

Tam^(T® p±X,V) = ^ p (if1 (Err*,)) = 0 

(by 7.6.10.7). The same proof applies to v'. 
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12.7.13.5. Corollary. — In the situation of 12.7.13.1-12.7.13.2, assume that (3 = f3~l. 
Then: 

(i) There exist canonical decreasing filtrations 

H}(E,V(g)ß) = F1 D F2 D • HJ(E, V <g> ß) = 'F1 D 'F2 D - • • 

by k(V)-subspaces (resp., k(V)-sub spaces) such that 

F°° := 

LMOJU 

! Fj = lm(H}(E,T(V)®ß)/wv H}(E,V®ß)) 

I poo ._ 

J>1 
FJ = Im( i i j (F ,T (PO®/?) /^ ' - i yF^ \RI ( F'<g>/?)) 

anc 

dimK(v) F°° = dimK(V, 'F°° = h)(E,r®ß). 

(ii) For eac/i j ^ 1 £/iere exzs/: symplectic (= alternating and non-degenerate) 
pairings 

-iyF^\RI(-iyF^\RI(-iyF^\) (Vj^l,2)RI( 

-iyF^\RI(-iyF^\RI(-) (Vj^l,2) ^iyF^\RI( 

on gi3F = F3/F3+1 and gvJ,F = 'F^/'F^1. 

(iii) For eac/i j ) 1 we /mue 

dim/s.(p) FJ = d i m ^ / ) ' F ' = h){E,Y®ß) (mod2). 

In particular 

h1f(E,V®ß)=dimK{v)F1 =h)(E,y®ß) = dim«(p,)'F1 = V <g>/?) (mod 2). 

Proof. — Apply Lemma 10.6.5 (with ¿ = id and e = 1) to the symplectic forms from 
Proposition 12.7.13.4 (iv) (as the fields k(V), k(V) are of characteristic zero, there is 
no difference between "skew-symmetric" and "alternating"). • 

12.7.13.6. The subspace F°° C F1 = Hj(E,V (g> (3) can be interpreted as the 
"generic subspace" of F1, corresponding to those cohomology classes that can be 
lifted to (the twist by (3 of) the whole Hida family A. The last statement of Corol­
lary 12.7.13.5(iii) then says that the parity of the dimensions of Hj(E,V (g) (3) is 
constant in the whole Hida family, and coincides with the parity of the rank of the 
common "generic subspace", generalizing Theorem A' from [N-P]. 

The dependence of the pairings from 12.7.13.5(h) on w-p (resp., on vj-p>) is given 
by the formula from Proposition 10.7.9(h). For example, if k(V) = Frac(O) (e.g. if 
V' = V\ then we can take w-p> — Pk\e'- This choice is not completely canonical, 
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as it depends on a fixed topological generator 7 G T. If we replace 7 by 7new = 7° 
(c G Z*), then 

new ZU<p, 

VJ-pi 

. Xr(7)c ~ {e'{l)lk'-2)c 

XvKl)-e'\l)T 
^ c ^ h ^ r 1 (mod 07^). 

hence 
(v')Iv^^T{vf)Iv —> (v')Iv —> o « = c(e'(7)7fc'-2)c-1 e z ; . 

There is another ambiguity in the construction of ( , ) • n, f, namely the choice of an 

isomorphismY ^>y*(l) compatible with the chosen Gp,s-invariant lattice T(V') C V. 
If the degree [F : Q] is odd, then this ambiguity can be avoided as follows: the repre­

sentation V(X) can be constructed geometrically, using the Tate modules of Shimura 
curves associated to a quaternion algebra over F which is ramified at all but one 
archimedean primes of F (and no finite primes). Such a geometric construction yields 
both a canonical Gi? ̂ -invariant i?-lattice T C V(X) and a canonical isomorphism 

/Y2V(À) = Frac(i?)(-1) ® xvMuL, 

well-behaved with respect to T. In [N-P], this geometric construction was summa­
rized in the classical case F = Q (we would like to use this opportunity to remark that 
some of the results from [N-P, § 1.6] had earlier been obtained by Ohta [Oh3]). As we 
now work consistently with (Z£p)-modules, the auxiliary assumptions used in [N-P], 
such as p > 3 and irreducibility of certain residual representations, are no longer 
necessary. 

12.7.13.7. If E is an elliptic curve over Q with good ordinary reduction at p, then 
L(E/Q, s) = L(f, s) for a p-ordinary eigenform / = 5^n>i anQn £ S2(^o{N), 1) with 
integral coefficients. Applying Corollary 12.7.13.5 to the p-stabilization of / (over Q, 
and to /3 = 1), we obtain the result stated in 0.15.2. 

12.7.13.8. Proposition (Dihedral case). — In the situation of 12.7.13.1-12.7.13.2, as­

sume that [E : F] — 2 and fior = (3~l, where r is the non-trivial element of Gal(E / F). 

Set Ep = EKeT^ and fix a lift of r to G&l(Ep/F) (which will also be denoted by r). 

Then: 

(i) Ad/(r) induces an isomorphism 

H2(E,T(V)®p) = H2(E0,T(V)f H2f(E0,T(V)f] • H2AE,T{V)®p-1) 

such that the induced (Rp)-bilinear form [x,y] = (x,Ad/(r)y) 

[,]:HJ(E, T{V) <g> /3)tors x HJ(E, T{V) ® (3)tors —> F r a c ( % ) / % =&/Rp-

is non-degenerate and skew-symmetric. 
(ii) All conclusions of Corollary 12.7.13.5 hold. 
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Proof 
(i) This follows from Proposition 12.5.9.2 (iv) and (10.3.2.2) (taking E = Sf and 

E' = 0 , in order to ensure that all primes in E' are unramified in E/F). 
(ii) The proof of Corollary 12.7.13.5 applies to [ , ]. • 

12.7.13.9. The statements of Proposition 12.7.13.4, 12.7.13.8 also hold, with minor 
modifications, if /3 : GE,S ~^ 0((3)* is a character of finite order with values in 
a discrete valuation ring finite over O. As R/V — O, the field Frac((9) is 
algebraically closed in Frac(i^) =j£f, which implies that the ring R((3) := R®o O(0) 
is an integral domain. Fix V (/3) G Spec(i?(/?)) above V G Spec(i^); it follows 
from [Mat, Thm. 23.7(h)] that R(P>)v'{&) ls a discrete valuation ring, finite over R^'. 
We define an admissible R((3)^'^ [G^s]-module 

T(V')®(3:=T{V)) (Vj^l,2) ̂ Д0%<(/3), 

with g eGF:S acting as g ® /%) (and similarly for (T(P') 0 /3)+ := T(P') + ® /5, for 
v \p). The Galois representation 

(T (V ' )®P) /P ' (P) (T(P) ( V j ^ l , 2 ) ̂ ' ) ® 0 ) 

resp. 
(Т(Р')+®/3)/р\/3)(Т(Р')+®/3) (v \p) 

is isomorphic to V'®ß (resp., (V)^(g)/?), with coefficients in K(V (ß))> The discussion 
in 12.7.13.2-12.7.13.8 goes through, provided that one replaces R by R(ß) and V by 
V(ß). 

12.7.14. e-factors in Hida families. — We continue to use the notation 
of 12.7.13. 

12.7.14.1. Proposition. — Let v \ poo be a prime of F. Assume that 7r(g-p>)v — St(/x) 
(fi2 = I). Then: 

(i) There is an exact sequence of J*?[GV]-modules 

0 5?( l )®/i - MOK Jgf • 0. 

(ii) For each arithmetic point P" G Spec(/i^L (n; O)) containing Pmin ^ere an 
exact sequence of K(P")-modules 

(v')Iv^^T{vf)Iv —> (v')Iv —> o(v')Iv^^T{vf)Iv — 

(̂ m w/izc/i У = V(g-pn)(k"/2)) and 7т(д-р»)у = St (/л) = ^{gv)v 

Proof. — After multiplying x by a suitable character AF/F* —> {±1}, we can assume 
that /i is unramified at г;. In this case the wild inertia group I™ acts through a finite 
quotient on T{P') and trivially on V' = V{gv>){k'/2) = T(P')/p'T(P') (cf. 12.4.4.2); 
it follows that I™ acts trivially on T(P') (hence o n f ) . 
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Fix a topological generator t E 1% = Iv/I™ of the tame inertia group and a lift 
/ £ Gv of the geometric Frobenius element. The relation tf = ftNv implies that 
the set of eigenvalues of t acting on y is stable under the map A H-» \Nv, hence 
t' = t ^ ) 2 - 1 acts unipotently on (t' - l)2 = 0 on V. On the other hand, it 
follows from 12.4.4.2 that (t - l)2 = 0 ^ t - 1 on T(Vf)/v'T{Vf), which implies that 
t' — 1 7̂  0 on hence T(T')Iv = T(V')t=1 is a free i?p/-module of rank one. Counting 
the dimensions, we infer that the sequence 

o T{V'Y'=1^T{V'Y'=1 —+ (vff=1 —• o 

is exact; taking invariants with respect to the finite cyclic group (t)/'(£') we obtain an 
exact sequence 

(12.7.14.1.1) o —> T(v')Iv^^T{vf)Iv —> (v')Iv —> o. 

In particular, 
d imLrt=1 = dimLyIv = rkR-fT(V')Iv = 1. 

As A^V Jzf as a representation of and Ker(£ — 1|^) 7̂  0, the operator t — 1 
is nilpotent on f; thus £ — 1 induces an isomorphism of J£[GV/IV]-modules (both of 
which are one-dimensionalJzf-vector spaces) 

(v')Iv^^T{vf)Iv —> (v')Iv —> o(v')Iv^^T{MOK 

Let /3 : Gv/Iv —> J2? * be the unramified character through which Gv acts onY/yIv] 
then r 7 - Jgf(l) 0 /3 (as an JSf [Gv]-module) and Jf(l) = A2^ ^ JSf(l) 0 /?2, hence 
/32 = 1. The exact sequence (12.7.14.1.1) implies that (V')Iv ^ (P 'X1) ® A hence 
/3 = /i, thanks to 12.4.4.2; this finishes the proof of (i). 

(ii) As 

V" = V(gv»)(k"/2) = T{V")V"T(V") 

is a subquotient of the group 7™ acts trivially on V". The inclusion 

T{V"Y-/voVnT{v")Iv = 0 ( i ) ^ / i c (T(V")/wv,,T(V")Yv = (v")/u 

implies that 

d„ :=dim/c(^/)(V,,)/w ^ 1, 

hence 

Lv(n(gv»)v,s+%) = Lv(V",s) = [(1 - p(v)(A^)"1"^! - a(Nv)~s)] 

where 

a — 
r0, dv = 1 

l l , dv=2. 

The purity result 12.4.8.2 implies that dv = 1 and ir(g-p")v = St(/i), which concludes 
the proof. • 

12.7.14.2. Proposition. — In the situation of 12.7.10, set it = Tr(g-p), n' = Tr(g-pf). Let 

v \ poo be a prime of F. 
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(i) If 7TV St(/i), then Iv acts onYv through a finite quotient. 
(ii) If 7TV — 7r(/i,/i_1); then 7r'v — 7r(//, (/i')-1), where \J!I\i is an unramified char­

acter. 
(iii) If 7vv is super cuspidal, then TTV — TTV . 

Proof 
(i) The same proof as in the classical case ([Se-Ta, App.]) shows that there is an 

open normal subgroup U < Iv which acts unipotently on V, i.e.(\/u G U) (u — l)2 = 
0 on Y. If U does not act trivially on then there exists an arithmetic point 
V" G Spec(/i^dL (n; O)) containing Vm[n and an element u G U such that (u — l)2 = 
0 / u - l o n y " = V(gv»)(k"/2), thus it(gv»)v = St(/i), by 12.4.4. Applying 
Proposition 12.7.14.1 (with the pair V",V playing the role of V\V"), we obtain 
TTV = St(/i). This contradiction implies that Iv acts on Y through the finite quotient 
IJU. 

(ii) For each g G Iv/U, the trace Tr(g\f) is contained in Q HJSf = Frac((9) = Lp, 
hence 

Тг(д\Г) = Тт(д\Т(Р')) = Тт(дЮ G Lp. 
This implies that there is, for a suitable Lp-embedding of fields K(V) c—> .if, an 
isomorphism of J^ff7^1-modules 

a : V i — > r 7 ; <8>ç?JSf 
Replacing V by V, we obtain an equality of traces 

(12.7.14.2.1) (V<? E Iv/U) Tr(g\Vv) = Tr(g№) € L( 

hence an isomorphism of QJIV}-modules 

(12.7.14.2.2) Vv ®LP Qp vi ®<v.) Q. 
(for sniTifi /O -̂fìm bidding" KCP'} c—> O Ì. 

If 7TV = 7r(/i, //_1), then (12.7.14.2.2) together with 12.4.4 imply that K'V = 
7r(/i', with ////i unramified. 

(iii) If 7rv is supercuspidal, then Vv is an absolutely irreducible /^-module; 
by (12.7.14.2.1)-(12.7.14.2.2), the same is true for yv and Vj, (hence TT'V is also 
supercuspidal). The action of a lift / G Gv of the geometric Frobenius on V£ defines 
an isomorphism of ft (P')^]-modules (3 : V£ -̂ Vj (where g £ Iv acts on -̂ Vj by 
faf-MVCn. It follows that 

a o [ß (g) 1) o a 1 G I somj^ j a : Vi —>r7; <8>ç?JSf 

hence 

(12.7.14.2.3) « o f ^ l ì o a - ^ c - f ir 

for some c G Jêf . Comparino; the determinants 

det(/3) = det( / |K) = det(/f*0 = (NV)-1 G Q* 

we see that c2 = 1, hence c = ±1 G Q* C«if*. 
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As the map tx{V')[Iv] —> EndK(-p/)[/v] (yj) is surjective, we can assume (after re­
placing / by fg for suitable g G Iv) that 

u := Tr(/|K') G k(P') 

is non-zero. It follows from (12.7.14.2.3) that u = cu, hence c = 1, which implies 
that a is an isomorphism of J£[GV\-modules. Applying the same argument to 14, we 
deduce that (12.7.14.2.2) is an isomorphism of Qp[G^]-modules, hence TTV ^ TT'V. • 

12.7.14.3. Corollary. — Let v \ poo be a prime of F. 
(i) If n(g-p)v — 7r(/i,/i-1) (resp., 7r(g-p)v ^ 7r(/i, then there is, for a suitable 

Lp-embedding K(V) ^ Qp, an isomorphism of Qp[Iv]-modules (resp., of QP[GV]-
modules ) 

Vv <8>г„ CL К! <g>,,rpo Q. 

(ii) ovdv(n(gv)) = ordv(n(gv>)). 
(hi) ev(n(g*p)v,\) = ev(n(gv')v, \) 

Proof 

(i) This follows from (the proof of) Proposition 12.7.14.1 and 12.7.14.2. 
(ii), (hi) If n(gv)v ^ 7r(/i, fi'1), then rc(gv)v = 7r(gv,)vi hence 

ordv(n(gv)) = o(7r(gv)v) = o(Tr(gv<)v) = ordv(n(gv>)) 

£v{K(gv)v, 2) = £v\n{gv')v, 2) 

If 7r(g-p)v = TT(m,M then ii(g<p>)v = 7r(//, (//) x) with unramified, hence 

OTdv(n(gv)) = 2o(/i) = 2o(/i) = OTdv(n(gv>)) 

ev(ir(gv)v, \) = /i(-l) = /A"1) = £v(K(gv>)v, \). 

12.7.14.4. Proposition. — In the situation of 12.7.10, set q = g-p, q1 = gp>, V = 
V(a)(k/2), V = V(Qf)(k'/2). 

(i) &n(g)±)=e(ir(g')±). 
(ii) h* (F, V) - hUF, V) + ran(F, </) = h)(F, V) -tfAF^ + r ^ g ' ) (mod 2). 
(m) h\(F.V) = h\(F.V') fmod2V 
(iv) h){F,V)-r^{F,g) = h){FX)-r^{F,g') (mod2) 

Proof 
(1) According; to Proposition 12.5.9.4, (ii) is a reformulation of (i) and 

Шп(а)А) = 
v\poo 

Xv{-^)ev{n{g)Vì \] 

v 00 

y j - l ) ( - l ) f c / 2 

Шп(а)А) = 
v\poo 

x U - l ) e « W ) « . 5 ) 
v|oo 

xU- i ) ( - i ) fc ' /2 . 
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Fix a prime v oî F. If v \ poo, then X^(-l) = Xv(~^) (as tne character x! Ix 18 
unramified at v) and ev{n(g)v, |) = ev(7r(g')v, \) (by Corollary 12.7.14.3). If v | oc, 
then x ^ ( - l ) ( - l ) ^ 2 = X^(-l) (-l)fc,/2, as observed in 12.7.10. The statements (i), 
(ii) follow. 

(iii) This is a special case of Corollary 12.7.13.5 and (iv) is a combination of (ii) 

and (iii). • 

12.7.14.5. Proposition (Dihedral case). — In the situation of 12.7.14-4, let K/F be a 
totally imaginary quadratic extension and ¡3 : A*K/K*A*F —> C* a ring class character 
of finite order. 

(i) If v is a prime of F, then ev(7r x = ev{ir' x 9(ß), ~) 

(ii) h}AKi9iß) - hMK,g,ß) + rfm(Ki9iß) = hlAK,gf,ß) - hlAK,g',ß) -} 

r»JK,q'ß) mod 2 
(iii) hlAKig,ß) = hlf{K,g',ß) (mod2). 

(iv) hAK,giß)-ran{K,giß) = hlAK,g',ß)-r&n(K,gr,ß) (mod2). 

(v) g has CM by K <==> g' has CM by K. 

Proof 

(i) If v I oc, then both sides are equal to 1. Assume that v \ poo. As TTV = TTV 
if 7TV ^ 7r(/i,/i_1) by Proposition 12.7.14.1-12.7.14.2, we have to treat only the case 
7TV = 7r(/i,/i-1). In this case ir'v = 7r(//, by Proposition 12.7.14.2(h); applying 
Proposition 12.6.2.4 (i) we obtain 

ev^x0(ß)1\) =77V(-1) = ^(TT,XO(/?), | ) . 

If v I p, then neither 7rv nor 7r̂  is supercuspidal. Applying Proposition 12.6.2.4 (i)—(ii) 
we obtain 

ev(irx0(ß)i±)=riv(-l) = SV(TT' x6(ß)^), 

(ii) Multiply together the equalities (i) over all primes v of F and apply Proposi­
tion 12.6.4.3. 

(iii) This follows from 12.7.13.8(h). 
(iv) Combine (ii) and (iii). 
(v) If g has CM by K, so does / , which implies that each prime of F above p 

splits in K/F. There exists a cyclotomic Hida family containing the p-stabilization 
/ ° of / , in which all arithmetic points correspond to forms with CM by K ([H-T, 
§4]). As f° is a p-stabilized newform, the corresponding primitive family is unique, 
hence corresponds to the morphism À; thus / ' also has CM by X, and so does g'. 
The converse follows by the same argument. • 

12.7.15. Hida families and Iwasawa theory. — We continue to use the notation 
of 12.7.13. 
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12.7.15.1. In the situation of 12.7.13.1-12.7.13.2, fix an abelian extension of E 
contained in Fs, for which T := G^E^/E) = T0 x A, T0 Zrp (r ^ 1), |A| < oo. 
Assume that all primes of E above £ ' are unramified in E^/E, which is automatic 
if A = 0 or if £ ' = 0 . 

12.7.15.2. Set R = R\T\ = #[A][r0J, A = 0 [ r ] = O[A][r0]. As R/V = (9, the 
field Frac((9) is algebraically closed in the field Frac(jR) = which implies that the 
formula q i—> = qR defines a bijection 

{qeSpec(A),ht(q) = 0} {q G Spec(#), ht(q) = 0}: 

fix such q and q = qR. 
Recall that we can (and will) assume that the discrete valuation ring O' coincides 

with the normalization ofR/v'; thus Frac(O') = n(v'). Set A' = 0 ' jr j = 0'[A][roJ 
and denote by v! : R[A] —> R/V [A] —> Of[A] the canonical map. The formulas 

(12.7.15.1) q' h-> q ' n O , [ A ] , q' ^>p' = V R + u'-\qf D 0'{A])R 

define bijections between 

the fibre of Spec(A/) —> Spec(A) above q 

and, respectively, 

the fibre of Spec(0/[A]) Spec(0[A]) above qnO[A] 

and 
{pf G Spec(R) I ht(p') = l , p ' D q , p'DP'R}, 

(by Lemma 8.9.7.1). Fix q' G Spec(A/) above q and define p' G Spec(,R) by the 
formula (12.7.15.1). The localization Rp> is a discrete valuation ring with prime 
element vop> and residue field 

K(g) = Л' = к(а'). 

More precisely, there exists a character \ A —» Lp such that q' = Ker(x : 0 ' [A] —+ 
Lp). Fix such x and denote by 0'(x) the image of Or[A] under x'•> it is a discrete 
valuation ring;, finite over O'. For each e>'[A]-module M, denote 

к(р') = Frac(A'(x>) = Л'я,. 

(as in 10.7.16). Using this notation, the normalization of R/p' is equal to 0'(x)[[ro] = 
A'(*\ hence 

(12.7.15.2) к(р') = Frac(A'(x>) = Л'я,. 

The fraction field of Rp> is equal to 

Frac(i2p/) = Frac(i^q-) = n(q) = Frac(it>/q) = Frac((it> ®Q O(x))lT0l). 
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12.7.15.3. Fix a GF,s-stable ^-lattice (resp., O'-lattice) T c f (resp., T C V), 
and denote, for each v | p in F, 

Tv+=Tnri, J M T ) + = &r{Tv+), (T')i=T'n(V')+, &t{T')Î=*T{{T')+). 

For each intermediate set {v \ p] C £ C S/, we define Greenberg's local conditions 
A E ( X ) for X =&r(T) andJ^rfT') by the formulas from 12.7.13.2 (with (3 = 1). 

12.7.15.4. As % := R^T = whv, T(Pf) for some V G Z, we have 

(Vi; I p) {T+)r :=Rp>T+=wbv,T(V')t 

and 

12.7.15.1; J M T ) ®ö =T®R R=> < - 1 > 

= Tr ®R % < - 1 > = wbv,T{V') ®%, Щ* < - 1 > 

(to I p) ^г(Т„+)®~Дг = wbv,T(V')+ ®Rw %<-!>. 

As T(V')/mv,T{T') = V and Rr/wP>Rr = Frac(A'W), the formulas (12.7.15.1) 
imply that multiplication by , followed by reduction modulo m-p>, induces iso­
morphisms 
(12.7.15.2) &r{T)v/mr.&r(T}f, ^ ^ r ( T ' ) ®A',X Frac(A'^) =^r(T%> 

(to | p) &r(Tv+)r/vJv>*r(T+)r -^&T((T')t) ®A',X Frac(A'W) = ^ r ( ( T ' ) + V 

of Frac(A^x^)[Gi?]-modules (resp., Frac(A^x^)[Gv]-modules), which are compatible 
with respect to the inclusion maps C T and (T')+ C T". 

The pairing 

^ r , r ^ r ( T V % , ( ^ r ( T ) % , = 

(wbv,T{V')®R^ Щ.<-1>) Slip (wbv, T(V) ®R^, Я-* < 1 > ) 
7TT/7?/X(8)ID 

a7|,Vfip-(i; T>' < 1 > ) 

is a perfect duality, satisfying 

(12.7.15.3) (to | p 7 7 к ' - 1 ± „ „ , ¿Fr (ZT h 

12.7.15.5. Proposition 

(i) There exists an exact triangle in D^t (j^_f Mod) 

Rr / (GE,s ,^r(T);AE)5 ZU j,/ TLrf{GE,sMT);Az)p Rr/(GE,S)^r(T');AE)q.) 

which gives rise to exact sequences 

0—*H3f(GEts,#rr(T);Av)r/p' tfJ,(GB,s,^rCr,);As),' 

m+1(GE,s^r(T);A^[p'} — » 0 , 

where H}(GE,s^r(T');Az)q> = H}(GE,s,&r(T');As) )A',xFrac(A'W). 
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(ii) Up to a canonical isomorphism, HT f(GE,s,^r(Tf); As)q' G Dft(\> Mod) 

does not depend on the choice of S, E and T' ; we denote it by ~RTf^w(EOQ/E, T')q> 
and its cohomology by Hj lw(Eoo/E, T')q>. 

(iii) Up to a canonical isomorphism, HT f(GE,s,^r{1~); As)p' G Db^Mod) 

does not depend on the choice of S and E; u>e denote it by HT f:iw(Ecyo/E, T)p> and 

its cohomology by HJfïw(Eoo/E,T)^. 

(iv) Up to a canonical isomorphism, HT J(GE,S ,^r{T); AE)q- G D^(K(q)Mod) 

does not depend on the choice of S, E and T; we denote it by 'RTf^w(EOQ/E,T)q-

and its cohomology by Hjlw(E00/E,T)-^. 

(v) For each j G Z, the image of HT/jw^oo/E,T)p' in HT f^w(EOQ/E,T)-^ de­

pends only on %p> = zu^, T(V'). 

Proof 

(i) The same argument as in the proof of Proposition 12.7.13.4 (i) applies (us­
ing (12.7.15.2) instead of (12.7.13.2)). 

(ii) This follows from Proposition 9.7.9(h). 
(iii) Independence on S was proved in Proposition 7.8.8(h). In order to prove 

independence on E, denote by F G D^t(^_Mod) the cone of the canonical map 

R T / t ^ / r t T ) ; AE)r -+ R r / ( G s , 5 , ^ r ( T ) ; ASf)r. It follows from (i) and (ii) 

that y0^_;^(p ) is acyclic; thus Y is also acyclic, by Lemma 12.7.15.6 below. 

(iv) This follows from (iii) and the fact that T ®R does not depend on T, since 

HTF(GE,s^r(T);A^ = S f / ( ^ , 5 , T ^ ^ < - 1 >;AE). 

(v) Similarly, we use 

R T / ( G £ , s , ^ r ( T ) ; A E V = KTf(GE,s,Tr <g>*_, Rr < - 1 > 

12.7.15.6. Lemma. — Let R be a Noetherian ring and X G Drt(RMod). Assume that 

r G R in not a zero divisor, but is contained in the radical of R. IfY:= X®RR/rR —> 

0 in Dft(R/rRMod), then I ^ O m Dft(RMod). 

Proof. — The free resolution [R^-^R] ofR/rR gives rise to injections Hj (X)/rW (X) 
Hi(Y). As each HJ (Y) vanishes by assumption, Nakayama's Lemma implies that 

HHX) = Q, too. • 

12.7.15.7. Proposition 

(i) The duality morphism 

RT/iiw(£;00/£:,7> - ^ R H o r n ^ ((KTf^iEoo/E.TY^^TY^^R^l-S]l-S] 

is an isomorphism in Djt(^_Mod) 
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(ii) The corresponding generalized Cassels-Tate pairing 

(, ):(Hllw(E00/E,T)r) 
(Hp.) "to" (-fff,Iw(£:oo/£',^")p' (ftp-/ ) -tors -> F rac (ßp / ) /% 

is a, non-deaenerate skew-Hermitian form. 

(iii) tfiIw(£oo/£,TV is a free (%, -module of rank equal to 

* L hhv,(E°o/E,T)r = dim/c(If) i/iIw(E00/E',T)q. 

Proof 

(i) Apply the localized version of the duality Theorem 6.3.4, for the local condi­
tions Asy Let u> be a prime of E above a prime v G 5 / . If f | p, then the error 
term ETTW vanishes, thanks to (12.7.15.3). If v \ p, then Errw = 0, by combining 
Proposition 8.9.7.7 with Proposition 12.7.13.3(i) for X = T{V'). 

(ii) The pairing ( , ) is non-degenerate, by Theorem 10.4.4 and (i). It is skew-
Hermitian, by a localized version of Proposition 10.3.4.2. 

(iii) The proof of Proposition 12.7.13.4 (iii) applies, using Proposition 12.7.15.5 (i) 
instead of Proposition 12.7.13.4(i). • 

12.7.15.8. Proposition (Dihedral case). — Assume that E = K, where K is as in 12.6, 
and Eoo = Koo C K[oo] = U^[c] ^e notation of 12.6.1.5). Fix a lift r G 
Gal(i^oo/F) of the non-trivial element ofGal(K/F). Then: 

(i) The map ux from Lemma 10.3.5.4 (for X = T) induces an isomorphism 

K r : R r / ( G ^ ^ r ( r ) ; A s ) R f / ( G ^ / r ( r ) ; A , ) 1 . 

(ii) The formula [x,y] := (X,UT{V)) defines a non-degenerate, skew-symmetri 
(Rp') - bilinear pairing 

(# / , Iw(£oo /£ ,T)r) / ß ).tors (Hl^Eoo/E,^) (ß-p/ ) -tors Frac ( i ^ ) / i ? r . 

(iii) We have 

rkA,(x> H)ry,{K00/KiT')(x) = dimK(q) HJ^iEoo/E,^ (mod2) 

r k A , ( x ) H } ) I w ( i W ^ > r ' ) ( x ) > dimK(q) H}tlw(Eoo/E,T)^. 

Proof 

(i), (ii) This follows from Lemma 10.3.5.4 and Proposition 10.3.5.8. 
(iii) Applying Lemma 10.6.5 to the pairing from (ii), we deduce that 

dimK(F) #£!„(£«,/£; , 7 > F ] = 0 (mod2); 

the statement then follows from the exact sequence in Proposition 12.7.15.5 (i) (with 

3 = i). 
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12.8. Level raising 

In this section we assume that / G Sfc(n, (p) is a p-ordinary newform of level n and 
X : A F / F * —> C* is a character (with values contained in ^ ( L ) ) satisfying x~2 = 
( = > A; is even). For simplicity, we shall denote O = OLP-

12.8.1. Congruences between newforms and e-factors 

12.8.1.1. As in 12.5.5, we put g = / ® x £ Sk(n(g), 1) (which is a newform of level 
dividing cond(X)2n) and V = V(g){k/2) = V(f)(k/2) ® X, = ^(/)±(fc/2) 0 XU 
V(g){k/2) 

Fix a GF-stable O-lattice T(f) c a n d put T(#) = T( / ) <g> x C V(#), T = 
T(g)(k/2) = T(/)(fc/2) (8) x C The absolute irreducibility of F ( / ) implies that 
there exists an integer c ^ 0 such that 

Im(0[GF] —• Endo(T)) D pcEnd0(T). 

12.8.1.2. Fix an integer M ^ 1 and assume that we are given a newform g\ G 
Sk(n(g)Q, 1) of level n(gi) divisible by Q such that 

12.8.1.2.1. Q = qi • • • qs is a product of s ^ 1 distinct prime ideals not dividing 
(p)cond(x)n(#). 

12.8.1.2.2. (Vz = l , . . . , s ) X9l(ql) = -(Nq^2-1 7r(^i)qi = St(/i), /x2 = 1, /x 
unramified, /i(q^) = —1, by Lemma 12.3.10(i)). 

12.8.1.2.3. For all primes v { cond(x)npQ contained in a set of density 1, 

\gi(v) = Xg(v) (modpM+6c) 

(a congruence holding in O). 

12.8.1.2.4- The newform fi = gi X~l ls p-ordinary (this is automatically true if 
M is large enough). 

12.8.1.2.5. If v \ Q is a non-archimedean prime of F , then [ordv(n(g)) = 1 
ovdv(n(gi)) = 1]. 

12.8.1.3. The congruence 12.8.1.2.3 implies, by Proposition 12.8.3.1 below and the 
Cebotarev density theorem, that there exists a GF-stable (9-lattice T\ C V\ — 
V(gi)(k/2) = V(fi)(k/2) ® x and an isomorphism of 0[GF]-modules 

(12.8.1.1) j : T/pMT ^+ Ti/pMTi 

As usual, we out A = V/T, Ai — Vi /TI and, for each prime V I o, 

T+ = F+ T = TIT+ 
-L v V y , J- ?; J. / J. V , 

At = V,?/T± A\pM]*=AÏ\pM] 
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Thanks to the assumption 12.8.1.2.4, we can also define (for each v | p) 

(i)t=V(f1)t(k/2)®Xv, (Tx)+ = W ) + 

(Ti)v = Ti/{Ti)t (i)t=V(f1)t(k/2)®Xv, 

Let 7r(g) (resp., ir(g\)) be the automorphic representation of GL2(Ai?) associated to 
g (resp., to gi). 

12.8.1.4. Proposition. — Let v be a prime of F. The local e-factors EV{KVI ^) (TT — 
7r(o), TT(QI)) have the following properties: 

(i) If v \n{g)Qoo, then ev{it{g)v,\) = ev(n(gi)v,\) = 1 
(ii) Ifv I oo, then e„(ir(g)Vi h) =evMgi)v,h) = (~l)k/ 
(iii) Ifv\Q, then £v(ix(g)v, 5) = Ev(n(gi)Vi 2) = 1 
(iv) Ifv I n(q), v\p and M ^ l + ord0(2) f+ord„(iVi; + 1) if ord j n(g)) = 1), 

then ev{ir(g)v, \) = ev(n(gi)Vi \) 

Proof. — We only have to prove (iii) and (iv). If v = (i — 1,. • •, s), then v \ n(g), 
hence sv(n(g)v, \) = 1. On the other hand, ir(g\)v = St(/x) with ¡1 unramified and 
li(v) = —1, hence ev{^{gi)v,\) — /̂ (—1) — 1 (by Lemma 12.3.13). It remains to 
prove (iv): let v I tifa), v \ p. According to (12.4.3.1), we have 

(12.8.1.4.1) ev(ir(g)Vi \) = ev{V, ipv,dxv) = £0iv(V^v,dxv) det (-Fr(^)geom,^/î;) , 

where dxv is the self-dual Haar measure with respect to ipv (and similarly for g 
and Vi). As 

(12.8.1.4.2) T/2pT = T/p^^^T Ti/.pi+ordp(2)Ti =Tl/2pT1 

by (12.8.1.1), it follows from [De2, Thm. 6.5] (resp., [Ya, Thm. 5.1]) in the case p ^ 2 
(resp., p — 2) that 

(12.8.1.4.3) (V,ipv,dxv) = eo.v(Vi,ipv,dxv) (modp1+ord"(2)). 

As both values £V(TTV, |) (TT = 7rfa), 7r(gi)) are equal to ±1 , it is enough to show 
that they are congruent modulo 2p. In view of (12.8.1.4.1), (12.8.1.4.3), it suffices to 
establish the following congruence (holding in (9*): 

det( -Fr(v)geom,^M 1 = det(-FV(v)geom,̂ 1Jv) 1 (modp1+ord^) 

Combining the assumption 12.8.1.2.5 with Lemma 12.4.5(h), we see that 

VIv ^ 0 ^ V±Iv + 0 

if this is the case, then 7r(g)v = St(fi) (/i2 = 1), 7r(gi)v = St(/xi) (/x2 = 1), the 
characters fi and \i\ are unramified and there are exact sequences of O [Gv]-modules 

0 —> 0(1) <g> /i —>T —>ö®fi —• 0, 0 —> 0(1) <g> /ii —• Ti —^ O 0 /ii —> 0. 
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It follows thai 
OlpM Ç ((T/pMT)(-l))Gv iffi(v) = 1 
2(Nv + 1) • ((T/pMT)(-l))Gv = 0 if /JL(V) = - 1 

and 
0/pM Ç ({Tl/pMTl)(-\))G^ if fJLi(v) = 1 
2(7V^ + l ) . ( m / p M T 1 ) ( - l ) ) G ^ 0 if fjii(v) = - 1 . 

The isomorphism (12.8.1.4.2) together with the assumption M > ordp(2(Nv + 1)) 
then imply that ji(v) = fii(v) (= ±1), hence 

det(-Fr(^)geom,l /^) 1 = —fji(v)Nv — —Hi{v)Nv = del - Fr(^)geom,^i" -1 

which concludes the proof. 

12.8.1.5. Corollary. — If M ^ l+ordp(2) + max{ordp(iVt; + l) | v\p, ordv{xv{g)) = 1}, 
then 

e тг o , é = e{n(9i)i 2) 

h){F,g)-hlAF,g) + r^{F,g) = h)(F,gi)-h){F,gi)+ ran(F,9l) (mod2) 

Proof. — Combining Proposition 12.5.9.4 and 12.8.1.4, we obtain 

(_^\h){F,g)-h){F,g)+r^{F,g) = еЫд), h) 

= 
v\poo 

Xv(-l)ev(-K(g)v, \) 
v\oo 

Xv{-l){-l)k/2 

= 
v\poo 

Xv{-^)ev{n{gi)v, \) 
v\oc 

•Xv(-l)(-l)*/2 

= еЫ91), h) = (_l)^}(^9I)-^/(F,5I)+RAN(F,9L) 

12.8.2. Linear algebra. — Fix a prime element w of O = OLP • 

12.8.2.1. Definition. — Let a,/3 ^ 0 be integers and / : X —> Y a homomorphism 
of (9-modules. We say that / is an (a, /3)-morphism if pa • Ker(/) = 0 and p@ • 
Coker(f) = 0. 

12.8.2.2. Lemma 
(i) If f : X Y (resp., f : Y —> Z) is an (a, f3)-morphism (resp., an (a',/?')-

morphism), then f'f : X —• Z an (a + a7, /5 + (3')-morphism. 
(ii) If f : X Y is an (a, (3)-morphism, then there exists a homomorphism g : 

Y —• X satisfying fg = tua+/3 • idy ; = tua+/3 • idx f=> <7 ^ an (a + /?, a + /?)-

(iii) If f : X ^ Y is an (ce, j3)-morphism, so is the induced morphism fn : pnX —» 
pnY (/or eacft n ^ 0,). 
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Proof. — Elementary exercise. • 

12.8.2.3. Proposition. — Let k,M ^ 1 and r, r i ,a , /3 ^ 0 be integers, W and W\ two 
OlpM-modules of finite lenqth and 

f: (0/pM)®r (BW®k (0/pM)®ri ®w®k 

an (a,/3)-morphism. Write W = O/p711 0 • • • 0 G/pn° (g ̂  07 m ^ n2 ^ • • • ^ n<J. 
Pn£ no = M, ng+i = 0 and assume that there exists an index i G { l , . . . , g } such 
that rii > rii+i + (a + /3) (rTns zs automatically true if M > (a + /?)(# + 1) or i/ 
M-l-a-/3jy = 0) 7%en 

r = ri (mod k 

Proof. — If M is an 0-module of finite length and n ^ 1, put 

sn{M) := max{£ > 0 | (O/pn)m C M} 

Using Lemma 12.8.2.2 (iii), we can replace / by /ni+1, hence assume that > a + /3 
The suriections 

(0/pMfr®W®k- Im(/) ( ö / p M - f r © ( p T ) e f c 

resp., the inclusions 

pP(ö/pM)®ri ®(p^i)®fc ÇIm( / ) Ç (O/pM)0ri 0 W®fe 

imply that 

S l ( M / ) ) = W M / ) ) = r + ksi(W) 

resp., 

r1+ksß+1(W1)=r1+ks1(pßW1fk <Sl(Im(/) ) = Sß+1(Im(/)) < ri+fcs/j+iCWi). 

It follows that 

r + fcSl(Ty) = si(Iiii(/)) = r1+kSß+1{W1) ^ r = ri (mod k). 

12.8.2.4. The following example shows that the assumption rii — n^+i > a + (3 is 
necessary: the map 

f:(ö/bM)®(0/bM-')m ©•••©(o /p )®2 ( O / P M - i ) e 2 e . . . 0 ( o / p ) e 2 

f(yo,xi,yi, • •. , X M - I , 2 / M - I ) = (Уо,Х1,УцХ2, • • • ,VM-2IXM-I) 

(where yt = y» (modpM * x)) is a (1, 0)-morphism 

/ : o/pM © w®2 —* w®2 

12.8.2.5. Lemma. — If G is a topological group and f : X —• Y an (a, [3)-morphism 
of ind-admissible 0\G]-modules, then the induced maps 

ЩопА^.Х) —у Hlcont(G,Y) 

are all (a + /3, a + ß)-morphisms. 
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Proof. — Combine the cohomology sequences associated to 

0 Ker(/) X Im(/) — 0, 0 —> Im(/) —> F —• Coker(/) —> 0. • 

12.8.3. Congruences between traces and congruences between representa­
tions 

12.8.3.1. Proposition. — Let $ be a finite extension ofQp, O C & its ring of integers, 
w G O a uniformizer of O and G a group. Let T\ be an 0[G]-module, free of rank 
n ^ 1 as an O-module. 

(i) If T\ ®o <I> is an absolutely simple Q[G]-module, then 

(3c ^ 0) Im(0[G] —> Endo(Ti)) D tucEnd0(Ti). 

(ii) Assume that N ^ 1 an integer and T2 is an O/voN+bcO[G]-module, free of 
rank n as an O/wN+5cO-module, satisfying 

(Vo e G) TVo(fl|Ti)=Tr0(5|T2) (modWiV+5c) 

where c ^ 0 is as in (i). Then there exists a homomorphism of 0[G]-modules a : 
T\jwNT\ —> T2/zz7A/T2 satisfying wcKer(a) = wc Coker(a) = 0 . If N ^ c, then 
there is an 0[G}-submodule ?i7cT2 C To C T2 and an isomorphism of O-modules 
TxlwN~cTx T'2lvoN-cT'2. 

Proof 

(i) As V\ — T\ §§o $ is an absolutely simple <£>[G]-module, we have ([Cu-Re, §3.43, 

&3.32J) 

End^[G1(Vi) = 

Im(0[G] —> Endo(Ti); 8)0 $ = Im($[G] —> End<j>(Vi)) = End* (Vi), 

which proves the claim. 
(ii) Our assumptions imply that 

(12.8.3.1.1) NaeO[G\) TrcM) =Tr0(a\T2) (modmN+5c) 

Fix (9-module isomorphisms 0®n ^ 7\, (0/mN+5cO) ^ T2; they induce isomor­
phisms Endo(Ti) ^ Mn(0) , End0(T2) ^ Mn(0/wN+5cO). Put 

5 = Im(0[G] Endo (Ti/tx7N+5cTi) 0Endo (T2/tuiV-f5cT2)) C Mn(0 / t s "+5c0)02 

and denote by i3 : B -> Mn(G>/tu7V+5cO) (j = 1,2) the projections of 5 on 
the two factors. Their kernels Ij — Ker(ij) are bilateral ideals of B satisfying 
Ix n I2 — 0. We claim that zz72cii(/2) = 0: indeed, fix x G zi(/2). As 2i(/2) 
is a bilateral ideal in i\ (B) D tu^Mn(0/tu^+5c0), n(/2) contains the bilateral 
ideal J = mcMn(G/voN+bcO)xvocMn{G/wN+5cO) of Mn(0/zuN+5cO), which is 
necessarily of the form J = wkMn(GlwN^cO) (2c ^ k ^ N + 5c). It follows 
from (12.8.3.1.1) that 

(VAeii(J2) Tr(^) = 0G(9/^N+5cC>; 
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taking A = diag(^7fc, 0 , . . . , 0), we obtain vok = 0 (mod wN+bc), hence J = 0. As 

H72cx G J, we have n72cii(/2) = 0, hence vo2cl2 C h fl /2 = 0. 
In the special case c = 0 we can conclude as follows: as I2 = 0, the inequalities 

e0{Mn(o/wNo)) >e0{i2{B)) = £o(B) = £o(n(B))+£o(h) 

= £o{Mn(0/mNü))+£o(h 

imply that I\ = 0 and 22(B) = Mn (0/mN0), hence both maps ¿1,22 : B 

Mn{0/wN0>) are isomorphisms of (9-algebras. The isomorphism ^i^1 : 
Mn(0/mN0) ^ Mn(0/wN0) is necessarily inner (cf. Lemma 12.8.3.2 below), 
which implies that 

B = {(A,gAg-Y) \ A e Mn(0/wN0)} 

for some g G G L n ( O / w n O ) . Multiplication by g then induces the desired isomor­
phism of (9 [G]-modules 

Tl/wNTl (0/wN0) -^(0/wN0) ^T2/wNT2. 

If c ^ 1, then the multivalued 'map' i\(b) >-» ¿2^) induces an isomorphism of O-
algebras ii(B) /iifa) —> 12(B) /¿2(^1), hence a homomorphism of (9-algebras 

/ : h(B) — h{B)lh(h) i2{B)lh(h) 

—> Mn (O/wN+5cO)/Mn (O/zuN+5cO) \w2c Mn(0/wN+3cO). 

As cc7cM„(0/n7A'+5ce') C Lemma 12.8.3.2 below implies that there exists a 
matrix a 6 MJO) n GL„($) such that ra7co_1 € M„(0) and 

NA e Mn(ü/mN+5cO) f foM) = gAcjcg-1 (m<AwN+c' 

In particular, for A 6 'i(-B) we obtain a congruence 

(VA G *!(£); f(A)# = g A [modwN Mn{0/wN+bcO)g) 

which implies that multiplication by g G Mn(0) induces a morphism of O[G]-modules 

a : Tl/wNTl • (0/wN0) -^-,(0/mN0) >T2/mNT2. 

Multiplication by wcg~x G Mn{0) induces a morphism of (9[G]-modules (3 : 
T2/n7ArT2 —> T\jvoNT\ satisfying pa = a(3 = tuc; thus tuc Ker(ce) = tuc Coker(ce) = 0, 

If, in addition, N ^ c, let T2 C T2 be the inverse image of Im(a) under the canonical 
projection T2 —> T2/^7ArT2; this is an 0[G]-submodule of T2 containing wcT2- The 
surjective homomorphism of (9 [G]-modules (induced by a) 

T1/wNT1 —» T!1/wNT2 T'2lwN-cT,2 

factors through a' : Tl/wN~cTl —» T!1lwN~cT!1\ as t0i^\l^N~cT^) = n(N - c) = 
£0 (T2/tun~cT2) , it follows that c/ is an isomorphism. • 
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12.83.2. Lemma. — Let O be a discrete valuation ring with a uniformizer zu G O. 
Assume that n ^ 1, c ^ 0, TV ^ 2c + 1 are integers and f : (0/ZJN+cO) • I + 
wcMn(Gi/zuN+cO) —» Mn((D/mN(D) an O-algebra homomorphism. Then there ex­
ists a non-singular matrix q G Mn((9) SMC/I £/ia£ zucq~l G Mn((9) ana7 

V a G Mn(o/vjN+co f(vucA) = qATUcq-1 (modwN-2cMn(0/voN0) 

Proof. — If c = 0, then / : Mn(0/wN0) Mn(0/wN0) is an O-algebra ho­
momorphism, in fact an isomor phism (as £0{Mn(0/zuN0)) < oc, it is enough to 
check that Ker(/) — 0; but Ker(/) is a bilateral ideal in Mn(0/VJNO) not con­
taining wN~lI, hence Ker(/) C wNMn(0/wN0) = 0). If TV = 1, we conclude by 
the Skolem-Noether theorem ([Cu-Re, §3.63]). If A/" > 1, we can assume, by induc­
tion, that f(A) = A (modwN-1) for all A G Mn(0/wN0) (after replacing f(A) by 
g~lf{A)g for suitable g G GLn{0)). Writing f(A) = A + wN~1h(A), the reduction 
modulo A H h(A) (modw) defines an O-linear map 

h : MJO/wO) —> MJO/wO) h{I) = 0. h(AB) = h(A)B + Ah(B). 

Substituting for A, B various elementary matrices, an easy calculation shows that 
there exists a matrix H G Mn(0/wO) such that h(A) = [H, A] = ~HA - AH for all 
A. Choosing a lift H G Mn(G/wN0) of H, we obtain f(A) = {I + wN'lH)A(I + 
wN~lH)'1, as required. 

If c ^ 1, consider Mn(0/wN0) acting on T/zuNT = T = (0/voN0)®n, where 
T = O®71. Let U CT be the O / ^ O - s u b m o d u l e of T generated by f{wcA)T, for 
all A G A^(0/n7Ar+cO). It follows from 

f(mcA)f(wcA') = f(zuAA') = wcf{vocAA') (A, A' G M ^ O / z u ^ O ) ) 

that 

wcT = f(wcI)T c /7, f(wcA)U C H7CU (A G MJO/VON+cO) 

Let [/ C T be the inverse image of U under the projection T —» T/wNT. Fix a 
matrix s G Mn(C?) such that s(T) = U; then wcs~l G A/n(0), as wcT C E/. For 
each A G Mn((9/tuiV+c(9), the (9-linear map 

u(A) : T >U >w CTJ >ZJ2cT< ™" TIT \w2c] = (0/zuN-2c0fn 

satisfies u(A)u(A') = u(AA'), hence the map u : Mn{0/vjN+cO) -> Mn(0/wN-2cO) 
A i ^ n(A), is a homomorphism of O-algebras, factoring through u : Mn(0/wN~2cO) 
—>• Mn(0/wN~2cO). The case c = 0 treated above implies that there exists 
t G GLn(0/wN-2cO) such that u(A) = tAtr1 for all A G Mn{0/wN-2cO), hence 

^ s - V f ^ A i s = ^ ( t A t - 1 (modtu^20)) , 

tz72c/(zz7cA) EE w2c(gAixcg-x ( m o d t ^ " 2 ' ) ) 

holds for all A G Mn(0/wN0)i if we put # = st. 
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12.8.4. Comparison of Selmer groups 
12.8.4.1. Let S be the set of primes of F dividing pn(g)Qoo, D = {v \ p} and 
£' = Sf — XI. We shall consider the groups 

HUZ) :=H}(GFyS,Z;A(Z)) 

for 
Z = r,F,ATi,Vri,Ai,Afpfcl = T/pfcT,Ai[pfc] =T1/pkT1 ( fc^l) 

and Greenberg's local conditions 

(12.8.4.1) UV+(Z) = ^cont V I p 

, ^cont /-A; 7 ) 5 у e Ti' 

(if Z — T, V, A, A[pk], then we obtain the same groups if we replace 5 by 5 -
{q i , . . . , qs}, by Corollary 7.8.9). Set 

r:=h1f(F,V) = dimLpH1f(V) n :=h1f(F,V1)=dimLpH}(V1); 

the goal of Sect. 12.8.4 is to show that r = T\ (mod2), provided that M is larg< 
enough. Here is a sketch of the argument: we have 

HJ(A) (Lp/0)®r ®m(A), H){AX) ^ (Lp/0)eri © n i ( ^ i ) 

where 
Ul(A) = H}(A)/H}(A)div, m(A1) = H}(A1)/H}(A1),iv 

are (9-modules of finite length. We show that the (9-modules Hj(A) [pM] and 
Hj(Ai) [pM] are almost the same and, using the generalized Cassels-Tate pairing, 
that III (A) (resp., III(Ai)) is close to being isomorphic to W (&W (resp., W\ 0 W\). 
The result then follows from Proposition 12.8.2.3. 

12.8.4.2. Proposition. — For each prime v | p of F, put 

av = min i ordp N xl){u)-i) \ ueO*FjV 

and define a — max^ufa,,) 

j = maj:A\pM' АЛРМ] 

Then we have, for each v \ p 

Mpm]+v: C Ax\pM} + 

and the map j+ : A[pM}+ -+ A1 [pM] + (resp., j ~ : A[pM]y - A1 [pM]J induced by 
j is an (a,2a)-morphism (resp., a (2a, a)-morphism). 

Proof. — In the commutative diagram with exact rows 

0 LR J v 
it A[PM] A\pM~ 0 

.7 

0 Ai[pM] + Ai [pM] (ù),7 
Ai[pMr o, 
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the G„-modules Z+(-k/2)(g)x~1 and Z~(k/2-l) are unramified (Z = A\pM\1A1 [pM]). 
This implies that Im((zi)~ ojoz+) is killed by (Xcyc\Xl)(9v) — l, for each gv G Iv (where 

Xcyci : Gv —• Z* is the cyclotomic character), hence by (N^~^ • Xv)(u) — 1, for each 

u G 0*Fv (recall that the isomorphism of class field theory J(Gal(Qp5/Qp)) >̂ Z* is 

given by Xcyci? n°t XcJycp as we are using geometric Frobenius elements). This shows 

that j(A[pM]^) C Ai[pM]^, as claimed. The statements about follow from the 

exact sequence 

0 ^ Ker(j+) Ker(j) Ker( j" 

^ C o k e r (j + ) Coker(j) —> Coker(j") —+ 0, 

as j is an (a, a)-morphism and pa • Im(<9) = 0. 

12.8.4.3. Corollary. — The maps j and j+ (v \ p) induce a (3a,3a)-morphism 
HJiAip^^Hji [A^])PM. 

Proof. — Combine Proposition 12.8.4.2 with Lemma 12.8.2.5. 

12.8.4.4. Proposition 

(i) Nv G E') NZ = A, Ai) H°(GV, Z) is finite. 

(ii) Put b = ma,xvex'(bv) and b\ = m a x ^ s ' ^ L U ) , where bv = Tamv(T,p), b\v — 
Tam^T^p). If 

M ^ max { 6 + 1 , ordp(2), 1 f- max{ordp(2(iVv + 1)) | v \ p, ordv(n(g)) = 1}}, 

then 

(\/v G S' - {q i , . . . ,qs}) bv = 6„,i, (Vi = l,...,s) bqi = 0, bi,qi =ordp(2). 

(iii) (Vu e £') £o(HL(Gv,A)) = bv, £0(HUGV,A!)) = 6,„. 
(iv) (Vu e E') pb" •Hi(Gv/Iv,AI»/pMAI«) = 0, p61-'' • t f ' : ( G , / / „ , ^ { V P M ^ r ) = 0-

Proof 

(i) This follows from the vanishing HU{GV,V) = H»{Gv,Vi) = 0 (Proposi­
tion 12.4.8.4). 

(ii) Fix i G { 1 , . . . , s}. As T is unramified at q̂ , we have bqi = 0. In order to 
compute b\ Q,., we use the exact sequence of 0\GQ.1 -modules 

0 —> (9(1) 0 /ii —• Tx —> O 0 /ii —> 0, 

in which /ii is an unramified character satisfying /xi(q2) = —1. As Iqi acts trivially 
on Ti /pMTi ^ T/pMT, we have 

^ c o n t ( ^ ^ l ) t o r s ^ 0 / P M , ^ M l 

for some M' > M > ordtì(2), hence 

ĉont ̂ qi^Otors ^ 0/20 6i>qi = ord p(2). 
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If v e £ ' - {q i , . . . ,qs}, then 

bv = ec £1 {lv, 1 ;tors --eo({AI°/(AI>>)DIV 
Fr(v) = V 

and similarly for A\ and b\,v. 
If ordv(n(#)) ^ 1, then VIv = V[v = 0 (by Lemma 12.4.5(h)), hence (A7")div = 

(A{u) = 0, which implies that 

bv=eo(H0(Gv,A)) = £a(H°(Gv,A1)) = bhv 

(using the fact that pb* kills HU(GV, A) and A[pb^'\ = Ax [p&V+IJ). 
If ordv(n(g)) = 1, then the proof of Proposition 12.8.1.4 shows that there are exact 

sequences of O \GV]-modules 

0 —> (9(1) (8)/i —>T —> 0 <g)/x —• 0, 0 —> 0(1) (8) /x —>Ti —> 0 <g> // —> 0 

(where /i : Gv —> {±1} is an unramified character). Consider the corresponding 
(non-trivial) extension classes 

m, m i e ffi,nt(G„,o(i)) = o * , „ ê o o 

(the last isomorphism being induced by the valuation ordv). It follows from the exact 
sequence 

0 —> O(l)0fi —> TIv —> O0/i 
[T]®1 

>0<8>/i — H^nt(Iv,T) 0 ( - l ) ® / i — 0 

that 

6V = 
>0(0 / f r lO) , i f = 1 

\е0(о/{[т,2)0) if/i(7j) = - 1 

(and similarlv for Ti and 6i „). If = 1, then 

e0((T/pkT)lv) =k + mm(k,bv), e0((T1/pkT1)Iv) =k + mm(k,bhv) (Vfc ^ 0). 

The assumption M > bv then implies that 

2M > M+6„ = io ( (T/pMr)7" ) = l0 ( (Ti/pMTi)7" ) = M+min(M,6i,„) = > bv = 6i,„. 

If /z(i>) = — 1, then 

either £0(C>/[T]C>) > ordp(2) =^ bv = ordp(2) 

or ^ 0 ( 0 / f T l O ) < o r d n ( 2 ) = > 6 ( , = ?o(C?/[T]0) = e0((T/pMTyv) - M 

(and similarly for Ti and 6ijt)), hence 

bv = min (ordp(2), i0((T/pMT)Iv) - M) 

= min (ordp(2), *0((Ti/pMTi) ") - M) = 6i,„. 
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(iii) It is enough to treat A: the first term in the exact sequence 

( ( ^ ) d i v ) / ( F r ( u ) - l ) — HI(GV,A) = (AI")/(FY(V)-1) 

(A7V047")div)/(Fr(«)-l) — 0 

is a quotient of H^(GV,V) = (VL")/(Fr(v) - 1) = 0 (as d i m ^ r ( G „ , V) = 
dim H°(GV, V) = 0), while the the third term has the same length as 

( ^ " / ( ^ ) d i v 
FrO) = l _ tri IT TNFl'(F) = l 

- -ncontlJ«" 1 Jtors 
(iv) As X := AIV /pMA'V is finite, we have 

£o(H°(Gv/Iv,X)) =£0(H1(GV/IV,X)) = e0(X/(Fr(v)-l)X) 

< lo )/(Fr(v) - 1) = £o(H^(Gv,A))=bv. 

The argument for A\ is the same. 

12.8.4.5. Lemma. — pc • H°f(A) = 0. If M > c, then pc • H°f(A{) = 0 

Proof. — By definition of c, we have Hj(A) C H°(GF,A) C A[pc]. If M > c, then 

^!fpC+1L = ^[pC+1L, hence Ä9(Ai) C H°(GF, Ax) C Ai[pCL. • 

12.8.4.6. Proposition. — The canonical morphism Hj[A[pM]) —> #}(^4) [pM] (resp., 

Hj(Ai[pM}) —• Hj(Ai)[pM]) is a (c, 6)-morphism (resp., a (c, &i)-morphism). 

Proof — The natural exact sequences of complexes 

0 ^r(G„,^[pM]) c:T(GV,A)^C:R(GV,A) 

— C^iGv/I^A'-I^A1") 0 (v e E'; 

0 — C't(Gv,A\pM]t) — G' ,(G„, A+; ̂ C'cont(Gv,A+)~^ О 0 I p) 
give rise to exact triangles 

Rff(A\pM])~,RTf(A)-^Y., Y-^RfF(A) 
ve?,' 

C'CONT(Gv/IV,A^/pMAL") 

such that u'ou = wM - id. It follows from Proposition 12.8.4.4 (iv) and Lemma 12.8.2.5 
that the maps Hl(u') : Hl(Y) —> HI (A) are (6, 6)-morphisms, hence the O-modules 

Coker(H}(A[pM}) H){A) [pM]) Ç Ker(#V) 
are all killed by pb. According to Lemma 12.8.4.5, the kernel 

Ker(H}(A[pM]) Hi (A) \pM}) Ç H°(X) Ç H°f(A) 
is killed by pc. The argument for A\ is the same (if M ^ c, then the statement about 
the kernel is trivially true). • 
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12.8.4.7. Proposition. — The canonical map HT f(T)^oLp/0 —> HTf(A) (resp 

BTf(Ti)hoLp/0 -> KTf(Ai)) defines, for each i, a (6,6)-morphism LT}+1(T) -
H}(A)/H)(A)d[v (resp., a (bllb1)-morphism ^ ( T , ) ^ -> H^A,)/H^A,)dJ. 

Proof. — In the exact triangle 

Z = Krf(T)®0Lp/0 KTf(A) G) EvvJT), 

the cohomology groups Hl(Evvv(T)) vanish for i ^ 0,1 (resp., are killed by pbv for 
i = 0,1), by 7.6.9. Combining the corresponding cohomology sequence with the Snake 
Lemma applied to 

0 H)(T) ®o Lp/G hHz) i?i+1(T) 
J v 7tors 

0 

0 w d I V H}(A) ^М)/Щ{А)^ 0 

yields the result for T, A (as the left vertical map is surjective). The argument for 
T\,A\ is the same. • 

12.8.4.8. Corollary. — The maps from 12.8.4-7 induce a (6, 26)-morphism (resp., a 
(61,260-morphism) H*(T)[pM] - (H){A)/H)(A)A. )[pM] (resp., HKT^p**] -
(HjiA^/HJiA^W'}) 

12.8.4.9. Proposition 
(i) There exists an injective morphism of 0[GF]-modules v : T —> T*(l) satisfying 

v(T) Çt. pT*(l) and pc-Coker(z/) = 0. This morphism is skew-symmetric (i.e., z/*(l) = 
— z/̂ ) and unique up to a scalar multiple by an element of O*. For each prime v \ p of 
F, v(T+)®0 Lp = (V-)*(l). 

(ii) If M > c, then there exists an injective morphism of 0[Gp]-modules V\\T\^ 
Tx*(l) satisfying v\(T\) qL pT*(l) and pc • Coker(z/i) = 0. It is skew-symmetric (i.e., 
z/I*(l) = —v\) and unique up to a scalar multiple by an element of O*. For each prime 

v\pofF, i/i((T0+) ®o Lp = ((V0^)*(1) 

Proof 

(i) We know that there exists a skew-symmetric (i.e., such that Vy(l) — —vy) 
isomorphism of Lp[GF]-niodules vy : V ^ V*(l). Let k £ Z be the smallest integer 
such that wkvv(T) C T*(l) and put v = wkvv. As v(T) c T*(l) are GF-stable 
O-lattices in V*(l) ^ V" satisfying i/(T) £ pT*(l), we must have pcT*(l) C v(T). 
The absolute irreducibility of V ^ V*(l) implies that vy is unique up to a scalar 
multiple in L*, hence v is unique up to an element of O*. If v \ p, then the vanishing 
of 

Hom0[G I(K+,(K+)*(l)) = Komo[Gv](yv+,V-) = 0 
implies that v(V+) = (V;~)*(l). 
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(ii) The isomorphism of 0[GF]-modules T/pc+1T ^ Ti/pc+1Ti implies that 
the image of the subring Rx := lm(0[GF] -> Endo(Ti)) C EndG(Ti) = E in 
Endo(Ti/pc+1Ti) = E/pc+lE contains pcEndo(Ti/pc+1Ti) = pcE/pc+lE; thus 
(Ri H pcE) + pc+lE = pcE. Nakayama's Lemma then implies that Rx D pcE = pcE, 
hence Ri 0 pcEndo(Ti). We apply the argument from (i) to T\. • 

12.8.4.10. Corollary. — Consider Greenberg's local conditions 12.8.4-1 for Z = T*(l) 
( W i T*(l) + = T*(l) n (K~)*(l) for v j p; , and similarly for T*(l). The map 
v induces, for each i, a (c, c)-morphism Hj(T) —» i/j-(T*(l)). / / A / > c; £ften z/i 
induces, for each i, a (c, c)-morphism Hj(Ti) —> ffj.(T*(l)). 

Proof. — It follows from Proposition 12.8.4.9 (i) that v defines an injective mor­
phism of complexes v* : C}(T) -> C}(T*(1)). As pc kills T*(1) + /V(T+) (resp., 
T*(l)Iv/i/(TIv)) for v | p (resp., for v G £'), it also kills Coker(z/*). We conclude by 
Lemma 12.8.2.5 (and similarly for T\ and v\). • 

12.8.4.11. Proposition 
(i) There exists an O-module W of finite length and a (b + c + 2ordp(2),0)-

morphism H2(T\ors ->W ®W. 
(ii) If M > c, then there exists an O-module W[ of finite length and a (b + c + 

2ordp(2),0)-raorpftzsra #f (Ti) ^i © 

Proof 
(i) The generalized Cassels-Tate pairing 

Hi(TY ж Я (T*(l)ì LJC 

defined in 10.2.2 has left kernel killed by 2p6, according to Theorem 10.2.3 (the factor 2 
comes from the contribution of the archimedean primes). The induced pairing 

( , ) : H2AT) x H2AT) 
\ ' 1 JK ytors / v ;tors 

idx2z/* H2AT) xH2AT*(l)) 
JK ytors JY v /ytors 

>Lp/0 

is alternating, by Proposition 10.2.5. As 2pc • Coker(2z/*) = 0, by Corollary 12.8.4.10, 
it follows that the kernel of ( , ) is killed by 4p6+c. The quotient of Hj(T) by 
the kernel of ( , ) then admits a symplectic pairing with values in LP/(D, hence is 
isomorphic to W 0 W for some (9-module of finite length W. 

(ii) The same argument applies to 7\. • 

12.8.4.12. Corollary 

(i) PutW = [pM]. Then there is a (6 + c + 2 ordp(2), 6 + c+2 or dp (2))-morphism 

H2(T)[pM] 

(ii) IfM>c,putWi =W[[pM]. Then there is a (b+c+2 ordp {2), b+c+2 ordp (2))-

morphism H2AT{)\pM} Wx 0 Wx. 
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12.8.4.13. Putting together 12.8.4.6-12.8.4.12, we obtain, for 

(12.8.4.1) M ^ max(6+ 1, 
c+ l ,o rdp(2) , l + max{ordp(2(iV7j + l)) | v\p, ordv (n(g)) = 1}), 

a chain ot (c^, pi j-morphisms ji 

(o/pMfr ®w® w^(o/pM)er © H2f(T) \pM] 

J^HJ (A) [pM] -i^H}(A[pM] ) - J U H } ( A , [pM]) J^H)(A,) [pM] 

-JU(0/pMfri © HJiTr) [pM]-i^(0/pMfri (BWiQW! 

with 

(ai,/?i) - (26 + 2c + 4ordp(2),26-h2c + 4ordp(2)) 

(a2,/?2) = (6,26) 

(a3,/?3) = (6-he, 6-he) 

(a4,ß4) = (3a, 3a) 

(a5,ß5) = (61 -he, 61 -he) 

(a6,/?6) = (36i,36i) 

(a7,/??) = (61 + c + 2ordp(2),6i + c + 2ordp(2)) 

Their composition is an (a, /3)-morphism 

(12.8.4.2) (o/pMfr ®w®w (0/pM) ® ^ i ® ^ i , 

where 

a = 3a + 46 + 56i + 5c-H 6ord0(2) $C 3a + 96 + 5c + 10ordö(2) 

ß = 3a + 56 + 56i + 5c + 6 ordp (2) ^ 3a + 106 + 5c + 11 ordp (2) 

(as 61 < 6 + ordö(2)) 

12.8.4.14. Proposition. — Let t ^ 0 be an integer such that p* • Hj(T) = 0. If M 
satisfies (12.8.4.1) and M > t + 6a + 196 + 10c + 21 orde(2), then 

(i) h\(FV) =r = n = h\(F,VA (mod2). 
(ii) h) (F, V) — ran (F, g) = h) (F, V1 ) - ran (F, 9l ) (mod 2). 

Proof 

(i) The assumption p* • HJ(T) — 0 implies that plW = 0. Applying Proposi­

tion 12.8.2.3 to the morphism (12.8.4.2) then gives r = 7*1 (mod 2) (as M > £ + a-f-/?). 

The statement (ii) is a consequence of (i) and Corollary 12.8.1.5. • 

12.8.4.15. Proposition. — Assume that p 7̂  2; the residual representation of V is ab­
solutely irreducible, (VTJ | n(g),v \ p) Tamv(T,p) = 0 and (\/v \ p) (3u G 0*Fv) P \ 
((Nf~^q • xt)(u) — l) fthe last condition holds with u = — 1 if [Fv : Qp] is odd for all 
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v | p). Then the conclusions of 12.8.4-14 hold if M ^ 1 and M ^ 1 + max{ordp (Nv + 
1) \v\p, o r d > ( 5 ) ) = 1}. 

Proof. — The assumptions imply that a = b = c = ordp(2) = 0, hence (12.8.4.2) 
is an isomorphism, which proves the congruence r = r\ (mod 2). We conclude as 
in 12.8.4.14. • 

12.9. Parity results in the dihedral case 

In this section we assume that / G Sfc(n, <̂ ), g — f <S> X Sk{n{g), 1) and V — 
V(g)(k/2) = V(f)(k/2) 0 X are as m 12.6.4.1 (i.e., f is p-ordinary and <p — x~~2)-

12.9.1. Fix a prime P \ p of F. Throughout 12.9, we assume that the following 
condition is satisfied: 

12.9.1.1. If 2 | [F : Q], then (3q + P)2\ ordq(n(#)). 
If 2 | [F : Q], then fix such a prime q. It follows from the remarks at the end 

of 12.5.5 that 
if k / 2, then q \p. 

12.9.2. Fix a totally imaginary quadratic extension K/F satisfying the following 
two conditions (in which rj = TJ^/F : A F / F * —>• {±1} denotes the quadratic character 
associated to K/F): 

12.9.2.1. {dK/FMg){P)) = (.i)-

12.9.2.2. r,{<g)(P)) = (-1)1F:Q!_1. 
For example, any K in which all primes of F dividing n(g)(p' split (resp., in which 

q is inert and all primes v ^ q dividing n(g)(p) split) will do if 2 \ [F : Q] (resp., 
if 2 | [F : Q]). 

12.9.3. Similarly as in 12.6.4.6, we set 

KIP00} = 
n>1 

K[Pn], G(P°°) = G&\(K[P°°]/K), 

K\p00} = 
n>1 

K\Pnl G(pOG) = GcA(K[p°°]/K). 

As K[P°°] C K[p°°}, there is a canonical epimorphism G(poc) G(P°°). The 
torsion subgroup G(P°°)tors of G(P°°) is finite and the quotient G(P°°)/G(P°°)tors 
is isomorphic to Z^p, where rp — [Fp : Qp]. Fix a character /?0 : G(P°°)tOYS —> Lp. 

12.9.4. Lemma. — Assume that K/F is as in 12.9.2 and (3 : G(POG) —> C* is a ring 
class character of conductor c((3) = Pn (n ^ 0). If P splits in K/F or if n > > 0; 
then ran(K, g, /3) = 1 (mod 2). 
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Proof. — We apply Proposition 12.6.3.8. If P splits in K/F, then 77(F) = 1 and 
n(q\{dK/FP) = q\ which implies that 

R((3)° = R(0)° n{P} = 0 = R(P)~ H {P} 

for any ring class character (3, hence 

R((3)°=(-1)IF:Q1 V(n(g)] = ( - l ) l ^ „ ( n ( f l ) ^ ) = - l 

by 12.9.2.2. Similarly, if c((i) = Pn with n » 0, then 

Ripf = R(3)° n {P} = 0 =R((3)° {F} 

If P is ramified in K/F, then n(#)(D*/F) = Mg)^ and # (1 ) " n {P} = 0, hence 

e(/9) = (_1)[F:Q]7?(n(5)(P))=_] 

If P is inert in K/F, then 

-£(/3) = ( - l ) I ^ Q M ,,(„(<,)) (_l)l«(D-n{P}| = ^(P)ordp(n(g)) (_1)|H(l)-n{P}| = ^ 

where the last equality follows from the formulas used in the proof of Corol­
lary 12.6.3.13 (recall that 7r(g)p is not supercuspidal, since P | p and / is p-
ordinary). • 

72.9.5. Theorem. Let g = f®x € Sk(n(g), I), P \ p, K/F and (30 : G(P°°)tors L* 
be as in 12.9.1 12.9.3. Assume that the form g does not have CM by any totally 
imaginary quadratic extension K' of F con tained in K[P°°}Ker^. Ifk^2, assume 
that (d{^F,(p)) = 1. Then, for any ring class field character of finite order (3 : 
G(p°°) —• Lp such that f3\G{p^)tors ^s induced by fto via the canonical map G(p°°)tors —» 
G(P°°)tnrK, we have 

r^(K,g,l3) = h)(K,V®l3) (mod2). 

Ifc(P) = Pn and (P splits in K/F or n » 0), then 

ran(K,#,/3) = h}{K,V®/3) = 1 (mod 2), 

Proof. — The proof consists of three steps, the last of which is inspired by the proof 
of Theorem B in [Ne3]. 

12.9.5.1. Reduction to the case k = 2. — If fc = 2, then we go directly 
to 12.9.5.2. 

If k ^ 2, then we can embed (the p-stabilization f° of) / into a Hida family, as 
in 12.7.5: there exists an arithmetic point V above (Pk,e) sucn that f° = fv. 

If p ^ 2 (resp., if p = 2), then the assumption 12.7.9.1 (resp., 12.7.11.1) is satisfied 
possibly after enlarging Lp if p = 2 - and we have g = g-p (resp., g = g^). As 

in 12.7.9-12.7.11, choose a character e' (resp., e1) of sufficiently large order and an 
arithmetic point V' (resp., V') above L^e''A' D A. We obtain a p-ordinary cuspidal 
eigenform f = f-p> of weight (2 , . . . , 2) and its twist g' — f <g) \' £ S2(n(g'), 1). 
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We must check that the form g' also satisfies 12.9.1.1 and 12.9.2.1-12.9.2.2. We 
use repeatedly the equality n(g)^ = n^')^ proved in Corollary 12.7.14.3(h). 
Firstly, if 2 | [F : Q] and if 2 \ ordq(n(#)), then q \ p (as k ^ 2), hence 
2 \ ordq(n(</)); thus 12.9.1.1 holds. Secondly, the assumption ( ^ y F , (p)) — 1 
implies that (dK/F, n(g')^) = (1), proving 12.9.2.1. Thirdly, we have assumed that 
the order of e' was large. This implies that (n((/)st, (p)) = (1), hence 7r(g')v is in the 
principal series ( = > 2 | ordv(n((/))), for each prime v \ p. The same holds for g (as 
k ^ 2), hence 

VK,F(n(g')(P)) = VK/F(n(g')^) = VK,F(n(g)(p)) = VK,F(n(g){P)), 

proving 12.9.2.2. Finally, the form g' has CM by a quadratic extension K' of F iff g 
has (by 12.7.14.5 (v)), which implies that the assumptions of Theorem 12.9.5 are also 
satisfied by g'. 

The statement of Proposition 12.7.14.5 (iv) then shows that Theorem 12.9.5 holds 
for g' iff it holds for g. 

12.9.5.2. Passage to a Shimura curve. — Thanks to 12.9.5.1, we can assume 
that k = 2. Put 

K={v\n(g)(p\2\oYdv (n(g)), v is inert in K/F}; 

the condition 12.9.2.2 implies that \1Z\ = [F : Q] — 1 (mod 2). Fix an archimedean 
prime T\ of F and denote by B the quaternion algebra B over F ramified at the set 
Ram(j3) = {v|oo, v ^ r\} UlZ. By construction, 

(Vv G 7Z) 7r(g)v is not in the principal series 

(using (12.3.9.2)-(12.3.9.3)), which implies (cf. 12.4.7) that n(g) is associated by the 
Jacquet-Langlands correspondence to an irreducible automorphic representation ir' of 
B\ with trivial central character. More precisely, we have 

(Vv £ Ram(£) и' —> тт(а)„ 

(as representations of B* ^ GL^i7^)). 
Fix an F-embedding K ^ B (it exists, since K ® F Fv is a field for each prime v G 

Ram(£?)). One can describe an explicit level subgroup of n' as follows (see [Zh2, §1.2]; 
[Cor-Va, (6)]): write n(g) = n(g)^Ps (S ^ 0) and fix an Eichler order R0 C B of 
level P5 such that the conductor of the O^-order O = Hi^o C is a power of 
P. By construction, there exists an ideal J C Ok such that 

NK/F(J 

NER 
A = n(fl)<"> 

Fix such an ideal J and put R = O + (J D O) • Rq. Then we have, for each finite 
prime v of F, 

(12.9.5.1) dimc(7r;)R* = 1 

([Zhl, Thm. 3.2.2]) 
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In what follows, we are going to use the notation from [Ne4] (see also [Cor-Va]). 
Denote by NH the Shimura curve over F associated to the subgroup HF* C B*, where 
H = R*. The complex points of NH 0F,n C are equal to B*\((C - R) x B*/HF*), 
with B* acting on C — R via a fixed isomorphism B ®F,TI R —> M2(R). If F = Q 
and 1Z = 0 , then NH is a classical modular curve and we put NH = NH U {cusps}. 
In all other cases NH is a proper curve over Spec(F) and we put NH = NH- In 
general, the curve NH is not geometrically irreducible; one defines its "Jacobian" as 
J(N*H) = Pic°^/F. 

The multiplicity one result (12.9.5.1) implies that the representation IT' is generated 
by an automorphic form $ (unique up to a scalar multiple) of level H. In geometric 
terms, such a form defines a one-dimensional subspace 

c . * c r № , n ; . / F ) ® f | 1 1 c = T(J(N*H),nlJ(N,H)/F)®F,Tl C, 

on which the level H Hecke algebra T # of B* acts with the same eigenvalues as it 
does on the one-dimensional space 

(^,00)Я = < | о о « Г " -
The quotient abelian variety 

Ai = J(A^)/AnnTH(C . $) . J(NH) 

is an abelian variety of GL2-type defined over F. More precisely, the number field 
L \ generated by the Hecke eigenvalues of T # acting on C • $ is totally real, it is 
equipped with a natural isomorphism L \ ^ E n d ^ ^ i ) 0 Q, and its degree is equal 
to [L\ : Q] = dim(^i). Denoting by pi the prime of L \ induced by LVI then the 
generalized Eichler-Shimura relation implies that there is an isomorphism of GF,S~ 
modules 

VMi) ®(Li)pi Lp^V(g)(l) = V 
(cf. the discussion in [Ne4, §1]). 

12.9.5.3. CM points. — The set CMH of CM points by K inside 

(NH fcF.N C)(C) = B*\((C - R) x B*/HF*) 

is equal to K*\({z} x B*/HF*), where z G C - R is the unique fixed point of 

K* c—> B* c—> (B <g>F.Tl R)* GL2(R] 

with Im(z) > 0. For each g G B*, the CM point x = [z,g] G CM# represented 
by (z.gHF*) is defined over the ring class field K[c], whose conductor c C OF is 
determined by 

0* = K* n gHF^g'1 = K* ngR*F*g~1. 
We say(4) that c is the conductor of x and we write x G CM# (c). 

(4)Note that the conventions concerning ring class fields used by Cornut and Vatsal in [Cor-Va] are 
not the same as ours, as they treat Hilbert modular forms with a possibly non-trivial (unramified) 
character. 
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The next step is to map CM points to A\. In the classical case F — Q, 7Z — 0 
this is done using a suitable multiple ra(oc) of the cusp oc; in the remaining cases, 
there is a morphism 

i = tHB.:N*H^J(N*H) 

defined using a suitable multiple of the so-called "Hodge class'' ([Zhl, p. 30]; [Cor-Va, 
§3.5], for M^ instead of N^, [Ne4, §1.19]). Denote by i\ the composite map 

H : CMH ^ N H ^ N*H-^J(N*H) —> A1 

By construction, the quaternion algebra B is unramified at P and Rp C Bp ^ 
M2{Fp) is an Eichler order of level P6. This implies that for each n >> 0 there exists 
a "good" CM point x G CMH(Pn) in the sense of [Cor-Va, Def. 1.6]. 

The main result of [Cor-Va] in the indefinite case (Theorem 4.1) in the case of 
a trivial central character uo — 1 states that, for each n > > 0 and every "good" 
x G CM//(Pn), there exists a ring class character (3 : G(P°°) —» L* (after enlarging 
L0 if necessary) satisfying c(3) = Pn and 0\g(p^\,-. — Po, for which 

:i2.9.5.1) eB(l1(x)) 

aSGa,\(K[Pn]/K) 

3-\(i) d{il(x)) + 0 G Ai(K[Pn\) 0 C 

Fix such n » 0, x G CMH(Pn) and 3. As 

^jpnjKer(/3) c ^poo^Ker(/30)^ 

our assumptions imply that the form g does not have CM by any totally imaginary 
quadratic extension K'/F contained in 77(pn)Ker(/3) (hence the abelian variety A\ 
does not acquire CM over any such extension K'). This fact together with the non-
triviality statement (12.9.5.1) imply, by an Euler system argument ([Ne4, Thm. 3.2]), 
that 

hUK,V®P) = 1. 

On the other hand, we can also assume that n > > 0 is big enough in order to apply 
Lemma 12.9.4, which then yields 

ran(iv~, g,p) = l = h)(K, V®(3) (mod 2) 

for the chosen ring class character ¡3 : G(PQO) —> L*. Applying Corollary 12.6.4.8, we 

deduce the desired congruence 

rajl(K,g,0') = h1f(K,V®/3') (mod2) 

for every ring class character of finite order f3' : G(pQO) = Gal(jfrT[p°°]/K) —> L* for 
which f3,\G(Poo)torH is induced by /?o the canonical map G(p°°)tors —> G(P°°)tors-
If, in addition, c((3f) = Pn and (P splits in K / L or n » 0), then ran(K, g, (3') = 
1 (mod 2), by Lemma 12.9.4. Theorem is proved. • 

12.9.6. Proposition. ~ Let g = f ®x ^ Sk(n(g), 1), P \ p and K/F be as in 12.9.1-
12.9.2. We say that a totally imaginary quadratic extension Kr/F is exceptional, if 
K' C K[P°°) and the form g has CM by K'. 
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(i) If K'JF is exceptional, then dK>/F — Pm (m ^ 0). 
(ii) If 2 | [F : Q], then there is no exceptional extension K'/F. 
(iii) If K' jF is exceptional, p ^ 2 and K' C K[P°°]G^poc^, then K' = K and 

dK/F=P™ (m^O). 
(iv) If 2 \ \F : Ql and if P splits in K/F, then there is no exceptional K' C 

ĴpOOjG(P00)tors< 

Proof 

(i) We have dK,/F \ n(g) (since g has CM by K'). As K[P°°}/F is ramified only 
at primes dividing t i ^ / ^ P o o , any finite prime ramified in K'/F must divide 

(n(g),dK/FP) = 
(1), HP\n(g) 

P, i f ^ | n ( 5 ) . 

(ii) Assume that K'/F is exceptional. As dx'/F — by (i), each prime v \ 
n(g)(p) is unramified in K'/F, hence 2 | ordv(n(#)), by Proposition 12.6.5.2 (vi). This 
means that the ideal n(g)(p) is a square, which contradicts 12.9.2.2. 

(iii) As Gz\(K[P°°}G(poo^/K) = G(P00)/G(P00)t0TS ^ Iff is a pro-p-group 
and p / 2, the only quadratic subextension K'/F of K[P°°}G(pocïtovs / K is k' = K\ 
we apply (i). 

(iv) Class field theory gives and exact sequence 

o — > o K / o F —>c Gal(K[P°°]/K[ï\) —>0, 

in which C — (OFP x OFP)/A(OFP), where A is the diagonal map. Put \x = 
(̂ F,p)torS; this is a finite group and we have G[ors = Im(/i x {1} —» C). It follows 
that the reciprocity map 

Air/K*Al —> GaUKÌP00}0^00^/^ 

factors through 

(12.9.6.1) A*K/K*A*Fl (u x (11) x 
w\Poc 

^K,w 

If K'/F is any totally imaginary quadratic extension contained in K[P°°]G(poc)tors 
with dKf jF — P171 (m ^ 0), applying the norm NK^F to (12.9.6.1) shows that the 
quadratic character rjf = 7]K'/F A t / F * —• {±1} associated to K'/F factors through 

AF/F*Af u > 
v\Poc 

^K,w 

As — 1 E //, it follows that the idèle x — (xv) defined by 

xv — 
1, V I oc 

— 1, V \ oo 
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is contained in Ker(r//), which contradicts the fact that 

r,\-x) = 

v\oo 

^ ( - i ) = (-i)[^Qi = - i 

Combined with (i), this contradiction proves the statement (iv). 

12.9.7. Theorem. — Let g = f <g> \ € Sk{n(g),l), P \ p and K/F be as in 12.9.1-
12.9.2. Denote by KOQ — K[p°°]G<ylpo^^tl"rs the unique ZpF'^ -extension of K contained 
in K[p°°]. If 2] [F : Q], assume that, either 

(i) P splits in K/F, or 
(ii) p ^ 2 and (g does not have CM by K or there exists a finite prime u / P 

ramified in K'/F). 

Then, for each character of finite order ¡3 : G&^KQQ/K) —» L*; we have 

r^(K,g,l3) = h}AK,V®l3) (mod2). 

Ifc(/3) = Pn and (P splits m K/F orn»0), then 

ran(K,#,/3) EE h)(K,V®P) EE 1 (mod2). 

Proof. — Thanks to the assumptions (i) or (ii), Proposition 12.9.6 implies that g 
does not have CM by any totally imaginary quadratic extension K'/F contained in 
K[P°°}G(pOC^- we apply Theorem 12.9.5 with /30 = 1. • 

12.9.8. Theorem. — Let g = f®x € S2(n(g), 1), P \ p, K/F and 0O : G(P°°)tors -> L*p 
be as in 12.9.1-12.9.3. Set O = Ol,p and A = 0{G(P°°)\. Fix a GF-stable O-
lattice T C V and put A = V/T. Assume that g does not have CM by any totally 
imaginary quadratic extension K'/F contained in x[P°°]Ker(^0). Then we have, using 
the notation from 10.7.16 and 12.64.9-12.64.10: 

(i) (Vj = 1,2) rkA( ,Q±1)^ran(K,# , /3) EE h)(K,V®P) EE 1 (mod2).ran(K,#,/3) EE h)(K,V®P) EE 1 

= m(g,K;P) + 1. 
(ii) cork ^±1) SfiKlP00})^1) = i. 

(iii) If R, g — g-p and g' = g^ are as in 12.7.10 (resp. 12.7.11), denote 
R = P[G(P°°)] and q = R • Ip0 e Spec(P) (ht(q) = 0), where IPo = Ker(/?0 : 
0[G(P°°)torS] LP). Fix T c V as in 12.7.15.3. If 12.9.1.1 and 12.9.2.1-12.9.2.2 
hold for n(g') and if m(gf, K; P) = 07 then 

(Vj = 1,2) r k ^ HjnJK[P°°]/K, TW = *RAHh»WpooyK>T>% = 1-

Proof 

(i), (ii) The proof of Theorem 12.9.5 shows that the condition C(g, f30) from Propo­
sition 12.6.4.12 is satisfied (with c = (1), s = 1, Pi = P, ô = 1); we apply Proposi­
tion 12.6.4.12 (i)-(ii). 
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(iii) The four ranks coincide, by Proposition 12.7.15.7(i) and 12.7.15.8(i); denote 
their common value by /i, and set 

m' = rkA,Wo, H},lw(K[P°°]/K,T')U*>), 

using the notation of 12.7.15. According to Proposition 12.7.15.8(iii), we have 

h ^ m', h = m (mod2); 

on the other hand, m' — m(g',K;P) + 1 = 1, by (i) applied to g' (note that gf 
does not have CM by any totally imaginary quadratic extension K'/F contained in 
K[P°°}Ker^\ by Proposition 12.7.14.5), hence h=l. 

12.9.9. Corollary. — Let g = / <g> x € S2(n(g), 1), P \ p and K/F be as in 12.9.1-
12.9.2; set A = 0\G(P°°)\. If g does not have CM by any totally imaginary quadratic 
extension K'/F contained in K[P°°] (which is automatic if 2 | [F : Q]), then: 

(i) For each q G Spec(A) with ht(q) = 0, 

(v.7 = i ,2: aim„(q) (DA(H'f(Ks/K[P°°],A))) = m(g,K;P) + 1 

chm„(q) (DA(SF{K[P°°])))q = l 

(ii) Ifg = gv and g' = g^ are as in 12.7.10 (resp. 12.7.11), set R = P ^ P 0 0 ) ! 
and choose T cY as in 12.7.15.3. Assume that 12.9.1.1 and 12.9.2.1-12.9.2.2 hold 
for n(g') and m(g', K; P) = 0. Then, for each q G Spec(P) with ht(q) = 0, 

(Vj = 1,2) d i m ^ H'fiIw(K[P00]/K,T)1[=l 

12.9.10. Howard [Ho2] showed (combine his Thm. B with [Cor-Va, Thm. 4.1]) 
that if g = f G 5f2(n(^), 1) is p-ordinary, P = (p), rjK/F(n(g)) = ( —1)[F:Q]_1 and a 
few more assumptions hold, then 

coTkomST(K00) = l. 

where = K[P°°}G(p00^ and T = G^K^/K). 

12.9.11. Theorem. — Let g = / ® x £ Sk(n(g), l),P\p and K/F be as in 12.9.1. Fix a 

character Po : G(P°°)tors —» L*. Assume that ((p)n(g), d^F) = (1), rjK/F(n(g)^) = 

(—1)[F:Q]-1 and g does not have CM by any totally imaginary quadratic extension 

K'/F contained in x[P°°]KeT^°\ Then we have, using the notation from 12.9.8: 

(i) (Vj = l,2) r k ^ ^ I w ( K [ P - ] / X , T ) ^ = r k ^ ( ^ J w ( X [ P - ] / ^ T ) ' ) _ = l . 
(ii) For all but finitely many arithmetic points V' of R, all (co)ranks appearing in 

Proposition 12.9.8(i) for V C V = V(gv>) and A' = V'/T', are equal to 1. 

Proof. — The statement (ii) is an immediate consequence of (i) and the exact se­
quence in Proposition 12.7.15.5 (i). In order to prove (i), choose an arithmetic point 
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P as in 12.9.5.1 and set g — gp>. As observed in 12.9.5.1, we have m(gr, K\P) = 0 
and n(5')(p) = n(g)(p\ hence ((p)n(g'), 4 ? f ) = (1) and 

^/F(n(ff')(P)) = (-l)m(s'^:P)^/F(n(5')(p)) = №/F(n(5)(p))=(-l)[F:Q]-1, 
where the first equality follows from Proposition 12.6.4.9(i) . Furthermore, g' does 
not have CM by any totally imaginary quadratic extension KF/F contained in 
K[P°°]KeTW»\ thanks to Proposition 12.7.14.5. It follows that Theorem 12.9.8(iii) 
applies to g'', which proves (i). • 

72.9.72. Corollary. — Let g = f ® x € Sk(n(g), l), P \ p and K/F be as in 12.9.1. 
Assume that ((p)n(g), d^j)F) = (1) , rjK/F(n(g)^) = ( — 1)[F:C*]-1 and g does not have 
CM by any totally imaginary quadratic extension K'/F contained in K[P°°] (which 
is automatic if 2 | [F : Q]). Write g = gv, put R = PIG(P°°)J and choose T c f as 
in 12.7.15.3. Then 

(Vq G Spec(P), ht(q) = 0) (Vj = 1, 2) dimK^ H^lyi{K[P°°]/T), = 1. 

12.9.13. Proposition. — In the situation of 12.6.4-9, assume that g = f <S> X e 
Sk(n(g),l) and ((p)n(ff), cé^fp^) = (1). Set = K[cP?° • • • P?°], T = 
GQI^KQO/K) and fix a character (3Q : rtors LP. Assume that there exist infinitely 
many arithmetic points V' of R for which the condition C(gp',/3o) from 12.6.4-12 
holds. Then 

№ = 1,2) ткшЩл(К00/К,Т)¥ = ^v(H}Jw(K[P°°}/K,Ty)v = ô 

vhere 5 G {0, 1 } is characterized by the formula n^/F (n(g)^) = ( — 

Proof. — As m(g-p') := m(g-p', K; P i , . . ., Ps) = 0 for all but finitely many arithmetic 
points V' of P, we choose V' such that g' := g-p> satisfies C(g', (3Q) and m(g') = 0. As 
in the proof of Theorem 12.9.11, we have Up)n(g'),cdKYF' ) = (1) and 

^ / F H O ' ) ( P i •P ' ) )=(- l )m(9 ' ) VK/FW)™) = riKiF«9)(v)) = ( - 1 ) ^ 1 + « 

hence we deduce from Proposition 12.6.4.12 that the value of 

m := rk.,(í)0, tf' ( ¿ W ^ W ) 

is equal to m = m(gf) + 5 = 0. On the other hand, the rank 

/i:=rks_fflIw(A:oo/Ar,TW 

satisfies h ^ m, h = m (mod2), by Proposition 12.7.15.8(iii). It follows that h = 5, 
as claimed. • 

12.10. Proof of Theorem 12.2.3 

In this section we prove Theorem 12.2.3. Recall that / G S&(n, x~2) is p-ordinary, 
9 = f ® X e Sk(n(g), 1) and F = V(g)(k/2) = V{f)(k/2) ® x ^ V*(l). 
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12.10.1. Descent properties. — Assume that F0/F is a finite solvable extension 
(not necessarily totally real) and F\/FQ a finite abelian extension. Denote by go and g\ 
the base change of g to F q and Fi, respectively (strictly speaking, we are abusing the 
language, as we should speak about the base change of the corresponding automorphic 
representations). Let A be the character group of A = Gal(Fi/F0). Enlarging L if 
necessary, we can assume that all characters a G A have values in L*. We are going 
to use the relations 

(12.10.1.1) L{gi,s) 
aeA 

L(go®a,s), H}{FUV) = 

aeA 

H}(F0,V®a), 

HUFUV) = 
aeA 

H}(F0,V®a) 

(see Proposition 12.5.9.2 (iv)). If a G A, a2 ^ 1, then the functional equation relating 
L(go (g) a, s) and L(go 0 a - 1 , s) yields 

ra.n(F0,go®a) =ra,n(F0,g0®a x) 

(the archimedean L-factors take non-zero finite values at the central point). Similarly, 
Proposition 7.8.11 implies that 

/i}(F0, V 0 a) = h}(F0, V 0 a'1). 

The i7°-terms for a and a 1 in 12.5.9.2 (iii) have the same dimension, hence 

h)(F0, V <8> a) = h){F0, V <8> a'1) 

The preceding discussion yields 

ran(F1,g1) = 
A:A^{±L} 

ran(Fo,go 0 a) (mod 2) 

h\(FuV) = 
A:A^{±L] 

h}(F0,V®a) (mod2), 

which implies that 

(12.10.1.2) r^fFug^-hMFuV 

= 
a:A^{±l) 

(ran(F0lgo 0 a)- ft!(F0, V 0 a)) (mod 2). 

12.10.2. Reduction to the case F" — F' — F for the twists g 0 ct (a : 
Gal(F'/F) —• {±1}). — As each finite group of odd order is solvable, there ex­
ists a tower of fields F' = F0 C Fi C • • • C Fn = F" in which each layer F^+i/F2 is 
an abelian extension of odd degree. Applying (12.10.1.2) to each F^+i/F^, as well as 
to F' /F, we deduce that 

rm{F",g)-h)(F",V) = 
A : G A L ( F 7 F ) —{±I; 

(r^{F,g®a)-h){F,V®a)) (mod 2), 
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which means that it suffices to prove the congruences 

(12.10.2.1) ran{F,g®a) = h){F,V®a) (mod 2) 

for all a : Gal(F ' /F) -> {±1}. 

12.10.3. Reduction to the assumptions 12 .2 .3 ( l ) - (3 ) . — Assume that, for 
each a : Gal(F ' /F) —» {±1}, there exist distinct prime ideals qaj \ (p)n(f 0a)cond(\) 
(j = 1 , . . . , ra, ra ^ 1) of F and a p-ordinary newform fn G Si-Mf 0 cOQ™, Y~2) 

{Qa = q«,I • • • ^A,RA) such that 

(Vj = l , . . . ,rQ) A/a(qa5j) = (Vj = l,...,rQ) A/a(qa5j) = 

and 

(12.10.3.1) A / o » E= A/(g)Q(i;) (modpM) 

for a set of primes t> { (p)n(f 0 ce)Qa of density 1, where M satisfies (12.8.4.1) for 
o 0 a and 

M > t + 6a + 196+ 10c + 21 ordp (2) 

(again for g 0 a) , in the notation of 12.8.4. 
We put #a = /a 0 x e Sfc(n(0Q),l) and 14 = F(^a)(A:/2) - F(/a)(*;/2) 0 X-

Proposition 12.8.4.14(h) applies to g 0 a and #a, yielding 

(F,g® a) - hf(F, V ® a) = rm{F,ga)-h)(F,Va) (mod2), 

which means that in order to prove (12.10.2.1) it is enough to establish the congruences 

ran(Figa) kh){F,Va) (mod 2) 

for the forms ga. These forms satisfy the assumption 12.2.3(2), as 

ordqi(n(#a)) = ordqi(n(/a)) = 1 

12.10.4. Reduction to the assumptions 12.2.3(1)—(2). — Consider the case 
when g satisfies the condition 12.2.3(3), but not 12.2.3(1) nor 12.2.3(2). This implies, 
in particular, that p > 3, 2 | [F : Q] and n(g)v ^ St(/i) for all primes v of F. As n(g) 
is prime to p, it follows from the remarks at the end of 12.5.5 that x is unramified at 
all v | p, hence the form g itself is p-ordinary. 

12.10.4.1. Lemma. — Fix a GF-stable O = OL#-lattice T c V and denote by pp : 
Gp —> Auto(T) the Galois action on T. Then —1 £ \m{pp). 

Proof. — According to 12.2.3 (3iii), if g does not have CM, then there exists a choice 
of a basis T ^ O®2 such that the image of the reduction ~pp = pp (mod p) of pp : GF —> 

Auto(T) ^ GL2{0) satisfies Im(pp) 2 SL2(Fp). As p > 3, it follows from [Se3, 
§IV.3.4, Lemma 3] that Im(pp) D SL2(Zp), hence — 1 G Im(pp). 

If g has CM by a totally imaginary quadratic extension K/F, then the restric­
tion of pp to GK is associated ([Sc, Ch. 0, §5]) to an algebraic Hecke character 
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^ : AK -+ {L'Y {[V : L] = 2) of infinity type £ ^ ( ( | - l ) a - | c o g ) , where $ 
is a CM type of and c the complex conjugation. As n(g) is prime to p, so is the 
conductor of ip1 hence the composite map 

e: 

v\p 
oF,v A*F/F* A*K/K recK nab ?P\GK 

>LRK • 'l! ®L Lpy CGL2(LP) 

is given by (f((uv)y\p) = Ylv\p uv (provided we normalize the reciprocity map rec^ via 
the geometric Frobenius elements). In particular, —1 = — 1 ,1 , . . . , 1)) G Im(pt, I 

&K) C Im(ppJ 

12.10.4.2. Corollary. — For each character a : Gal(F ' /F) -> {±1}, - 1 G Im(pp 0 a) . 

Proof. — The condition 12.2.3(3) for g implies that the same condition is satisfied 
by g 0 a (for example, n(g 0 a) | n(g) cond(a)2 is prime to p, since cond(a) | dpi jF 
and p \ dFi/q), hence Lemma 12.10.4.1 applies to g 0 a. • 

12.10.4.3. Level raising for # 0 a. — Fix a : Gal(F ' /F) -> {±1} and let 
Fg®a C O L(G) be the non-zero ideal associated to g 0 a in [Tayl, Thm. 1]. Set 
m — ordp(E'g®aOL) and denote by the fixed field of the kernel of 

pp 0 a (modpm+1) : GF Aut0(T/pm+1T) GL2((9/pm+10). 

As Gal(£/F) = Im(pp 0 a (modpm+1)) C GL2((9/pm+1(9) contains - 1 (by Corol­
lary 12.10.4.2), the Cebotarev density theorem implies that there exists a prime ideal 
q \ (p) n(q 0 a) cond(v) of F such that 

(pp0a)(Fr(q)) = - / (modpm+1) (Fr(q)=Fr(q)geom). 

Fix such q; then 

l-(Nq)-k/2\Q^(q)X + (Nq)X2 = det(l -Fr(q)X \ V 0 a) 

= det(l + X I V 0 a) = (1 + X)2 (modpm+1), 

hence 

Nq - 1 EE Aa®a(q) + 2 = 0 (modpm+1), 

ordp(A^a(q)2 - (Nq + l)2) - ordp(£,0a0L) > 1 

Applying [Tayl, Thm. 1] and [De-Se, Lemma 6.11], we deduce that there exists 
gi G Sk(n(g0a)q, 1), which is an eigenform for all T(y) (v =̂  q), its Hecke eigenvalues 
are contained in a number field V D L and satisfy 

(12.10.4.1) ( w ̂  q ; X9i (V = KtoaM (modp ) 

where p' is a prime of L' above p. Moreover, ordq(n(gi)) = 1, hence g\ is also an 
eigenform for T(q). 
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Choose a GF-stable O'-lattice Tx c Vx = V{gi)(k/2) [O' = 0L',p') and set V = 
T ®o O'. The congruence (12.10.4.1) implies that 

(Ver G GF) Tr(a I Ti/p'Ti) - Tr(a I T'/p'T' 0 a) 

As T/pT is an absolutely irreducible representation of GF (it is irreducible, 
by 12.2.3(3ii), and the complex conjugation acts on it with two distinct eigen­
values ±1 (recall that p ^ 2) contained in the residue field O/p), it follows that 

(12.10.4.2) Ti/p'Ti ^ T'/p'T' 

are isomorphic, absolutely irreducible representations of Gf. 
We are going to verify that Proposition 12.8.4.15 applies (with M = 1) to the pair 

of congruent forms o 0 a and gi (with (O.p) replaced by (O'p')). 

12.10.4.4. Proposition 
(i) 7r(<7i)q = St(/i), where \i is unramified, p(q) = —1, and A^(q) = — (Nq)h/2~ 
(ii) The form g\ is p-ordinary and its level n(gi) is prime to p. 
(iii) Nv^q)oidv(n(g1))^l. 

Proof 
(i) As ordq(n(^i)) = 1, we have 7r(#i)q = St(/x), where p is unramified and p(q) = 

±1 . As 
r/q —» t / v p ' t ^ C Ti/p'Ti T ' / p ' r ' 

withFr(q) - Fr(q)geom acting on r/q (resp., on T'/p'T') by the scalar (N qykl2\gi(q) = 
p(q)(Nq)~1 (resp., by —1), it follows that 

p{q) EE -TVq EE - 1 (modp'), 

hence (since p ^ 2) 

p(q) = - 1 A,1(q) = (7Vq)fc/2-V(q) = -(A^q)/c/2~1-

(ii) Firstly, n(gi) | n(g0a)q | n(g) cond(a)2q | n(g) d2F, jFq, which means that n(gi) 
is prime to p. Fix a prime v \ p of F. According to Proposition 12.4.9.2, V(gi)v is a 
crystalline representation of Gv with Hodge-Tate weights equal to 1 — k and 0. Denote 
by T(gi) C V(gi) the lattice T1(-k/2). The isomorphism (12.10.4.2) combined with 
(12.5.3.1) for g 0 a implies that (T(g\)/p'T(gi))Iv is a one-dimensional subspace of 
T(gi)/p'T(gi). An easy exercise in Fontaine-Laffaille theory (which applies to T(gi)v, 
as v is unramified in F / Q and fc — 1 < p — 1) shows that T{g\)Iv ^ 0. T. Saito's 
comparison result ([Sa, Thm. 1]) then implies that Xgi(v) G 0'*, hence the form #i 
is p-ordinary. 

(iii) As n(#i) | n(g (8) a)q, it is enough to consider primes v dividing n(g (8) a) 
(hence prime to p). As 7r(g)v ^ St(p) by assumption, it follows from Proposi­
tion 12.4.10.3 and the assumption p \ w2(L(g)) that ((T/pT) ® a)1" = 0. The 
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isomorphism (12.10.4.2) implies that (Xi/p'Xi) v = 0, hence V±v = 0 , which proves 
the claim (by Lemma 12.4.5(h)). • 

12.10.4.5. Proposition 
(i) The integers a,b,c^ 0 associated to g 0 cx (over O') in 12.8.4-2, 12.8.4-4 fa) 

and 12.8.1.1, respectively, are equal to a — b = с = 0, and the condition (12.8.4.1) is 
satisfied for M — 1. 

(ii) ran(F, ̂  a) - У ® E ran(F, ̂ ) - ^ ) (mod 2). 

Proof 
(i) As T'/pfT' 0 a is an absolutely irreducible representation of Gp, we have с — 0. 
Fix v I p in F. By assumption, Fv/Qp and \v are unramified, and a2 = 1, hence 

NFJQV • (Xvaf(0^v) = (Z;)k-1 Jl+pZp 

(as k — 1 < p — 1), which implies that av = 0 (see 12.8.4.2) and a = 0. 
Fix a prime | n(g 0 a) . By assumptions, v { p and 7r(g 0 a)v is in the ramified 

principal series, or a supercuspidal representation. As shown in Proposition 12.4.10.3, 
in either case the assumption p \ W2(L(g)) implies that ((V/T) 0 a)Iv = 0, hence 
Tamv(T 0 a,p) = 0 ( = > Tamv(T/ 0 a,p') = 0). This implies that bv = 0 
(see 12.8.4.4(h)) and b = 0. 

The condition (12.8.4.1) is satisfied with M = 1, thanks to Proposition 12.10.4.4 (iii) 
and the fact that b = c — ordp/(2) = 0. 

(ii) This follows from Proposition 12.8.4.15, which applies to the forms g 0 a = 
pi (modp7) (over G>') with M = 1, thanks to (i). • 

12.10.4.6. To sum up, the congruences (12.10.2.1) follow from 

rm(F,gi) kh)(F,V{) (mod2), 

for the forms g\ associated to all g 0 a (a : Gal(F7/F) —» {±1}) as in 12.10.4.3. As 
ordq(^i) = 1, these forms satisfy the assumption 12.2.3(2). 

In other words, thanks to 12.10.1 12.10.4, it is enough to prove the congruence 

(12.10.4.1) ran(F1g) = h}(F1V) (mod2), 

in the case when at least one of the assumptions 12.2.3 (1)—(2) holds. 

12.10.5. Reduction of the assumption 12.2.3(2) to the case when n(g) is 
not a square. — Assume that n(g) is a square and that there exists a quadratic 
extension F\/F and a prime q of F for which 2 { ordq(n(# 0 //)), where ¡1 = T]F1/F 

is the quadratic character associated to F\/F. As ordq(n(g 0 p)) depends only on 
the local representation 7r(g)q 0 pqi we can assume that the field F\ is totally real. 
Denote by f\ — BCp^jF(/) (resp., g\ = BCF1/F(9)) the base change of / (resp., g) 
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to F\. The form f\ is again p-ordinary and g\ = fi®Xii where xi — X® ^F1/F- Our 
assumptions imply that 

Ordq(n(^)) EE 0 ^ 1 EE Ordq(n(# (g) fi)) (mod 2), 

hence q is ramified in F\/F\ denote by qi the only prime of F\ above q. If W is any 
Lp-representation of GF-, denote by W\ its restriction to Gpx. The formula 

^ T ^ / ^ c o n d ^ ) ) =(cond(W1)) = cond(VF) cond(VF 0 li) 

([A-T], ch. 11, Thm. 18) for W = V{g) together with (12.4.3.2) imply that 

ordqi(n(0i)) EE ordq(n(#)) + ordq(n(#0/i)) EE 1 (mod 2). 

It follows that neither n(#i), nor n(g 0 //) is a square. The formulas (12.10.1.1) for 
Fi/F imply that 

rfm(F,g)-h}(F,V) = (ran № , g) - h) (F,, V) ) - (ran (F, ^ / i ) - h\(F, V ® и)), 

which means that it is enough to prove (12.10.4.1) for the forms g 0 ¡1 (over F) and 
gi (over Fi), whose levels are not squares. 

12.10.6. Reduction of the assumption 12.2.3(2) to the case when there 
exists a prime P \ p such that n(g)^p"> is not a square. — Assume that F 
has only one prime P above p, that n(g)(p) is a square and 2 { ordp(n(g)). Thanks 
to [A-T, ch. 10, Thm. 5], there exists a cyclic extension F2/F of degree [F2 '• F] — 3 
(hence F2 is totally real) in which P splits: POp2 — Q1Q2Q3' Let g2 = BCp2/p(g) 
be the base change of g to F2. For each j — 1, 2, 3, we have ^{g^Q- — n{g)p, hence 
2 + ordn .(n(ao)). The congruence (12.10.1.2) for Fo/F reads as 

r,n(F2lg2)-h1f(F2,V) = r&n(F,g)-hUF,V) (mod 2), 

hence it is enough to prove (12.10.4.1) for the form g2 over F2l for which n ^ ) ^ 1 ^ is 
not a square. 

12.10.7. Reduction to the case when 12.9.1.1 holds and F" = F. — To sum 
up the results of 12.10.1-12.10.6, we have reduced Theorem 12.2.3 to the following 
statement: if the condition 12.9.1.1 holds, then 

;i2.10.7.1) ran(Fl9) = h}(F,V) (mod 2). 

12.10.8. Reduction to the case when 12.9.1.1 holds, k = 2 and F" = F 
We assume that g = / 0 x £ Sk{n(g), 1), / is p-ordinary, k 7̂  2 and that P | p is a 

prime of F for which 12.9.1.1 holds (in the case when [F : Q] is even). 
As in 12.9.5.1, we embed (the p-stabilization of) / into a Hida family as fp for a 

suitable arithmetic points V and apply the discussion from 12.7.9-12.7.11 (possibly 
after slightly enlarging Lp if p — 2) to obtain a p-ordinary form / ' = fpi of weight 
( 2 , . . . , 2) in the same family, the corresponding twist g' = /'' ®x' £ S2(n(g/), 1) (with 
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x' = x 1 ° N)1 kl2) and the Galois representation V' = V{g')(l). As remarked 
in 12.9.5.1, g' also satisfies 12.9.1.1. According to Proposition 12.7.14.4(iv), we have 

ran(F,g) - h\(F,V) EE raJF,g') - h\(F,Vf) (mod 2) 
In particular, the desired congruence (12.10.7.1) for g follows from the analogous 
result for g'. 

12.10.9. Proof in the case F" = F , k = 2, 12.9.1.1 holds. — We assume that 
g = f (g) ̂  G 52 / is p-ordinary and that P | p is a prime of F for which 
12.9.1.1 holds (if [F : Q] is even). Our goal is to prove (12.10.7.1). 

If K/F is any totally imaginary quadratic extension satisfying 12.9.2.1 12.9.2.2 in 
which P splits, then we have 

(12.10.9.1) ran(K,g) = hlAK,V) = \ (mod 2), 

by Theorem 12.9.7 applied to (3 = 1. Denoting by ry^/F the quadratic character over 
F associated to K/F, then we have 

ran(K, g) = ran(P, g) + ran(P, # 0 nK/F) 

(12.10.9.2) h\(K, V) = h\(F, V) + h\(P, 1/ 0 77K/F) 

(by (12.10.1.1) for K/F). We now apply the argument used in [Ne3] to deduce 
Thm. A from Thm. B. 

Case (I): 2 \ ran(F,g). — By [Wa2, Thm. 4], [F-H, Thm. B(l)] there exists K/F 
satisfying 12.9.2.1-12.9.2.2 in which P splits and for which ran(P, g 0 TJK/F) — 0. Put 
go = g ® VK/F and V0 = V ® TJI^ip = V(g0)(l). As (d/r/F, n(flO) = (1)> we have 
ordv(n(#)) = ordv(n(^o)) for any prime v \ n(g). In particular, the form also go 
satisfies the condition 12.9.1.1. If K'/F is any totally imaginary quadratic extension 
satisfying 

(dKf/F,n(g0)) = 1), m>/F(n(9o)) = ( - l ) ^ - 1 
in which P splits, then we have 

ra,n(F,g0®r}K,/F) = ran(K',g0) -ran(F,g0) = ran(K',g0) EE 1 (mod2), 

by Corollary 12.6.3.7 applied to go and K'/F. As go satisfies 12.9.1.1, such fields K' 
exist; [F-H, Thm. B(2)] implies that there exists K' for which ran(F, go ®T)K'/F) — 1 
(and such that go does not have CM by iv"7), hence 

(12.10.9.3) ran(K',go) = ran{F,go ®rjKf/F) + ran(F,#0) = 1 + 0 = 1. 

Applying the discussion from 12.9.5.2 to go instead to g, we obtain an abelian variety 
AQ. According to Zhang's generalization of the Gross-Zagier formula ([Zhl, Thm. C]; 
[Zh2, Thm. 1.2.1]), it follows from (12.10.9.3) that a certain Heegner point y <G 
Ao(K') is non-torsion. An Euler system argument ([Ne4, Thm. 3.2]) together with 
the assumption that go does not have CM by K' imply that 

H}{K',V0) = Lp-5y, 
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where S : Aq{K') Hj(KF, Vb) is the standard Kummer map. Moreover, the non-
trivial element r G Gal(K'/F) acts on 5y G Hl(K'', Vb) as 

r{òy) = -£{7г(д0), 2) öy = -öy 

(by [Ti, Lemma 9.1]). As 

H}(K\V0)T=1 = HUF,V0), HUk', VQ)T=-1 = H}(F, V0 0 №7F), 

it follows that H}(F, V0) = 0, i.e., that 

/i}(F,Vb) = / i } ( F , y 0 ^ / F ) = O. 

Combining 

R A N ^ ^ ^ / F ) = h}{F,V ®VK/F) = 0 

with (12.10.9.1)-(12.10.9.2), we obtain the desired congruence (12.10.7.1). 
Case (II): 2 | ran(F, g). — Let K/F be any totally imaginary quadratic extension 

satisfying 12.9.2.1-12.9.2.2 in which P splits. It follows from (12.10.9.1) (12.10.9.2) 
that 2 { ran(F,g (g) T]K/F)- The same argument as in Case (I) shows that the form 
9 ® VK/F satisfies 12.9.1.1, hence Case (I) applies to it: 

ran{F,g ®VK/F) = h)(F,V ®r)K/F) = 1 (mod 2). 

The relations (12.10.9.1) (12.10.9.2) then imply 

ran(F, g) = ran(K, g)-r&n(F, g®r]K/F) = h)(K, V)-h){F, V®iiK/F) = h)(F, V) (mod 2), 

This completes the proof of Theorem 12.2.3. 

12.11. Proof of Theorem 12.2.8 

In this section we prove Theorem 12.2.8. The following base change result, which 
does not require any ordinarity assumption, will not be used in the proof of 12.2.8. 
However, we record it here for future reference. 

12.1 LI. Proposition. — Let f G S^n, 1) be a newform over a totally real number field 
F such that 7v(f)VQ = St(/xo) (/JLQ = I) at some prime vo of F. Let L be the number 
field generated by the Hecke eigenvalues of f and p a non-archimedean prime of L; 
set V = Vp(f)(l). Then there exists a finite solvable totally real extension F'/F such 
that the base change form f — BCF>/F(f) satisfies the following properties: 

(i) The level n(f') of f is square-free. Equivalently, each local representation 
n{f')v' (where v' is a non-archimedean prime of F'') is either in the unramified prin­
cipal series, or is an unramified twist of the Steinberg representation. 

(ii) h\(F', V) - ran(F', / ' ) = h\(F, V) - ran(F, / ) (mod2). 
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Proof. — Let À be a non-archimedean prime of L relatively prime to Nn. For each 
prime v I n of F , there exists a finite Galois extension Ew/Fv such that the restriction 
of V\(f) to Gw = Gal(Fv/Ew) is semistable in the following sense: either the inertia 
group Iw acts trivially on V\(f), or there is an exact sequence of Lp[Gy-modules 

0 —• Lp(l) <8> /i —» Vx(f)w —• Lp 0 ¡1 —• 0, 

where ¡1 : Gw —• {±1} is unramified and Iw acts on V\(f)w through an infinite 
quotient. 

More precisely, it follows from 12.4.4.3 that one can choose Ew in such a way that 
the Galois group Hv := Gal(Ew/Fv) is of the following form: 

- If ir(f)v — 7r(/i,/i_1), then Hv ic cyclic (isomorphic to fi(GFv)). 
- If 7r(f)v = St(/i) (/x2 = 1), then Hv is trivial (resp., cyclic of order 2) if /1 is 

unramified (resp., ramified). 
- If 7r(/) is supercuspidal and not exceptional, then Hv ^ Dn = Z/nZ xi {±1} 

{n ^ 2) is dihedral. 
- If 7r(/) is supercuspidal exceptional ( = > v | 2), then i7v is an extension of A3 or 

S3 by Dn (n ^ 2). 

This implies that 

- If 2 { then Hv is cyclic. 
- If 2 I \HV\, then either there exists an epimorphism Hv -» Z/2Z, or there exists 

an epimorphism Hv -» Z/3Z with kernel F>n (n ^ 2). 

Assume that at least one of the groups Hv is not trivial (otherwise we can take 
F' = F). 

Step 1.— If the set = {v \ 3 Hv ^» {±1}} is not empty, choose, for each 
v G £(F) , an epimorphism i7v -» {±1}; denote by tp^ : Gv -» Hv -» {±1} the 
corresponding (ramified) quadratic character. According to [A-T, ch. 10, Thm. 5], 
there exists a totally real global character p : A ^ / F * —>• {±1} such that (\/v G 
E(F)) = (p(v\ By construction, 7r(/ Cg> <£>)Vo = St(/io^^0^) is an unramified twist 
of the Steinberg representation, hence eVQ (/ <g> p, | ) = — (//o<^v°^)(^o)-

We are going to define another character p' : A*F/F* —>• {±1}. If e(ir(f) ®(p, |) = 
1, set (// = 1. If e(?r(/) <8) y?, | ) = - 1 , then there exists ^ : AJ./F* {±1} of 
conductor prime to ncond((^), which is totally real and satisfies 

(Vi? I ncond((/?)) <p'(v) = 
- 1 , v = v0 

1, V^VQ. 

The local formulas from Proposition 12.6.2.4 imply that 

e(n(f)®V,%)e(v(f)®ip<p',±)=-l 
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hence e(jr(f) 0 (ftp'\) = 1, in either case. It follows from [F-H, Thm. B(l)] that 
there exists a (non-trivial) character x A*F/F* —> {±1} such that 

(\/v I oo ncoiid(p)) Xv = (Wf)v, ran(F , /0X) = O. 

The first property implies that x = VF1/F 18 associated to a totally real quadratic 
extension of F; the second that hf(F, V 0 x) — 0 (as in 12.10.9), hence 

h\{Fi,V) — ran (Fi, f) 

= (h)(F, V) - ran(F, / ) ) + (ht(F, V®X) - ran(F, f®\))= hUF, V) - ran(F, / ) . 

This means that, in order to prove the Proposition, we can replace F by F\. Repeating 
this process, if necessary, we reduce to the case when each group Hv (if non-trivial) 
is either cyclic of odd order, or an extension of A3 by Dn (n ^ 2). 

Step 2. — By Step 1, we can assume that, for each v with Hv non-trivial, there 
exists an epimorphism Hv -» Z/n(v)Z (2 \ n{v)\ whose kernel is either trivial, or is 
isomorphic to Dn (n ^ 2). Denote by x^ Gv -» Hv -» Z/n(v)Z the corresponding 
character of Gv. Again, [A-T, ch. 10, Thm. 5] implies that there exists a global 
character \ A ^ / F * —>• Z/nZ (n = lcm(n(i;)), 2 \ n)such that Xv — X^ f°r each 
prime v with Hv 7̂  {1}. As n is odd, the field F2 := F is a totally real cyclic 
extension of F satisfying Hw — {1} or Hw = Dn (n ^ 2), for each prime w \ 00 of F2. 
As in 12.10.1-12.10.2, we have 

h1f(F2,V)-ran(F2J) = h)(F1V) - r a n ( F , / ) (mod 2), 

which means that we can replace r by r2. 

Step 3 . — By Step 2, we can assume that all non-trivial groups Hv are isomorphic 
to Dn (n ^ 2). Repeating again Step 1 (r times, if 2r\\2n) and then Step 2, we obtain 
the desired field F'. • 

12.11.2. Lemma. — Let A, F, L and p be as in Theorem 12.2.8; set V = VP(A). 
Let E/F be a finite extension and E' IE a finite Galois extension with Galois group 
A = Gal(FVF). 

(i) H}(E',V) = H}(E,V®Lp LP[A]), with GE acting onV®Lp LP[A] as in 8.1.3. 
(ii) If a : A —* Lp(a)* is a character with values in a finite extension Lp(a) of Lp, 

then 

H)(E, V®a) = (H)lE', V) 0 a)A = (HUE',V) ®L„ FJA])^ -1) . 

Denote h)(E, V 0 a) = dimLp{a) Hj(E, V 0 a). 
(iii) / / A is abelian and all characters of A have values in a finite extension M of 

LH, then 

H}(E',V) 0Lp M 

œ.A-+M* 
H\(E,V ®a), h\(E\V) = 

œ.A-+M* 
h)(E,V®a). 
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If a2 = 1, then V a = VP(A) 0 a = VP{AOC), where AA is the abelian variety over F 
obtained by twisting A with a G Horricontf^F, {±1}) = H1(GFA±^})-

(iv) For each a : A —> Lp{ay, 

h)(E, V®a) = h)(E, V (8) a"1). 

(v) If A is abelian, then 

h){E',V) = 
a:A^{±l) 

h\(E,V®a) = 
a:A^{±l) 

h}(E,Vp(Aa)) (mod2). 

(vi) If E C Ei C E', where E\/E is a 2-abelian extension and 2 \ [Er : E\], then 

h){E',V) EE 
a:Ga\(E1/E)-+{±l) 

h)(E,V®a) (mod2). 

Proof. — The statement (i) is a consequence of Shapiro's Lemma; (ii) and (iii) follow 
from the A-equivariance of the isomorphism in (i), and (iv) was proved in Proposi­
tion 12.5.9.5(iv). Finally, (v) and (vi) are deduced from (iii) and (iv) as in the proof 
of Proposition 8.8.8(h) (cf. 12.10.1). • 

12.113. Proposition - Definition. — Let F and L be totally real number fields and A an 
abelian variety over F with OL C End^A) and dim(v4) = [L : Q]. 

(1) We say that A is potentially modular if for each finite set S of non-
archimedean primes of F, there exists a totally real finite Galois extension F'/F such 
that: 

(i) F'/F is unramified at S. 
(ii) A^pF' is modular in the sense that there exists a Hilbert modular eigen-

form g' G S2(n(y7), 1) over F' with Hecke eigenvalues in L such that we have, 
for each embedding L : L H, an equality of L-functions (Euler factor by Euler 
factor) 

L(LAIF'S) =L(LQ\S). 

Equivalently, for each non-archimedean prime X of L, the X-adic Galois representa­
tions V\(A)\Gf, andV\(g'){\) ofGp' are isomorphic. 

(2) f[Tay3, proof of Thm. 2.4];. If (l)(i)-(ii) hold for F', then, for each in­
termediate field F C F" C F' with G&\(Ff / F") solvable, there exists a newform 
g" G S2(n(g"),l) over F" such that BCF>/F"{g") = d' and, for each embedding 
t: L^K, 

L(LA/F")S) = L{L9"1S) 

(Euler factor by Euler factor). Equivalently, V\(A)\Gf„ is isomorphic to V\(g")(l), 
for each X as in (ii). 
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12.11.4. Potential modularity of any A as in 12.11.3 seems to be well-known to the 
experts [Tay5]; a proof is expected to appear in a forthcoming thesis of a student of 
R. Taylor. 

12.11.5. Proposition. — In the situation of 12.11.3(2), 

(i) If w I p is a prime of F" such that A®p F" has totally multiplicative reduction 
at w, then n{g")w — St(/i), /i2 = I, ¡1 is unramified and \g>>{w) — p(w) = ± 1 . 

(ii) If w \p is a prime of F" such that A®p F" has good ordinary reduction at w, 
then ordp(A^// (w)) = 0. 

(iii) If A®F F" has ordinary (= good ordinary or totally multiplicative) reduction 

at all primes of F" above p, then g" is p-ordinary (with respect to each embedding 

L ^ QP)-
(iv) If A has potentially ordinary (= potentially good ordinary or potentially totally 

multiplicative) reduction at all primes of F above p, then there exists a character of 
finite order x : AF„/F"* —>• Q* such that g"®X_1 is p-ordinary (with respect to each 
embedding Q ^ Qp). 

Proof. — Fix a non-archimedean prime u \p of L. 

(i) It follows from the analytic uniformization of A ®F F^ that there is an exact 
sequence of LU[Gw]-modu\es 

0 —> Lu(l) ® xi —> VU(A)W —>LU®X2 —• 0, 

where xi, X2 • F!^* —>> L* are unramified characters of finite order, and that the inertia 
group Iw acts on VU(A)W through an infinite quotient. The latter condition implies 
that xi = X2'i on the other hand, X1X2 = 1, since A2VU(A) — Lu(l). We conclude 
by 12.4.4.3. 

(ii) The assumption of good ordinary reduction implies that Iw acts trivially on 
VU(A) and 

det(l - Fr(^)arithX I VU(A)) = (1 - awX)(l - pwX), 

where ciw,(5w are contained in a quadratic extension V of L and, for each prime p' | p 
in L;, exactly one of the valuations ordp/(aw), ordp' (/3W) is zero, while the other is 
positive. It follows that ordp(\g"(w)) — ordp(aw + /3W) = 0 . 

(iii) This is a consequence of (i) and (ii). 
(iv) For each prime v \ p in F" there exists a finite Galois extension of F" over 

which A <S>F F" has ordinary reduction. A repeated application of [A-T, ch. 10, 
Thm. 5] implies that there exists a finite totally real solvable extension K/F" such 
that A®F K has ordinary reduction at all primes above p. According to (iii) applied 
to A 0 F K, the form gx = BCp"/K{Q") over K ls p-ordinary. The existence of x 
then follows from Proposition 12.5.10. • 
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12.11.6. Application of Brauer's Theorem ([Tay4, §6]). — Let A, F , L and 
p | p be as in Theorem 12.2.8; set V — Vp(A). Assume that E/F is a finite solvable 
extension and a : GF Q* a character of finite order. Fixing an embedding Q c—> Qp, 
we view a as a character with values in a finite extension of Lp. 

Let F'/F be as in 12.11.3. According to a version of Brauer's Theorem due to 
L. Solomon ([Cu-Re, Thm. 15.10]), there exist intermediate fields F n F ' C F3; C F' 
and integers rij G Z (for j running through a finite set J(E)) such that each Galois 
group Gal(F'/Fj) is solvable and the trivial representation of Gdl(Ff / EC\F') is equal, 
as a virtual representation, to 

(12.11.6.1) ^GàUF'/EnF') ~ 
jeJ(E) 

rij Ind GALFF'/EHF') 
G&\(F'/F3) ^G&\(Ff/Fj) 

As 
Gnl( EF'/E) G a ^ F ' / F r i F ' ) , GdliEF'/EFj) Gal(F ' /FA 

we deduce from (12.11.6.1) and the projection formula an equality of virtual repre­
sentations of GE 

(12.11.6.2) V\Ge ®a = 
jeJ(E) 

Tij I n d ^ F ((V®a)\GEF. 

On the other hand, Proposition 12.11.3(2) implies that V\GFj —> Vp\9j)\1-) i°r 
some newform qu G SoMon), I) over F, , hence 

(12.11.6.3) (V®a)\G vp(BCEFJ/FJ(9J№)®<*\GEFJ 

Combining (12.11.6.2)-(12.11.6.3), we obtain 

12.11.6.4 LUA/E,a,s) = 
jeJ(E) 

L ( 5 C £ f j / f j f e ) ^ a , ^ 

This formula gives rise to a meromorphic continuation of the L.H.S. to C and a func­
tional equation relating L(LA/E, a, s) to L(LA/E, a - 1 , 2 — s) (as in [Tay4, Thm. 6.6]). 
Putting ran(iA/F,a) := ordS=1L(iA/E, a, s), we deduce from (12.11.6.2)-(12.11.6.4) 
the following formulas: 

(12.11.6.5) ranUA/E,a) = 

J^JiE] 

rij r&n(EFj,BCEFj/Fj (gj) 0 a) 

(12.11.6.6) h)(E,V®a) = 

jeJ(E) 

rij hf(EFj,V 0 a) 

12.11.7. Descent. — In the situation of 12.11.6, assume that E'/E is a finite 
abelian extension with Galois group A = Gal(F ' /F) . Applying (12.11.6.5) to each 
term in the product 

L(LA/E',S) = 

jeJ(E 

L(tA/E,a,s) 
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(where A denotes the group of characters of A) and using the fact that, for each 
a G A, 

fan (EFj, BCEFì IF, (9i) ® a) = ran(EF3,BCEFi/Fi(gj)®a A) 

by the functional equation, we obtain 

(12.11.7.1) r^UA/E') = 

a:A-+{±l} 
ran{tA/E,a) (mod2). 

Similarly, Lemma 12.11.2 (v)-(vi) yields 

(12.11.7.2) h}(E',V) = 

a:A-+{±l} 

h\(E,V ®a) (mod2). 

The following special cases of (12.11.7.1)-(12.11.7.2) are of particular interest: 

(A) IÎ2\[E' :E), then 

(12.11.7.3) ranUA/Ef)=ranUA/E) (mod 2), h1r(E\V) = h1f(E,V) (mod 2) 

(B) If E = F, then we have, for each character a : A —> {±1}, 

L(LA/F, a, s) = L(tAA/F, s) 

(in the notation from 12.11.2(hi)). In particular, the congruences (12.11.7.1)-
(12.11.7.2) read as follows: 

(12.11.7.4) r^iA/E1) = 

c*:A-*{±l} 

' an UAN/F) (mod 2) 

h}(E',Vp(A)) = 

a:A-+{±l} 

h)(F,Vp(Aa)) (mod2). 

12.11.8. Reducing Theorem 12.2.8 to the case F\ = F for Aa. — Returning 
to the proof of Theorem 12.2.8, there exists a tower of fields F C FQ = EQ C • • • C 
En = F\ in which each Galois group Gal(F^+i /^) is abelian, of odd degree. Applying 
(12.11.7.3) (resp., (12.11.7.4)) to each EljRL/ET (resp., to F0/F), we obtain 

hf(FiiVp(A)) - ran(iA/Fi) = 

a:A^{±l] 

(h\(F, Vp(Aa)) - ran(tAa/F)) (mod2) 

(where A = Gal(Fo/F)). It is enough, therefore, to prove Theorem 12.2.8 for each 
An over F\ = F. 

12.11.9. The case 12.2.8(1). — In this case one can take F' = F in 12.11.3(1): 
A is associated to a newform g G 5*2 (n, 1) in the sense that V\(A) — Va (g)(1), for 
all non-archimedean primes À of L. Moreover, Proposition 12.11.5 (iv) (for F" = F) 
implies that g is of the form g = / 0 X> where / G 52 (n(/), x-2) is p-ordinary. The 
result then follows from Theorem 12.2.3(1) applied to g. 
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12.11.10. The case 12.2.8(2). — Applying the discussion in 12.11.6 to E = F, we 
obtain, for each j G J(F), a newform gj G 6f2(n(^), 1) over a totally real extension 
Fj/F such that V\GFJ = VP(A)\GF. = Vp(gj)(l). As A does not have potentially 
good reduction everywhere, there exists a prime Vj of Fj such that n{gj)Vj — St (/¿7). 
Thanks to (12.11.6.5)-(12.11.6.6), we have, for each a : Gal(F0/F) -+ {±1}, 

(12.11.10.1) h)(F, Vp(Aa)) - ran(tAQ/F) = 

a:A-+{±l} 

rij (h) (Fj, V 0 a) - ran (Fj, ^ 0 a) ). 

According to Proposition 12.11.5(iv), for each j G J (F) there exists a character of 
finite order Xj : A ^ . / F * —• Q such that fj := gj ® Xj1 is p-ordinary. Applying 
Theorem 12.2.3(2) to the forms gj ® a = f7 0 av? over F?, we obtain 

(12.11.10.2) / i } ( F J , F 0 a ) = ran(Fj,gj 0 a) (mod 2). 

Combining (12.11.10.1)—(12.11.10.2), we obtain the desired congruences 

(12.11.10.3) h)(F,Vp(Aa))=ran(iAa/F) (mod 2), 

which prove (thanks to 12.11.8) Theorem 12.2.8 in the case when A does not have 
potentially good reduction everywhere. 

12.11.11. The case 12.2.8(3). — If A is modular over F , i.e., if VP{A) = Vp(f)(l) 
for some newform / G 5f2(n(/),l) over F , then the result follows from Theo­
rem 12.2.3(3). 

In general, choose F'/F as in Proposition 12.11.3 (1), unramified at all primes above 
p. As in 12.11.10, we obtain intermediate fields F С F3; С F' and newforms gj G 
52(n(^) , l ) over Fj, for which (12.11.10.1) holds (for each a : Gal(F0/F) -> {±1}). 
According to Proposition 12.11.5(iii), the forms gj are p-ordinary. We are going to 
check that the assumptions 12.2.3 (3) (i)-(iii) are satisfied for each form gj 0 a over 
Fj (with the field F0 playing the role of the field F ' in 12.2.3). Firstly, 12.2.3(3) (i) 
follows automatically from the assumptions 12.2.8(h). 

As regards 12.2.3(3) (ii), this will follow from 12.2.3(3) (iii) if A does not have CM. 
If A has CM, so does gj 0 a (over a totally imaginary quadratic extension Kj of Fj). 
Our assumptions imply that the level of gj 0 a is prime to p, hence the restriction 
of the Galois representation Vp(gj 0 a)( l) to GKJ is associated to an algebraic Hecke 
character of infinity type Х а̂еФ ~° ^or some CM type Ф of Kj) of conductor prime to 
p. This implies that, in a suitable basis of T/pT (where we have denoted T — TP(A)), 
the image of the residual representation (pp 0 a)(GFJ) С Aut(T/pT) contains the 
normalizer of a Cartan subgroup of SL2(Fp), hence acts irreducibly on T/pT. 

Finally, if A does not have CM, nor does gj', we must check that, for a suitable 
choice of a basis of T/pT, (pp 0 a)(GFJ) D SL2(Fp). Let K' be the fixed field 
of Ker(pp 0 a : GF —> Aut(T/pT)); set G = lm(pp 0 a) = Gal(K'/F), К := 
Fj П E'. Let с G G be the image of the complex conjugation (for a fixed embedding 
F ^ C). As Fj is totally real, Gal(K'/K) contains all conjugates gcg~l, g G G. By 
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assumption, G contains a group conjugate to SL2(Fp); Lemma 12.11.12 below implies 
that Gal(Kf/K) also contains a group conjugate to SL2(FP), which is precisely the 
condition 12.2.3(3) (iii) for the form gj ® a over Fj. 

To sum up, Theorem 12.2.3(3) applies to o? <S> a, yielding 

hUF^V^a) =ran(F7-,07- <g>a; (mod 2). 

logetner witn ( iz . i i . iu . i j , tnis implies {LZ.LL.W.6), nnisning tne proot or lneo-
rem 12.2.8. 
12.11.12. Lemma. — Let k be a finite extension ofFp (p ^ 2) and G a subgroup of 
GL2(fc) containing an element c with eigenvalues ± 1 . Denote by H the subgroup of 
GL2(/c) generated by {gcg^1 | g G G}. If G contains a subgroup conjugate to SL2(FP) 
("G is large enough"), the same is true for H. 

Proof. — According to the list of subgroups of PGL2(/c) given in [Die, §260], the 
statement will follow from the following claims: 

(i) H acts irreducibly on k2. 
(ii) H is not contained in the normalizer N = N(C) of a Cartan subgroup C C 

GL2(fe). 
(iii) PH (= the image of H in PGL2(fc)) is not isomorphic to S4, A$. 
(i) Note that c G H and that the only c-stable lines in k2 are X± = Ker(c =f / ) . If 

H acts reducibly on /c2, then there exists e = +, — such that X£ is stable by all g~lcg 
(g G G). This implies that, for each g G G, the line g(X£) is c-stable, hence equal 
to one of the X±. As a result, G is contained in the normalizer of the split Cartan 
subgroup C — {g G GL2(/c) | g{X±) = X±}, which contradicts our assumptions; thus 
H acts irreducibly on k2. 

(ii) Assume that H G N = N(C). 
Case (1): c G G. As the eigenvalues of c are contained in /c, G is split and there is 

a basis of k2 in which 

с = 
1 
0 

0 
- 1 

< 7 = 
0 

o4 

* I N = GU 0 
* 

* 

As G is large enough, there exists a unipotent element g G G — {/}. As p \ |7V|, 
g ^ N, hence gcg~l E N — C. A straightforward matrix calculation shows that the 
conditions gcg"1 G N — С and g2cg~2 G imply that there exists x,t G /с* such 
that 0 = ^ ( ^ - 1 T\) (resp., ^ = г G fc, г2 = -1 ) if g2cg~2 G G (resp., if 
q2cq~2 e N — C). However, none of these matrices is unipotent. 

Case (2): H C N, c ^ C. After extending scalars to a quadratic extension fc'/fc, 
there is a basis of k'2 in which G, are as in (1) and c= (? J) • Again, a straightfor­
ward calculation shows that, for g G G — N, the conditions gcg~l,g~leg G AT impose 
such severe conditions on the matrix elements of g that g cannot be unipotent, which 
again contradicts the assumption that G is large enough. 
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(iii) As A4 is not generated by its elements of order 2, we cannot have PH A4. 
In order to rule out the remaining two cases, note that the group {g G GL2(/c) | 
gcg~x G &*c} coincides with the normalizer of the split Cartan subgroup C = {g G 
GL2(fc) | gcg-1 = c} of GL2(fc). As G D hSL2(Fp)h-1 for some h G GL2(fc), it follows 
that the number of elements of order 2 in PH is equal at least to 

\lmdgcg-1 \ g € G} PGL2(fc))| £ 
|SL2(F„) 

2|SL2(FP) Dh-lCh\ 

I S W F J I 

2 ( p - i ; 
p(p+i) 

2 

(where we have used the fact that SL2(FP) n h~1Ch is contained in a split Cartan 
subgroup of SL2(FP), hence its order divides p— 1). If P-ff —> S4 or A5, then p \ \PH\ 
([Die, §260]). On the other hand, the inequalities 

(vPm4n [{elements of order 2 inS^}! = 9 < p(p + lt 
2 

(Vpt|A5|) I {elements of order 2 in A l l = 15 < p(p + lt 
2 

imply that PH ^ S4, A5. 

12.12. Systematic growth of Selmer groups 

In this section we combine Theorem 12.2.3 and 12.2.8 with Theorem 10.7.17 (v), ob­
taining a generalization of [M-R3, Cor. 3.6-7]. Incidentally, note that Lemma 12.11.2 
(vi) can be incorporated into the proof of [M-R3, Thm. 11.4 (i)], eliminating the 
unnatural assumption about the finiteness of the p-primary components of III(E/—) 
in [M-R3, Cor. 3.6]. 

12.12.1. Proposition. — Let g = f ® x £ Sk(n(g),l) and F C F' C F" be as in 
Theorem 12.2.3. Assume that at least one of the conditions 12.2.3 (l)-(4) is satisfied. 
Assume, in addition, that 

(i) F^/F" is a Zp-extension (r ^ 1), dihedral (in the sense of 8.4-7) over a certain 
subfield F'l (\F" : F|'] =2, F C F^). 

(ii) For each prime v | p in F we have 7r(g)v ̂  St(/x) (which is automatic ifk ^ 2). 
(iii) ran(F',(?)EEl (mod2). 

Then, for each finite sub-extension F" C M C F^, 

h}(M,V(g)(k/2))>[M :F"]. 

Proof. — Denote V = V(g)(k/2). The assumption (ii) implies, by Proposi­
tion 12.5.9.2 (iii), that hj(E, V) = h^E, V), for each finite extension E/F. According 
to 12.10.2, we have 

ran(F",g) = ran{F',g) = l (mod2), 

hence h){F"\V) = h)(F",V) = 1 (mod2), by Theorem 12.2.3. Theorem 10.7.17(v) 
(applied with the Greenberg local conditions associated to E' = 0) then yields, 
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for each field M as in the statement of the Proposition, /iJ(M, V) = hj(M,V) ^ 
[M : F"}. • 

12.12.2. Proposition. — Let A and F c Fo C Fi 6e as m Theorem 12.2.8. Assume 

that at least one of the conditions 12.2.8 (l)-(3) is satisfied. Assume, in addition, that 

(i) A has good ordinary reduction at each prime of F above p. 
(ii) Fi500/Fi is a Tip-extension (r ^ 1), dihedral over a certain subfield Fx+ ([F\ : 

F+] = 2, F C F+ C F J . 
(iii) ords=iL(/A/F0,s) EE 1 (mod2). 

Then, for each finite sub-extension F\ C M C FijOC, 

rkoLA(M)+corkOLp IHfA/MMp00! ^ [M : Fil. 

Proof. — Denote V = Vj,(A) and use the Greenberg local conditions for V as in 9.7.8, 
with £ ' = 0 . Thanks to Lemma 9.6.3, 9.6.7.3, 9.6.7.6 and Proposition 9.7.9, we have 

rkoLA(M) + corkoL,pm(A/M)[p°°] = ft}(M, F) = h)(M, V), 

for each finite extension M/F. The proof of Proposition 12.12.1 then applies with 
obvious modifications (one uses Theorem 12.2.8 instead of 12.2.3). • 

12.13. Concluding remarks 

12.13.1. Attentive readers will have noticed that the proofs in this chapter rely only 
on duality theorems for Selmer complexes associated to Greenberg's local conditions 
with £ ' = 0 . In other words, the theory from Chapter 7 has not been used. 

12.13.2. It would be of interest to try to generalize the techniques of [Ki] to the 
situation of Corollary 12.2.10 in the case when F has good supersingular reduction 
at some prime above p. It would be even more desirable to have a proof of a general 
version of Theorem 12.9.5 for k = 2 (without the quasi-ordinarity assumption) using 
a general crystalline machinery in the spirit of [PR6]. 
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ERRATA 

Proposition-Definition 12.6.4.9. — The sentence "If v splits in K/F..P in the 
proof of (iii) is incorrect, in general. As a result, one has to add the following as­
sumption to Proposition 12.6.4.9(iii): no prime v \ p that splits in K/F divides 
n(g)s^'"Ps\ This assumption also has to be added to Proposition 12 .6 .4 .12, but not 
to Proposition 12 .6 .4 .11 . 

Proposition 12.9.6. — In fact, if 2 { [F : Q], then there is no exceptional extension 
Kf/F, either. If it existed, put rf = Î]K'/F- AS K'/F is unramified outside ooP, we 
have 1 = O X ( - l ) = n „ | O O P ^ ( - l ) = (-1)[F:Q1^(-1), hence V'p(-1) = - 1 . In 
particular, P is ramified in Kf/F. As / is p-ordinary, 7Tp(g) is not supercuspidal, 
which implies (by 12 .6 .1 .2 .3 ) that ir(g)p = ir(fi,fir]p) for some /1 : Fp —> C*. The 
central character of 7r(g)p is trivial; thus ii2rj'P = 1 and rjp(—l) = //(—l)-2 = 1, 
contradiction. 

As a result, we can omit the assumption "Assume that g does not have CM by..." 
in Theorem 12 .9 .5 , Theorem 12.9.8, Corollary 12.9.9 , Theorem 1 2 . 9 . 1 1 and Corol­
lary 12 .9 .12. Similarly, in Theorem 12.9 .7 , we can omit the assumptions (i), (ii) in 
the case 2 \ [F : Q]. 

Theorem 12.9.8, Corollary 12.9.9. — Add the following assumption: no prime 
v I p that splits in K/F divides n(^)g^n(^/)g^. 

Proposition 12.9.13. — In the proof, we choose V such that g' also satisfies 
W ) s t , ( p ) ) = (l). 





L I S T O F S Y M B O L S 

, k <>r'.l 
l'X 9 -22 

Ad(—) (conjugation action) 3 . 6 . 1 , 8 .1.6.3 
Ad+(-) 8.6.2.2 
A d ( - ) / 8.6.4.2 
a(") 12.5 
(a, fr)-morphism 12 .8 .2 .1 
adj 1.2.6 
<*j,x, a'JX 5.2.2 
BCF.IF{-) 12.2.2 

ß (Bockstein map) 11.1 .3 

cßj,X, ßc,J,X, cßj,X' ß'c,J,X 5-4.2 
Cone 1.1.2 
<".;.„.< • > 3 .4 .1 .1 
C . , , „„K- 'K .N. ) 5 .3 .1 .1 
C'ont(Gv,-) 5.7.2 
C „ ((-K.s. ) 5.7.2 
C'f(-) = C'f(GK,s,-,A(~)) 6.1.2 
Gur(Gv, - ) : 7.6.5 
C'ftlw(K00/K,-),C'f(Ks/K00,-) 8.8.5 
C(M), C±(M) 7 .2.1 
C(M*) 7.6.1 
C{M',f,t) 8.7.1 
c(ß) 12 .6 .1 .5 
charA 9.1.2 
control theorems 8 . 1 0 
co-pseudo-null 2.8.6 
cor 8.1.4 
corc 8 .5.3.4 
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cor+ 8.6.2.4 
cor/ 8.6.4.3 
\ r 8.4.2 
X« 9.4.9.7 
(_)x, (_)(x) 8.8.7 

d = dim(R) 2.1 
D, DR (Matlis dual) 2.2, 2.7 
D„ 2.3.2 
Dj 5.2.2 
D 8.4.5 
®,3>R (Grothendieck dual) 2.6, 2.7 
®_d 2.8.11 
® 8.4.5 
£>p~;^ (yiMod) (perfect complexes) 4.2.8 

/ U ( - ) . />,ih( ) • 12-5.6 
A „ ( - ) , A ( - ) (local conditions) 6.1.1 
A"r(-) (unramified local conditions) 7.1.2, 7.5.6, 7.6.5 
ôu 8.1.1 

Ei(-) 9.1.3 
Soo 9.5.1 

9.2.2 
E r r „ ( A „ ( - ) , A „ ( - ) , - ) , E r r ( A ( - ) , A ( - ) , - ) (error terms) 6.2.3 
Err"r(Dj, - ) , Err"r($, - ) (error terms for unramified local conditions) 7.6.5 
e (ordinary projector) 12.7.3 
efl(-) (Hilbert-Samuel multiplicity) 4.6.5 
<P( ) 9.4.9.1 
evi,EV2 (evaluation maps) 1.2.7 
ex (biduality map) 1.2.8 
e(M,0) 12.1.1 
e(V,0) 12.1.9 
.-,(77,-.V) 12-3.13 
ev^v,\) 12-5.9.4 
m,e{p)v 12.6.2.3 
e(P),e((3)v 12.6.3.10 
V = VK/F 12-6 

(F), (F1) (finiteness conditions for group cohomology) 4.2.1 
(Fl(r)) (flatness condition) 11.1.1 
(Fl(rL)) 11.1.7 
(Flfc(r)) 11.5.1 
f = fv (geometric Frobenius) 7.2.1 
/•W )••*.•( ) 8.3.1 
• » ( !,: 8.9.2 
f = fv 8.9.5 
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GK,S 5-i 
5.1 

GV 7.1.1 
G+ (dihedral case) 8.4.7.1 
Greenberg's local conditions 7.8, 8.8 
Grothendieck duality 2.6, 2.10.3 
9v, 9v 12.7.10 
Hr- 9T 12-7.11 
r = r0 x A 8.4.1 
T+ (dihedral case) 8.4.7.1 
I',, 8.5.1 
r , 8.5.2 
rfl = r ® Z p J R 11-1-1 
1 / , I ' ' - H-1-7 
iTT.r.hs, 7ir.hs 6-3-l 

";„,)(-> 2 1 1 
//; ( - • - ) 3.5.1.1 
//;,, ( • ) 5.3.1.3 
//,',,.,„(-•-> 5.7.2 
//}( ) //}(6-/ч.ч. :Л( )) 6.1.2 
Щ{К,-) 7.8.9 
ЩЩ(С,Н;-) 8.3.4 
/ / , ' „ . ( ) 8.5.1 
H'iKs/Koo,-), H^Ks/Koo,-), ЩМ(КЖ/К,-) 8.5.4 
H) hv(/v\/A'. - ) , / / } ( / v s / A \ . - ) 8.8.5 
11}[ . ).//;.( . К / / , ) ! - . - ) 12.5.6 
Hi,cont(—) 7.2.7 
Hom^ 1.2.1 
HomJaive^ 1.2.1 
hni hn,ij, hir (height pairings) 11.1.4 
K.L/K.iJi 11.1.4 
hnorm = h™rm (norm-adapted height pairing) 11.3.3, 11.3.7, 11.4.4 
h^an (canonical height pairing) 11.4.5 
h^lj (derived height pairings) 11.5.5 
h{;l3 n .8 .3 
/ i } ' ( - , - ) 12.1.3, 12.5.9.3 
/i}'(-,-) . . . . .12.1.8, 12.5.9.3 
homotopy, second order homotopy 1.1.5 

I, IR (injective hull of k) 2.3.1, 2.7 
Iv,I™Jv 7.1.1 
I(TV) 8.5.2 
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Ind^(—) (induced module) 8.1.1 
г+(-) 6.1.1 

inv-u 5.1 
ipi ôo 12.2 
L (standard involution) 8.2.4 
¿:Q-->C 12.1.1 

J (augmentation ideal) 11.1.2 
J L , JL H.1.7 
K%(M,y) (Koszul complex) 2.4.5 
i^oo, Kn 8.5.1 
k = R/m 2.1 

L(M-) 7.6.2 
L(LM,S), LOC(LM,S) 12.1.1 
Lv(irv,s) 12.3.7 
& 12.7.12 
£ v 11.3.5 
local duality 2.5, 2.10.4 
A = OlT} 9.1.1 
A„ = (9[r/r-,] 9.2.2 

M < n >, ML 8.4.2 
m 2.1 
m 8.4.1 
m(q) =m(g,K;V1,...,Vs) 12.6.4.9 

Â oo (universal norms) 8.11.6, 11.3.4 
normalized 2-cocycle 7.2.3 
n(/) 12.3.4 
n s t 12.6.3.1 
vn 9.4.9.2 

O 9.1.1, 10.6 
O(TTV) 12.3.9 
u, UOR (dualizing complex) 2.5, 2.7, 2.10.3 

(P) (absence of real primes if p = 2) 5.1 
V . ^ . ^ 12.7.5 
V\V,v' 12.7.7 
V, V 12.7.11 
Pk.e 12-7.2 
Pontrjagin duality 2.9 
p-ordinary 12.5.1 
or 8.1.6.1-8.1.6.2 
pseudo-null 2.8.6 
$ 2.8.1 
$ _ d 2.8.11 
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$ 8.4.5 
tt(/) 12.3.5 
"( / ) , . 12-3.6 
77(11.it') 12.3.6 
zup, w p̂i 12.7.12 

R 2.1 
R = RfT} 8.4.1 
RT{m}(-) 2.4.1 
R r c o n t ( - - ) 3.5.6 

RÏ,,,,,n,((7K.s. ) 5.7.2 
R r / ( - ) = R r / ( G K , s , - ; A ( - ) ) 6.1.2 
RWul.Gr. ) 7.6.13 
RTlw(G,H;-) 8.3.4 
l l \ u A h \ / ! < . - ) 8.5.1 
RI\ , ,w(A\/ fc \ ) 8.5.4 
R | - ( / v s / A \ . - ] . R r , ( / v s / A \ . ) 8.5.4 
RT/>Iw(/if00//ri-))Rr/(Ks//irool7) 8.8.5 
RT/iE(L, - ) , RT/iS(/irs/L, - ) , RI7,Iw,s(L/#, - ) 9.7.8 
(R Mod)ft, (fiMod)co/t 2.1 
(fi[G]Mod) (admissible i?[G]-modules) 3.2.1 
( ^ d M o d ) (ind-admissible i?[G]-modules) 3.3.5 

ran i - . - ) 12-2.2 
ra„(A-.-. ) 12.6.2.3 
vecVv 11.3.5 
resv 5.1 
resc 8.5.3.4 
res+ 8.6.2.3 
res/ 8.6.4.3 
ring class character 12.6.1.5 

5, Sf 5.1 
Sbad 8.9.8 
Sex 9.5.4 
Ssp 11.4.1.5 
S x ( - ) , $xr(~) (Greenberg Selmer groups) 9.6.1 
Se\(B/K,pn), SP(B/K) (classical Selmer groups for abelian varieties) 9.6.7.1 

9.6.7.4 
Sel(-) 11.3.2 
Sk(n,<p) 12.3.2 
St, St(/i) = St<g>fz 12.3.6 
«12, 523 1-2.3 
Sn,s'n 1.2.15 
sh (map in Shapiro's Lemma) 8.1.1 
shc 8.5.3.2 
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sh+ 8.6.2.1 
sh, 8.6.4.1 
E, E' = Sf - E 7.8.1 
ô i> °>i (naïve truncations) 1.1.11 

T 3.4.5.4 
T+ 6.5.1 
T(o) 12.3.3 
T(-P), T(P') 12.7.10 
T(P), T(P') 12.7.11 
Tam„(T, p) (local Tamagawa factors) 7.6.10.1 
t = tv 7.2.1 
tn 1.2.15 
(-)tors, (-)fi-tors 2.10.13 
Tr 8.1.5, 8.1.6.1-8.1.6.2 
T<^i, T^i (truncations) 1.1.11 
0" . . . . " . 7.2.1 

0(3) 12.6.1 
(£/) 8.8.1 
<V( ) 6.1.1 
U2J ) • ' ; ' ( ) 6.1.3 
U(M'), U±{M') 7.6.2 
( )r = Z[G/U] ® ( - ) , , • ( - ) = Hom(Z[G/f/], - ) 8.1.3 
u±,7T,hv 6.2.2 
V(f),Vp(f) 12.4.2 
y 12.7.9 
(-)„ 5.1 
( - ) + , ( - ) . " 6.7.1,7.8.2 
Wj(-) 12.4.10 

XX 9.5.1 
XL 9.2.2 
U (cup product for group cohomology) 3.4.5 
U2J 1.3.2 

U2J 2 .10.9 

CU, UC (cup product of cohomology and cohomology with compact support)  
5.3.3.2 , 5 .3 .3.3 

CU, Uc 5.7.2 

Û = ÛTT 6.2.2 

V±,n,hv 6.2.2 
UTT^,/! 6 .3.1 

^n,hs 6.3.2 

7̂r ,hs 10.2.2 

i-7r,/i„5 -LTT,̂ 5 (orthogonality of local conditions) 6 .2 .1 .3 -6 .2 .1 .4 

l—Ur^, ±±^^3 (local conditions are orthogonal complements of each other) 6 .2 .7 
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-U 6.7.2 
-L-U 6.7.4 
* 1.1.5 
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