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ARGOS SEMINAR 
ON 

INTERSECTIONS OF MODULAR CORRESPONDENCES 

Abstract. — This volume contains the written account of the Bonn seminar on arith­
metic geometry 2003/2004. It gives a coherent exposition of the theory of intersections 
of modular correspondences. The focus of the seminar is the formula for the intersec­
tion number of arithmetic modular correspondences due to Gross and Keating. Other 
topics treated are Hurwitz's theorem on the intersection of modular correspondences 
over the field of complex numbers, and the relation of the arithmetic intersection 
numbers to Fourier coefficients of Siegel-Eisenstein series. 

Also included is background material on one-dimensional formal groups and their 
endomorphisms, and on quadratic forms over the ring of p-adic integers. 

Résumé (Séminaire ARGOS sur les intersections de correspondances modulaires) 
Ce volume consiste des exposés faits dans le cadre du séminaire de géométrie arith­

métique de Bonn en 2003/2004. Il donne une exposition systématique de la théo­
rie des intersections de correspondances modulaires. Le but principal est la formule 
de Gross-Keating du nombre d'intersection de correspondances modulaires arithmé­
tiques. Autres sujets traités sont le théorème de Hurwitz sur l'intersection de corres­
pondances modulaires sur le corps des nombres complexes, et la relation des nombres 
d'intersection arithmétiques aux coefficients de Fourier des séries de Siegel-Eisenstein. 

On a aussi inclus des rappels sur les groupes formels à un paramètre et leurs 
endomorphismes, et sur les formes quadratiques sur l'anneau des entiers p-adiques. 
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1. FOREWORD 

1. Motivation and main results 

This book is based on the notes for the AP O (1) seminar of the winter semester 
2003/2004 at the University of Bonn. Its aim was to go through the paper On the 
intersection of modular correspondences by Gross and Keating [GK], and understand 
it thoroughly. This subject was chosen for three reasons. First of all, it was felt that 
the mathematics contained in this paper (and the papers on which Gross and Keating 
base their article) is extremely interesting, and has become even more important 
recently, due to the use that S. Kudla and others have made of these results. Secondly, 
thanks to the elementary methods employed in the proofs of the main theorems, 
the seminar provided a rapid access, even to a novice in the field, to a deep and 
sophisticated topic in arithmetic algebraic geometry. Thirdly, it was felt from the 
start that the literature on the subject was not easy to penetrate and that therefore 
the effort made by all speakers to master this material should not be lost, and that a 
written account of the seminar should be made available. 

The origin of the topics treated in the seminar goes back to the 19th century. Let 
j = j(r) be the elliptic modular function on the upper half plane. For m > 1 let 
(Pmijij') £ ^[jif'] De tne classical modular polynomial? defined by 

(l.i) lm(j(t),j(r'))= n 
AeM2(z) 
det(A)=m 

mod 6X2 (Z) 

(j(r) - j(Ar')) 

Kronecker and Hurwitz established a number of important properties of these polyno­
mials, as for instance their factorization into irreducible factors. They also proved de­
gree formulas like 

(1.2) deg fm = 
dd'=m 

max(d, d ) , 

where fm(j) = tpmUJ), for m not a square. 

(•^Acronym for Arithmetische Geometrie Oberseminar. 



v i i i 1. FOREWORD 

From the point of view of the seminar, the interest in these results lies in the fact 
that they can be interpreted as giving intersection numbers on the complex surface 
Sc = SpecC[j,j' Let Tm5c C 5 c be the divisor defined by ipm — 0. Then (1.2) can 
be interpreted as the intersection formula 

(1.3) (tmc.T1,c)= 
dd' = m 

max(<i, d') , 

if m is not a square. Here (Tmi c • Tmo c ) is defined by 

(1.4) (Tmi,c • Tm2,c) = dimcC\j, j'}/(<p mi i ̂ 2 ) 

More generally, Hurwitz showed that the divisors Tmi5c and Tm2?c intersect properly 
on 5 c if and only if m\m,2 is not a perfect square and gave an explicit expressior 
for the intersection number (Tmi5c • Tm2)c). This in turn leads to the famous class 
number relations of Kronecker and Hurwitz. 

Gross and Keating took up this classical subject by adding an arithmetic dimensior 
to it. Instead of usual intersection numbers they consider arithmetic intersectior 
numbers. Let 5 = SpecZ[j, j ' ] , which we consider as an arithmetic threefold. Let Tm 
be the arithmetic divisor defined by (pm = 0. The arithmetic intersection number is 
defined for any triple of positive integers m i , m o , m3 by 

(1.5) (Trni • Trri2 • Trri3 ) = log # Z b \ / ] em1, em3, /em2, 

Gross and Keating derive a criterion for when this number is finite and give in this 
case an explicit expression for it (see below). This result is the main focus of the 
present book. Let us state it from the point of view adopted in these notes. Let M. 
be the moduli space of elliptic curves over Spec Z (since we impose no level structure, 
M. is not a scheme, but a Deligne-Mumford stack). Put S = Ai X s p e c z A4. For a 
positive integer m, let Tm be the moduli space of isogenics of elliptic curves E —• E' 
of degree m. Then Tm maps by a finite unramified morphism to A4 x M . From this 
point of view, the intersection number above should be interpreted as 

v 

log(p) • 
xex(Fp) 

1 

#Aut(z ) 
lgox,x1 

where we denote by X the triple fiber product of Tmi, 7^2, and 7 ,̂3 over A4 x Ai 
Here the weighting factor l 

#Aut(x) is due to the fact that X is a stack. 

We now state the main results contained in this volume. 
We denote by 5 c resp. by Tm^ the base change of 5 resp. Tm to SpecC. The first 

result is Hurwitz's theorem. 

Theorem 1.1. — The cycles Tmi;c and Tm25c intersect properly on 5 c if and onh 
if the integer m = m\m2 is not a perfect square. In this case, the intersectior 
Tmiic ><Sc ^m2,c ties over the locus in Sc corresponding to pairs (E,Ef) of elliptic 
curves with complex multiplication by orders in the imaginary-quadratic field Qi^—m] 
of discriminant > —4m. The intersection number is eaual to 

( ^ m i , C * îm2)c) — 
tel 

t2 <4m 
d\gcd{m\1m2,t) 

d-H ( 4m - t2 

A S T E R I S Q U E 312 
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Here H(n) denotes the Hurwitz class number (the number of SL2(Z)-equivalence 
classes of positive definite binary quadratic forms over Z with determinant n). 

The second result is the theorem of Gross and Keating. 

Theorem 1.2. — The cycles Tmi,Tm2 and Tm2 intersect properly on S if and only if 

there is no positive definite binary quadratic form over 7L which represents the three 

integers 777,1,7712,7713. In this case the intersection 

Tm\ 7̂12 x s -̂ 7713 lies over the 

locus in S corresponding to pairs E') of elliptic curves which are super singular 

in some characteristic p with p < 4ra 177727773. The arithmetic intersection number is 

equal to 
(Trni ' Trri2 - Tm3^ 

p<4raira2?Ti3 

77(79) log p , 

where 

n(p) = 
1 

2 
Q 
( 

e\a, 

fr(Q)) - a p ( Q ) . • 

Here the sum is the taken over all positive definite integral ternary quadratic forms 
Q with diagonal (mi, 7712,7773) which are isotropic over Q# for all £ 7̂  p. Furthermore 
A = 7j det Q and /3e(Q) is a normalized representation density of Q by the Z^-lattice 
M2(Zi) with its norm form. Finally, ap(Q) is the length of a certain local deformation 
space. Namely, one considers the universal deformation space of a triple of isogenics 
of formal groups of dimension 1 and height 2 over ¥p. Here the passage from a global 
problem involving elliptic curves to a local problem on formal groups is provided 
by the Serre-Tate theorem. In [GK], Gross and Keating give completely explicit 
expressions for the factors Pe(Q) and ap(Q), comp. Chapters 5 and 13. They express 
these quantities in terms of new invariants of ternary quadratic forms over Zp which 
are defined by them for this purpose (the Gross-Keating invariant in (Z>0)3 and the 
Gross-Keating epsilon factor in { ± 1 } ) . This is especially striking in the cases when 
£ = 2 resp. p = 2, in the other cases these invariants can be expressed in terms of 
classical quantities. 

The invariant cvp(Q) is probably the most interesting ingredient in the formula 
above, and we now give a precise definition. 

Let G be a formal group of dimension 1 and height 2 over ¥p. Let W = VF(Fp) 

be the ring of Witt vectors. The universal deformation of the pairs (G, G) is then 

(r, T') over the formal scheme S = Spf W[[t, £']]. If now / 1 , /2 , /3 : G —> G are three 

endomorphisms 7̂  0, we let U C w((t,t')) for i = 1,2,3 be the minimum ideal such 

that fi lifts to a homomorphism fi : V —>> V (mod U). Then Ii defines a divisor % 

on S. Consider 

(1.6) (7i • f2 • %) = lengthy W[[t,t'])/(i1 +h+ /3) 

On End(G) we have the usual quadratic form Nm with values in Zp (the norm form, 

after identifying End(G) with the maximal order in the quaternion division algebra 

over Qp). It turns out that (1.6) only depends on the quadratic form Q(fi, /2, /3) : 

S O C I É T É M A T H É M A T I Q U E D E F R A N C E 2007 
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(x, y, z) i—> Nm(x/i + 7//2 + 2 / 3 ) 5 and even only on its GL3(Zp)-equivalence class. We 
then set 

(1.7) ap(Q) = (fl.f2-f3) , 

for any triple / 1 , / 2 , / 3 with Q ( / i , / 2 , / 3 ) = Q. The formula for ap(Q) in terms of the 
Gross-Keating invariant (ai, ¿12,(23) G (Z>o)3 with ai < CL2 < a% is as follows. We 
note that for p 7^ 2, in which case Q can be diagonalized, the integers 0,1,0,2,(13 are 
simply the p-adic valuations of the diagonal entries. 

olp{Q) = 

a\ — 1 

2 = 0 

(i + l)(a1+a2 + a3-3i)pi + 

( a i+a2 -2 ) /2 

i=a i 
(ai + l)(2ai + 0,2 -\- cl3 — Ai)pl 

+ 
ai + 1 

2 
(a3 - a2 + iyai+fl2)/2, if ai = a2 (mod 2) 

M Q ) = 

ai — 1 

2 = 0 

(z + l ) ( a i + a 2 + a3-3z)p l + 

( a i + a 2 - l ) / 2 

¿ = 0 1 

(ai + l)(2ai + a2 + a3 - 4z)^, 

if ai ^ a2 (mod 2) 

The above results are the main focus of these notes. In the last chapter we reformu­
late Theorem 1.2 as a relation between the arithmetic intersection numbers and the 
Fourier coefficients of special values of derivatives of Siegel Eisenstein series, along 
the lines sketched in the introduction to [GK]. The idea that this can be done is 
attributed there to S. Kudla and D. Zagier; in the intervening years Kudla and oth­
ers have gone a long way towards proving such relations in much greater generality 
[Ku2, Ku3l . Let 

(1.8) E(t,s) = det(cr + d)~2 • 
det(y) 2 

|det(cr + d)|s 

be the classical Siegel Eisenstein series of genus 3 and weight 2 for the full modular 

group. Here r = x + iy s3 and s G C is a complex parameter with large real part, 

and the sum is over representatives (7 = c d ) °f the left cosets of the Siegel parabolic 

in Sp3(Z). Then E(t,s) has a meromorphic continuation to the entire s-plane and 

vanishes at s = 0. The derivative E'(t,0) = § f (r, 0) is a non-holomorphic modular 

form of weight 2 for Sp3(Z) and has a Fourier expansion 

(1.9) E(T,y)= 
TeSym3(Z)v 

c(T,y) • qT , 

where qT = exp(27rz tr(XV)), for any half-integral matrix T. It turns out that for 

positive-definite T the coefficient cf(T,y) = cf(T) is independent of y = Im(r). 

Theorem 1.3. — Let m i , m 2 , m 3 be a triple of positive integers such that there is no 

positive definite binary quadratic form over Z which represents mi, m 2 and m3. There 

A S T É R I S Q U E 312 



1. FOREWORD xi 

exists a constant K independent o /mi , ra2,7713 such that 

(Tm1 . Tm2 . Tm3) = K. 
TGSym3(Z)^0 

diag(T) = (mi,m2,m3) 

c'(T) . • 

It should be pointed out that the left hand side in Theorem 1.3 also breaks into 
geometrically defined terms indexed by quadratic forms T and that the identity above 
holds termwise. 

2. Content of this book 

We now explain what is to be found in this book and what is not. In Chapter 2, 
G. Vogel gives a review of classical results on modular polynomials. It is followed 
by the brief Chapter 3 by U. Görtz, where a certain sum of representation numbers 
is computed. In Chapter 4, U. Görtz proves the first part of Theorem 1.2, which 
states under which conditions the three divisors intersect in dimension 0, and it is 
explained how the formula for the intersection number follows from the results of 
the later chapters. T. Wedhorn then investigates in Chapter 5 the quadratic space 
obtained as the space of homomorphisms between two supersingular elliptic curves 
with the degree form. 

Next we come to the local theory. We have made an effort to give all the neces­
sary background on formal groups, their deformations and the deformations of their 
endomorphisms. Chapter 6 by V. Meusers gives a summary of Lubin-Tate theory 
for formal groups, cf. [LT1]. In Chapter 7, E. Viehmann and K. Ziegler give the 
construction of the formal moduli space of formal groups, and more generally, for­
mal v4-modules, following Drinfeld [D]. Chapter 8 by S. Wewers is devoted to Gross' 
theory of canonical and quasi-canonical lifts, cf. [G], and in Chapter 9 V. Meuser 
explains an analogous theory in the split case, expanding on a remark in [G]. 

Since we will be interested in lifting isogenics of elliptic curves rather than just 
the curves themselves, we need to understand how endomorphisms of formal groups 
can be lifted. This was analyzed in much detail by Keating, see [K2] (which is 
based on Keating's unpublished Harvard thesis [Kl]) . This theory is presented here 
in Chapter 10 by E. Viehmann and Chapter 11 by I. Vollaard. Another ingredient 
we need is the theory of quadratic forms over Z^, including the delicate case £ — 2 
treated in section 4 of [GK], comp, also the account of Yang [Y l ] . This is dealt with 
in Chapter 12 by I. Bouw. We come back to the theory of quadratic forms, namely 
to the computation of certain representation densities, in T. Wedhorn's Chapter 15, 
where, however, we have merely quoted from Kitaoka [Ki] and Katsurada [Ka] the 
facts that we use. 

We then come to the investigation of the invariants ap(Q), and to the proof of the 
explicit formula for them. Here the case p = 2 causes additional complications. We 
provide two different proofs of the formula in that case - one which relies on laborious 
explicit computations (Chapter 13, by M. Rapoport), and another one which is more 
conceptual (Chapter 14, by S. Wewers). We feel that both are enlightening in their 
own way. 

S O C I É T É M A T H É M A T I Q U E D E F R A N C E 2007 
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Whereas we have provided a lot of background information on the ingredients of 
the results in [GK], with Theorem 1.3 we were less ambitious, contenting ourselves 
with references to the appropriate papers (mostly of Kudla) to calculate the Fourier 
coefficients of £"(r, 0), see Chapter 16 by M. Rapoport et T. Wedhorn. 

3. Perspective 

We believe that Gross' theory of canonical and quasi-canonical liftings is going to 
have even more applications than have been found so far. We hope that our book can 
serve as a basis of future research. At the end of this introduction there is a list of 
references of which we are aware, where this theory is used. The theory was invented 
originally by Gross in connection with the proof of the Gross-Zagier formula. We note 
that in B. Conrad's recent account of the geometric ingredients of this proof [Co] the 
theory of quasi-canonical liftings is explicitly excluded; therefore our notes may also 
be viewed as a complement to Conrad's exposition. Also, Chapter III of [KRY] is 
based on the present notes (in loc. cit., only the intersection numbers (7i • Tm2 • Tm3) 

are needed). 

The main ingredient of the proof of Theorem 1.2 is the determination of the quan­
tity ap(Q). This may be viewed as a special case of the following general problem. Let 
G and G' be two p-divisible groups over ¥p. The universal deformation of (G, G') is 
then (r, T') over the formal spectrum of a power series ring R over W. Let / : G —» G' 

be an isogeny. The problem is to determine the minimal ideal I m R such that / lifts 
to an isogeny / : F —» V (mod I). Related to this question is the following problem: 
Let / be the minimal ideal such that a given set of isogenics fi,. . . , fr : G —> G' lifts 
to a set of isogenics / i , . . . , fr : T —» V (mod / ) . The problem is to determine when 
I is of finite colength in i?, and if so, to determine this colength explicitly. 

To the sophisticated reader, it may seem curious that old-fashioned power series 
methods are used here to solve these problems in the case of p-divisible formal groups 
of dimension 1 and height 2. It is natural to ask whether more recent methods, like 
Grothendieck-Messing lifting theory, Cartier theory, or the theory of displays can be 
used to solve this problem. Indeed, as Zink [Z] has shown, the theory of displays can 
be used in some instances to prove results in this direction. However, so far these 
methods have not succeeded in obtaining the full statement. In view of the fact that 
the cases of finite colength in [ K R 1 , K R 2 ] all reduce to the Gross-Keating problem, 
it is conceivable that the special case of the general problem studied here is the only 
one where a reasonable uniform answer exists. This might also explain the relative 
failure of the more generallv applicable methods. 
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N O T A T I O N 

We assemble some of the notation which is used more or less systematically through­
out the book. 

For an integer m > 0, we denote by <̂ m G Z[X, Y] the modular polynomial 
(see [Vg]). We write S = SpecZ[X, Y], and denote by Tm C S the divisor asso­
ciated to (fm. By Sc, Tmjc etc. we denote the base change to C, and by <S, Tm we 
denote the corresponding Deligne-Mumford stacks (see [Go2]). 

In [Mel] , [VZ], [ W w l ] , [Me2], [Vi], [VI] dealing with the local theory, the follow­
ing situation is considered: K is a field, complete with respect to a discrete valuation 
V K , with ring of integers OK- We denote by p the maximal ideal of OK, and by TT a 
uniformizer. The residue class field OK/P of K is assumed to be finite, of cardinality 
<7, and k is an extension field of OK/P, in fact m most cases it is an algebraic closure 
of the residue class field. Furthermore, L is a quadratic extension of K, with ring of 
integers OL, and M is the completion of the maximal unramified extension of K (or 
in some places of L). By D we denote 'the' quaternion division algebra over K. The 
maximal order of D is denoted by O D , and U = TTD is a uniformizing element. In [R], 
[Ww2] the special case where the base field is Qp is considered, and the notation is 
slightly different: there K/QP is a quadratic extension (and L denotes a quadratic 
space). Also, in [ W d l ] D denotes a quaternion algebra over Q. 

The letters F, G, H, T usually denote formal groups (or formal (9x-modules etc.). 
Often, G denotes the special fiber of a deformation F. Whereas mostly FR denotes 
a quasi-canonical lifting of level r (and in particular FQ denotes the canonical lift), 
see [ W w l ] , in [Vi] and [VI] FN denotes the base change F®fc|tj k\t\/tn or F^AA/TT71. 

If R is a ring, and (L, Q) is a quadratic space over R, i.e., a free R-module L with a 
quadratic form Q, we associate to it the bilinear form (x, y) = Q(x + y) — Q(x) — Q(y) 
and—after fixing a basis ipi,... ,tyn—the matrix B = B{^) = ((WI,WJ))IJ (m [B]) 
or the matrix T = 1/2(wi,wj))i,j (in [R], [Wd2]). If Qf is another quadratic form, 
on RM, say, then we denote by RL{Q') the representation number of Q' in L, i.e., 
the number of isometries from (RM,Q') to (L,Q); see [Vg], [Go2] and in particular 
[Wd2] . To a ternary quadratic form over Zi we attach its Gross-Keating invariants 
ai , <22, as and e, see [B]. Finally, the numbers ap(Q) G Z, Pe(Q) G Z which appear 
in the statement of the main theorem are defined in [R] and [Wd2] , respectively. 



xvi 1. F O R E W O R D 

References 

[B] I . I . Bouw Invariants of ternary quadratic forms, this volume, p. 113-137. 
[Go2] U . GORTZ - Arithmetic intersection numbers, this volume, p. 15-24. 
[Mel] V. M E U S E R S - Lubin-Tate formal groups, this volume, p. 49 55. 
[Me2] V. M E U S E R S - Canonical and quasi-canonical liftings in the split case, this 

volume, p. 87-98. 
[ R ] M. RAPOPORT Deformations of isogenics of formal groups, this volume, 

p. 139-169. 
[Vg] G . VOGEL - Modular polynomials, this volume, p. 1-7. 
[Vi] E. VlEHMANN - Lifting endomorphisms of formal C^-modules, this volume, 

p. 99-104. 
[VZ] E. V I E H M A N N & K. Z I E G L E R - Formal moduli of formal Ox-modules, this 

volume, p. 57-66. 
[VI] I. VOLLAARD Endomorphisms of quasi-canonical lifts, this volume, p. 105-

112. 
[Wdl] T. WEDHORN - The genus of the endomorphisms of a supersingular elliptic 

curve, this volume, p. 25-47. 
[Wd2] T. W E D H O R N Calculation of representation densities, this volume, p. 179-

190 
[Wwl] S . WEWERS - Canonical and quasi-canonical liftings, this volume, p. 67-86. 
[Ww2] S . WEWERS An alternative approach using ideal bases, this volume, 

p. 171-177. 

ASTÉRISQUE 312 



Astérisque 

312, 2007, p. 1-7 

2. MODULAR POLYNOMIALS 

by 

Gunther Vogel 

Abstract. — We introduce the classical modular polynomials and calculate (mod­
ulo the determination of a certain sum of representation numbers) the intersection 
number of two divisors defined by modular polynomials (Hurwitz's theorem). 

Résumé (Polynômes modulaires). — On introduit les polynômes modulaires classiques 
et détermine (modulo le calcul d'une certaine somme de nombres de représentations) 
le nombre d'intersection de deux diviseurs définis par des polynômes modulaires (théo­
rème de Hurwitz). 

We introduce modular polynomials and prove some elementary properties. This 

is classical and well-known, see e.g. [L, §5]. In the second part, we compute the 

intersection numbers of the divisors defined by two modular polynomials in the 2-

dimensional complex plane. This computation, due to Gross and Keating ([GK]), 

re-proves the class number relations of Kronecker (Corollary 2.2). 

We only consider elliptic curves over C. 

1. Modular Polynomials 

Let m N. Consider the elliptic curve E = C/T with T = Z + Zr for some r H. 

Theorem 1.1 ([L, §5.3,5.1]). — There are canonical bijections between the following 

sets: 

(i) isomorphism classes of isogenies f': E\ —» E of degree m (as group schemes 

over E), 

(ii) subgroups Ti C T of index m, 

2000 Mathematics Subject Classification. — 11F32, 11F03, 11G15. 
Key words and phrases. — Modular polynomials, representation number of a quadratic form, class 
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2 G. VOGEL 

(iii) SL2(Z ) \ {A G M2(Z) I detA = m}7 and 

( iv ) { ( o d ) e M2(Z)\ad = m, a>l andO<b<d\. 

All of these sets have cri (m) — dim d elements. 

Proof 

(i)->(ii): Set r i : = / . t t i ( £ ? i ) . (ii)->(i): Set E1 := C / I V 

(ii)^(iii): Choose a basis {acbd){\) of Ti with A = ( ^ ) G M 2 ( Z ) . 

(iii)<-»(iv): Left multiplication by matrices from SL2(Z) corresponds to row oper­

ations. The matrices in (iv) are obviously inequivalent (the columns must be stabi­

lized). • 

Now consider pairs (j,jf) of j-invariants of elliptic curves E, E' such that there is 

an isogeny E —> E' of degree m. These pairs are described by the divisor of a certain 

polynomial (fm: 

For j,j' c C choose elliptic curves F, E' having j-invariants j,j' respectively. Set 

em(j,j'=em(j(e),j(E')):= 
E'-E' 

U(E)-j(E[)); 

the product is over isomorphism classes of isogenies E[ —>• E' of degree m. </?m does 

not depend on the choices made and is a polynomial of degree cri(ra) in j . For elliptic 

curves F , F ' , the condition (pm(j(E),j(E')) = 0 is equivalent to the existence of an 

isogeny E —-> E' of degree m. 

Define ipmUi f) by tne same formula, but restrict the product to the isogenies which 

do not factor over some multiplication-by-n map, n > 1. In the above correspondence, 

these isogenies correspond to primitive matrices, i.e., matrices whose entries have no 

common divisor. We have 

Prä n 
n2 j m 

wm/n2. 

Obviously, ipi(X,Y) — i/;i(X,Y) — X — Y. As we will see below, (pm and are 

polynomials; they are called modular polynomials. 

Theorem 1.2 ([L, §5.2]) 

(i) ^ i m e Z [ I , y ] . 

(ii) ^ ( X , £) Z5 irreducible overC(t). 

(iii) For m > 1, we have ijjm(X,Y) = i/jm(Y,X). Consequently, (pm(X1Y) = 

±iPm(Y,X) ("—"precisely if m is a square). 

Proof 

(i) First notice that the coefficients ki of 

l(>m(X,j(7J)) = 

3L2(Z)\{AGM2(Z)|det A = m, A primitive} 

(X-j(AT'))eOc[X} 
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2. MODULAR POLYNOMIALS 3 

axe holomorphic in r' and invariant under SL2(Z). From the formula 

(*) ^ m ( X , j ( r ' ) ) = 

a,b,d 

(X-j( At'+b 

d )) 
a,b,d 

X 1 

(g/)a/dfa6 
744 - . . .) 

(a, 6, d as in 1.1 (iv) and (g ^) primitive, Cm := e2W™) we see that the kt are mero-

morphic at infinity. Since the ^-expansion of the j-function has integral coefficients, 

we have 

ki c Z((sm))((q')) l 

Now there are polynomials pi G Z[£m,T] such that ki — Pi(j(q')) lies in </Z[£m] [[#']] 

and therefore, being a modular function, must vanish identically. Hence, VVn £ 

Z[Cm][X,y] . 

There are two operations of (Z/raZ)x: first, on matrices (g ^) as in 1.1 (iv) by 

o Ci) (via (Z/dZ)x on { 0 , . . . , d - 1} ^ Z/dZ) , 

and the first product in (*) is invariant under this operation. Second, (Z/mZ)x 

operates in a compatible way on Z[£m] by a(m — £m, and since the coefficients of (fm 

are invariant under this operation, we find that x/jm G Z[X, Y]. 

(ii) By mapping t j , the field of meromorphic functions on M becomes an 

extension field of C(t) carrying an operation of the group SL,2(Z). By the elementary 

divisors theorem, it permutes the zeroes of ipm(X,t) transitively, hence ^m(X, t) is 

irreducible over C(t). 

(hi) The condition ^^^(E), j''(E)) — 0 is equivalent to the existence of an 

isogeny E —» E' of degree m which does not factor over a multiplication-by-n 

map for some n > 1. This last property is also true for its dual isogeny, hence 

ipm(j(Ef), j(E)) = 0. For a fixed j'Q, the irreducible polynomial ipm(X,j,0) is therefore 

a divisor of i/jm(jf0, X), and conversely. It follows that ipm(j,j') — =t'0m(j/, j)- If the 

"—" sign is correct, i/jrn(t,t) vanishes identically, so ^m(X, t) has a zero in C(t), hence 

the degree of t/jm(X,t) must be 1. This is true precisely for m = 1. • 

From the proof of (hi) we also see that fm(X) := (pm(X, X) vanishes if and only if 

m is a square. If m is not a square, the degree of fm can be read off the g-expansion 

in (*): set X = j(q'), then because of a ^ d, the pole order of one factor is equal 

to max{l,a/<ii, hence the pole order of the entire product is 

deg fm = 

ad—in 

dmaxil , a/d\ = 

ad—m 

max{a, d}. 

One also sees that the leading coefficient of fm is ± 1 . 
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4 G. VOGEL 

2. Intersections 

We first need to fix some notation. A quadratic space (F, Q) over a ring R consists 

of a free R-module F of finite rank and a quadratic form Q on F. The associated 

bilinear form on F is defined by 

(x,y) = Q{x + y) - Q(x) - Q(y). 

The determinant of Q is the element of R/(RX )2 given by the determinant of the 

matrix ((bi,bj))ij for some basis {bi} of F. The diagonal of Q with respect to some 

fixed basis {bi} is defined to be the n-tuple (Q(bi))l where n is the rank of F. 

For a quadratic form F on Fm, we define the representation number RL(F) as the 

cardinality of the set 

{(fi) e Lm I Q(x1f1 + . . . + xmfm) = F(xu..., xm) for all X G R™} 

= {isometries (Fm,F) (F ,Q)} . 

For R — 7L and positive definite Q, this set is finite. (For each x = e^, i = 1 , . . . , m, 

there are only finitely many possible values of x\f\ + • • • + xm/m = fi-) 

For a positive integer D, let H(D) be the number of SL2(Z)-equivalence classes of 

positive definite binary quadratic forms over Z with determinant D (which is well-

defined as an element of Z) , counting the forms equivalent to ex\ + ex\ and ex\ + 

exi^2 + exo for some natural number e with multiplicities 1/2 and 1/3, respectively. 

If the positive integer m is not a square, we define 

G(m) : = 

t2<4m 

i 7 ( 4 m - t 2 ) . 

Define Tm := y((^m) C A ^ . 

Theorem 2.1 ([GK, 2.4]). — The curves Trni and Tm2 intersect properly if and only 

if m = m i m 2 ¿5 not a square. In this case, their intersection is supported on pairs 

(E,Ef) of elliptic curves with complex multiplication by orders whose discriminants 

satisfy d(E),d(Ef) > —4m. The intersection number is 

T T — 
±m\ J-m2 

tel 
t2<4m 

d|gcd(rai ,ni2 ,t 

d-H 
4m - t2 

d2 
) = 

n|gcd(rai ,771-2) 

n • G(m/n2). 

Proof. — If m — m\rri2 is a square, Tmi and Tm2 contain V(ipg), g = gcd(mi, 7712), as 

a common component (note that mi/g and vn^jg are coprime, hence squares them­

selves). Conversely, if Tmi and Tm2 do not intersect properly, they must contain some 

V(xj)g) as a common component, but then g = m\/n\ — rri2/n\, so m = g2n\n\ is a 

square. 

For a pair of elliptic curves (E,Er) corresponding to an intersection point of 

Tmi and Tm2, there are isogenies / i , / 2 - E E' of degrees mi and 7722, respec­

tively. Then, a := V2/1 is an endomorphism of F of degree m. Since m is not a 
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2. MODULAR POLYNOMIALS 5 

square, E has complex multiplication, and Z + TLct is a sublattice of EndE1. Hence, 

its discriminant (Tra)2 — 4m < 0 is divisible by d(E), so 

d(E) > (Tree)2 - 4m > - 4 m . 

Similarly, considering f3 := J2lj\, ^ follows that d ( £ " ) > - 4 m . 

Next, we compute the local intersection number at some point (jo,Jo) ^ ^2 cor" 

responding to a pair of elliptic curves (E,E'). Set UE '• = 

E . Choose TQ G H such that j(r6) = ô- Locally at TQ, the map j : 1H1 —» (L is a 

branched covering of degree u^/, so the local intersection number in the (j, j^-plane 

is the intersection number in the (j, r7)-plane divided by U E ' • 

In the (j, r')-plane, the (pmi decompose into factors of the form 

j - Ì(AÌT') where A% G M 2 ( Z ) , det A% = ml. 

1 
2 

/^AutE, similarly for 

Therefore, it suffices to compute the local intersection number of two such factors, 

both vanishing at (JO,TQ). This number is the zero order of 

(**) j(AlT') - J{A2T') 

at r = TQ. Since A\TQ and A2TQ are SL2(Z)-equivalent, we may assume that A\r0 = 

A2TQ = : tq and C2 — 0. Locally at t q , 

j (r ) = j(ro) + s • (r — ro)U£; + higher order terms 

for some s 7̂  0, hence (**) is of the form 

a±Tf + bi 

c\T + d i 

aiTn + 61 

cir^ + d i > -( a2r + 62 

d2 

a2Tn + b2 

d2 
+ h.o.t. 

=•( 
det Ai 

clto'+dl)2 
t' - t'o)ue -( det A2 

d22 
• ( r ' - ^ ) j ue + h . o . t . 

locally at TQ. We now claim that the two leading coefficients are different. (However, 

they have the same absolute value.) Otherwise, from 

det A i 

clt'o+dl)2 
)ue =S( det A2 

d\ ) 
UE 

we get 

C\TQ + d i 

yjmi 
=w d2 

V ^ 2 

for some 2i^-th root of unity a;, implying 

(***) ciTn + d i = UJ • 
A/mim2 

a2 

The left-hand side is imaginary-quadratic, so by our assumption that m = m\vri2 is 

not a square it follows that UJ = ± i and UE = 2- But in this case, TQ corresponds to an 

elliptic curve isogenous to E = C/ ( l , i ) , hence TQ G Q(i), contradicting (***). Hence, 

the zero order of (**) at TL equals UE-
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6 G. VOGEL 

Since the product decomposition of (pmi contains 

1 

2uE 
# { / , e H o m ( £ , £ ' ) \deg fi = mi} 

factors vanishing at (JO,TQ), the local intersection number in the (j, r^-plane is 

(Trni • Tm2)(j tm — 
1 

/2 ) e Hom(F, E') I deg f% = m j • uE. 

Hence, the local intersection number in the (j, j')-plane is 

tml.tm2)(jo,j'o = 
1 

4uEuE' 
# { ( / i , / 2 ) e Kom(E,E') I deg/, = m j . 

Such pairs ( / 1 , / 2 ) correspond to representations of positive definite quadratic forms 

Q(xi,xz) = deg (x i / i + X 2 / 2 ) , hence 

# { ( / i , / 2 ) € H o m ( £ , £ ' ) I deg/, = m¿} = 
Q > 0 

diag Q = ( m i ,7712) 

Rhom(E,E')(q). 

Therefore, the global intersection number is 

T T — 
± VTL\ ± 777,2 

E.E' 

ell.curves/C diag Q=(m1 ,m2) 
Q > 0 

Rïlom(E,E')(Q) 

4uEuE> 

q<o 
diag Q = ( m i ,7772) 

E,E' 

Ruom(E,E'){Q) 

AuEUE> 

By Proposition 1.1 in [ G o l ] , the inner sum equals 

d\e{Q) 

d H( ietQ 

d2 

In our case, Q(x\, x2) — m\x\ + tx\x2 + m^x^ for some t G Z satisfying t — 4m < 0 

(as Q is positive definite), so the above sum is equal to 

d|gcd(777i ,777,2,£) 

d H( 4 m - i2 

d2 ) 
Putting everything together yields 

T T — 
- ' -mi ^ 7772 

tez 
t2<4m 

C¿|gcd(77í-i ,7772 >¿) 

d H( 4 m - f 

I 
As a corollary, we get the class number relations of Kronecker and Hurwitz: 

Corollary 2.2. — If m is not a square, 

G(m) = 

ad=m 

max{a, d}. 
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2. M O D U L A R POLYNOMIALS 7 

Proof. — By the remarks at the end of the preceding section, 

T1-Tm = degfrn = 
ad=rn 

maxja, d}. • 

Actually, using the convention H(0) := ((—1) = - 1 / 1 2 , the above corollary is valid 
for all m a W . §1161). 
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3. A S U M OF R E P R E S E N T A T I O N N U M B E R S 

by 

Ulrich Görtz 

Abstract. — This article contains the proof of a formula stated in the paper by 
Gross and Keating on intersections of modular correspondences, for a certain sum of 
representation numbers. 

Résumé (Une somme de nombres de représentations). — Cet article contient la preuve 
d'une formule donnée dans l'article de Gross et Keating sur les intersections de cor­
respondances modulaires, pour une certaine somme de nombres de représentations. 

1. Introduction 

We prove a formula for a certain sum of representation numbers, stated in the 

paper of Gross and Keating [GK] without proof, which is used in [Vg] in order to 

compute the intersection product of two modular divisors in Sc- Let Q be a positive 

definite binary quadratic form over Z , say 

Q(x1, x2) = Vfl\x\ + tX\X<i + m2x\. 

The determinant of Q is 

det(Q) = 4raira2 - t2(> 0) , 

and its content is 

e(Q) = gcd(rai,ra2,£). 

Proposition 1.1 

E,E' 

ell. curves /C 

Riiom(E,E'){Q) 

# Aut(E) • # Aut(E') 
d\e(Q) 

d- H(det(Q)/d2). 
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10 U. GÖRTZ 

Our argument is inspired by Hirzebruch's article [H], where the case m\ = 1 is 

treated. 

Acknowledgments. — I am grateful to Gunther Vogel for a discussion of this problem, 

and to Torsten Wedhorn for proof-reading. 

2. Proof of the proposition 

The sum on the left hand side extends over isomorphism classes of elliptic curves, 

and clearly the representation number Rftom(E,E'){Q) is 0 unless E and E' have 

complex multiplication and End(^) <S> Q = End(i^) 0 Q. In particular, the sum is 

finite. 

As in [GK], we denote by H(D), D a positive integer, the number of SX2 i n ­

equivalence classes of positive definite binary quadratic forms over Z with determinant 

D, where the forms equivalent to ex\ + ex2 and ex\ + ex 1X2 + ex,2 for some e G Z 

are counted with multiplicity 1/2 and 1/3, respectively. A quadratic form is called 

primitive, if its content is 1. We denote by h(D) the number of primitive positive 

definite binary quadratic forms of discriminant D if D > 4, and we set h(3) — | , 

h(A) = \ . We can also interpret h(D) as the number of elliptic curves E with complex 

multiplication, such that the endomorphism ring End(.E) (which is an order in some 

imaginary quadratic number field) has discriminant —D, where each such E is counted 

with multiplicity 2 / # Aut(E). 

For a positive integer N we denote by <Ji(N) the sum of all divisors of N. Since 

clearly H(D) — d2\D h(D/d2)1 we can then rewrite the right hand side of the 

formula as 

d,d2\det(Q) 

ai (gcd(rai, ra2, t, d))h(àet{Q) / d2) 

Fix an elliptic curve E with complex multiplication. We use the following notation: 

Write E = C / Z 0 Zr with r G H, and let a, /?, 7 G Z, such that ar2 + fir + 7 = 0, 

gcd(a, /?, 7 ) = 1, a > 0 (once r is fixed, a, (3 and 7 are uniquely determined by these 

conditions). 

If there exists an E'', such that R\\om{E,E'){Q) 7^ G\ then there exists a natural 

number d with 

(2.1) 4raira2 - t2 = det(Q) = d2(4«7 - /?2). 

Indeed, by assumption there exist fi G Hom(E, E'), ¿ = 1,2, such that deg(/^) = mi 

and deg(/i + /2) — deg(/i) — deg(/2) = t. Let g = fi o f2. If we choose lattices 

A, A' such that E = C/A, E; = C/A', then we get inclusions Rom(E,Ef) C C, 

End(^) C C, and have g = ^ i i / i _ 1 / 2 (although / 1 and /2 as complex numbers 

depend on the choice of A and A7, g is independent of these choices). Since g has 

norm m i m 2 and trace t, the quadratic space generated by 1 and g inside End(E) 

has determinant Am\ui2 —t = det(Q). Since the determinant of the quadratic space 
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3. A SUM OF REPRESENTATION NUMBERS 11 

End(F) is 4cry — /r2, this implies the existence of d as above. In particular, (2.1) 

implies thai t-dß 
2 i 

t+dß 
2 G Z . 

From now on, in addition to fixing E as above, we let g G M be the (unique) 

algebraic integer in H with norm NmC/K^ = mim2 and trace TiC/mg — t. We define 

Vi = { ( £ ' , / ) ; £ ' an elliptic curve, / G Hom(F, £"'), deg(/) = mumi\gf}/ = 

Here (and similarly below) two pairs (E[,fi), (E'2, f2) are called isomorphic if there 

exists an isomorphism e : E[ —• E'2 such that / 2 ° e = / 1 • By definition of the sets 

T>i, the set 

{ ( £ ' , / i , / 2 ) ; E' ell. curve, / , G Hom(F,F/) , 

deg(/i) = m,, deg(/i + / 2 ) = £ + mi + ra2}/ = 

maps bijectively to the disjoint union V\ UV2, by sending a triple (E , / 1 , / 2 ) to / 1 or 

/ 2 , respectively, depending on whether mif{1 f2 G H or m2f2~1fi G M, i. e. whether 

mifr1f2 =9 or m2f21fi = g. 

The key point in the proof of the proposition is the following lemma. 

Lemma2.1. — The set Vi can be identified with the set of matrices ( 0 B) ^ ^2^), 

such that: 

i) There exists Z\ gcd(rai, m2lt, d) such that D = Zm-L 
g c d ( d a , ^ £ , m , ) ; 

A = 
mi 
D 

ii) 0 < B < D, such that B satisfies a congruence of the form: 

B = b mod 
D 

Z 

where b G Z / § Z is an element depending on Z. 

Proof — To ease the notation a little bit, we assume that i — 1. Every matrix 

M = ( £ g ) with A,B,D G Z>0, AD = mi and 0 < B < D defines an isogeny 

E = C / Z © Z r —> E' := C / Z © Z ( M r ) , x 1—> Ax. 

and —up to isomorphism— all isogenies of degree mi with source E arise in this way 

(see [Vg]). 

We need to find out under which conditions the isogeny / corresponding to A,B,D 

has the property that m\\gf. This is equivalent to 

Ag 

mi 
z e Z r c c / z e z ( M r ) , 

hence to 

q G D Z e Z M r + B ) , 

gr G DZ®Z(AT + B). 
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12 U. GÖRTZ 

It is not hard to check that g = t+dß 
2 

4- dar and that gr = — dj + t-tB 
2 

r, and we find 

that the conditions above are equivalent to the following: 

(2.2) A\da, A 
t-dß 

2 

(2.3) 
da 

A 
B EE 

t + db 

2 
mod D, 

(2.4) 
t-dß 

2A 
B EE — ¿¿7 mod D. 

These congruences for B are solvable if and only if 

(2.5) gcd( 
da 

A 

\t + dß 

2 
and gcd ^ 

t-dß 

2A 
D)/dy; 

respectively, and they are solvable simultaneously if and only if in addition 

d'y 

g c d ( ^ f , D ) 

da 

A g c d ( f ,D) 

t + dß 

2gcd( da 
A D) 

t-dß 

2,4gcd( t-dß 
2 A 

D 
mod 

D 

L 

where 

I = 1cm ( gcd ( 
f 4 g c d ( 

t-dß 

2A 
,D 

J 

gcd doc 
A_ 

gcd( t-dß 
2A 

and this condition is equivalent to 

D 
d2a~/ (t+dß)(t-dß) 

4 

A gcd I 
da 
A 

t-dß 
2A 1 D) 

17111712 

gcd(da. t-dß 
2 

, m i ) 

From this we see that the above congruences for B are simultaneously solvable if and 

only if 

(2.6) Z := 
D gcd (da, t-dß 

2 
mi) 

mi 
m2j 

(note that Z G Z because A\ gcd(da, t-dß 
2 

mi)) and that in this case the set of 

solutions is a residue class modulo D/Z Z as condition n) asserts. 

So for A, D > 0 with AD = mi, there exists a B such that the triple (A, B,D) 

gives rise to an element of Vi if and only if A, D satisfy (2.2), (2.5) and (2.6), and 

what remains to show is that these conditions are equivalent to condition i) in the 

lemma. 

However, given (A, B, D), we have already defined the Z in the lemma, such that 

D and A have got the desired form, so we only have to show that 

1) if (A,B,D) defines an element of T>i, and Z is defined as in (2.6), then Z\mi, 

Z\t and Z\d (since we know already that Z\m2), 

2) if we have Z\gcd(rai, m2, t, d) and define A and D as in i), then A, D G Z , 

and (2.2) and (2.5) automatically hold. 

ad 1) Since Z is a divisor of D, it is clear that Z\m\. Note that Z = 

gcd( da 
A ' 

t-dß 
2A 

, D ) , so obviously Z\da and Z\ t-dß 
2 

Furthermore, (2.2) implies 
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that z\ 
t+dß 

2 
Z\dj. So for one thing, Z\ t+dß 

2 
and Z\ 

t-dß 

2 ' 
hence Z\t and Z\dß. In 

addition, we have seen that Z\da, Z\dp and Z\dj, and since gcd(a,p,7j = 1, we 

conclude that Z\d. 

ad 2) Given a divisor Z of gcd(mi, m2, t, d), we dehne D — Zm-i 

g c d ( d a , ^ = ^ , m i ) 
A = 

mi 
D 

gcd(da t -tbl,ml 
Z 

. It is obvious that D G Z , and in order to prove that A G Z , 

all we need to show is that Z 
t-dß 

2 
However, it is clear that Z\t — d/3, Zlt + d/3, and 

from (2.1) we get that Z2 I (t-dß)(t+dß) 
4 

Since t — d/3 = t -\- d/3 mod 2, this implies 

z i t - db 
2 

It remains to show that the conditions in (2.2) and (2.5) hold: It is clear that A\da 

and A\ t-dß 
2 

Next, let us show that gcd da 
A ' D)\ t+dß 

2 
Since we have 

gcd 
da 

A 
D 

Zgcd(da, m i ) 

gcd(da. t-dß 
2 

, m i ) 

it suffices to show 

gcd(mi, 7712, d) gcd(da, m i ) 
t + dß 

2 
gcd(da, 

t - d / ? 

2 
,mi). 

We use the following notation: for x G Z such that gcd(mi, m2, £, d)|x, let x = 
x 

g c d ( m i ,rri2,t,d) ' 
From (2.1) we get 

t-dß t + dß 

2 2 
rn\7ïi2 — (d)2Û77, 

which implies 

gcd(dce, m i ) 
\t + dß 

2 
gcd (da , 

t - dB 

2 
,77Ìi). 

Multiplying both sides by gcd(rai, m2, t, d)2, we get the desired result. 

Finally, in a similar way we can show that gcc t-dß 
2A 

D)\d^. Namely, it is enough 

to show 

gcd (mi, m2, £, d) gcd 
t-dß 

2 
, m i ) d7 gcd (da, 

t-dß 

2 
m1) 

and this follows from 

777i?712 — 
t-dß t + dß 

2 2 
= (d)2a7. 

This concludes the proof of 2), and hence the proof of the lemma. 

Corollary 2.2. — VFe / i x E as above, and use the same notation. Then 

E' 

R}iom(E,E'){Q) 

# A u t ( £ ' ) 

E' 

/2) e Hom(£, £')2; deg(/z) = m2, deg(/i +f2) = t + m1+ m2} 

# A u t ( E ' ) 

2ai(gcd(mi,m2,^,d)). 
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14 U. GÖRTZ 

Proof. — This follows from the lemma and the remark preceding it. 

Proof of the proposition. — Using the corollary, we can now easily prove the propo­

sition: 

E,E' 

Ruom(E,E')(Q) 

# A u t ( £ ) • # A u t ( £ ' ) 

d 
d2\det(Q) 

E 

disc(End(£;)) = - det(Q)/d2 

1 

# A u t ( £ ) 
E' 

Ruom{E,E'){Q) 

# A u t ( £ ' ) 

d 
dz\det{Q) 

E 

disc(End(£)) = - det(Q)/d2 

2<Ti(gcd(mi, ra2, t, d)) 

# A u t ( E ) 

d d2\det(Q) 

cri(gcd(mi, ra2, t, d))/i(det(Q)/d2). • 
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4. A R I T H M E T I C I N T E R S E C T I O N N U M B E R S 

by 

Ulrich Görtz 

Abstract. — We define the arithmetic intersection number of three modular divisors 
and interpret it from the point of view of algebraic stacks. A criterion is given when 
the intersection of three modular divisors is finite. Furthermore, the final result about 
the arithmetic intersection numbers, as given by Gross and Keating, is stated and 
the strategy of its proof, carried out in the subsequent chapters, is explained. 

Résumé (Nombres d'intersection arithmétiques). — On définit les nombres d'intersection 
arithmétiques de trois diviseurs modulaires, et on donne une interprétation du point 
de vue des champs algébriques. On en donne un critère pour que cette intersection soit 
finie. En plus, on indique le résultat final sur les nombres d'intersection arithmétiques, 
comme donné par Gross et Keating, et la stratégie de sa preuve, effectuée dans les 
chapitres suivants. 

1. Introduction 

Let us recall some notation: Let m 1 be an integer. In [Vg] we have defined 

the modular polynomial l m e Z(j,j') (we regard j , j ' as indeterminates). We denote 

by Tm ⊆ SpecZfj , / ] the associated divisor. Write S = Spec Z[j, j'], and Sc = 

Spec C [ j , j ' ] . 

In this chapter, we will first prove a criterion for the intersection of three modular 

divisors over Spec Z to be finite, which is analogous to the criterion of Hurwitz in the 

complex situation (see [Vg]). 

In the second part we will prove, following [GK] and using results of later chapters, 

Gross' and Keating's explicit formula for the arithmetic intersection number: Fix 

positive integers m 1 , m2 and m3The arithmetic intersection number is, by definition, 

(Tm1 • Tm2 • Tm3)s := log#Z[j , j ' ] / j']/((em1,< m2,< m3)-

2000 Mathematics Subject Classification. — 11G18, 14K07, 11E08. 
Key words and phrases. — Modular divisors. 
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16 U. GÖRTZ 

This number has a natural interpretation in the Arakelov theory for stacks (see below). 
In the proof, we use the properties of the invariants ap(Q) and (3i(Q) which will be 
established in later chapters. Altogether, this yields the proof of Theorem 1.2 in the 
introduction. 
Acknowledgments. — I am grateful to all the participants of the ARGOS seminar for 
discussions and for feedback on these notes. In particular, I want to thank I. Bouw 
for her comments. I also profited from discussions with S. Kudla. Finally, I thank the 
anonymous referee for a number of helpful remarks. 

2. Preliminaries, Notation 

2 .1 . Quadratic forms and lattices in quadratic number fields. — There is a 
dictionary between binary quadratic forms (over Z ) and lattices in quadratic number 
fields (see [BS] II §7.5, in particular Satz 4) . The exact statement we will use is the 
following. 

Let d < 0 be a square-free integer. Denote by C the set of Z-lattices in Q(Vd) up 
to homothety, and denote by T the set of positive definite primitive binary quadratic 
forms over Z which split in Q(y/d), up to proper equivalence. Then there is a bijection 

C —> T, L I — > 
N(ax + ßy) 

N(L) 

where N: Q(y/d) -> Q denotes the norm, N(L) = gcd(7V(/); I e L\ { 0 } ) , and a,/3 is 
a basis of L such that \(a(3 — af3) > 0 (here 7 denotes conjugation). 

2 .2 . Stacks. — We mostly work with the coarse moduli space of (pairs of) elliptic 
curves, but in a few places it is more convenient to use the language of stacks. For 
the convenience of the reader, in this section we give a few references to the literature 
about the results that we need. A general reference is the book [LM] by Laumon 
and Moret-Bailly. See also Deligne's and Mumford's article [DM]. For the stacks 
that we are concerned with the main reference is the book [KM] of Katz and Mazur: 
although superficially the language of stacks is not used there, it is obvious that their 
results can be understood as results about stacks. 

We denote by Ai the moduli stack (over Z ) of elliptic curves; this is a Deligne 
Mumford stack. 

We denote by Tm the moduli space of isogenies of elliptic curves of degree m. 
(In [KM] , the notation [ra-Isog] is used.) This is a Deligne-Mumford stack, too, and 
furthermore, we have: 

Proposition 2.1. — The morphism Tm —> A4 is finite and flat, and is étale over Z l 

- m -
The morphism Tm —» Ai x Ai is finite and unramified. 

Proof. — The first assertion is just [ K M , 6.8.1], and the second one follows immedi­
ately from the rigidity theorem, see [ K M , 2.4.2]. • 
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4. ARITHMETIC INTERSECTION NUMBERS 17 

By relating the divisor Tm (inside the coarse moduli space) defined by the modular 

polynomials (pm to the space Tmi we get a description of the geometric points of Tm. 

Lemma 2.2. — Let m > 1. A geometric point of Tm corresponds to a pair (E,Ef) of 

elliptic curves such that there exists an isogeny E —> E' of degree m. 

Proof. — In characteristic 0 this is basically the definition of Tm and (pm. In positive 

characteristic, we can prove this as follows: By mapping an isogeny to its source, we 

get a finite flat map from Tm to the moduli stack M. of elliptic curves (see [ K M , 

6.8.1]). In particular, Tm is flat over Z. 

Now we have a map to the coarse moduli space S of pairs of elliptic curves: 

F: Tm — > S, (E^E')^(j(E),j(E')), 

and we get a diagram 

%n,QP 
tm,zp 

imFQp im,Fzp 

div(em,qp) div(<£>mjZp) 

sqp Szp 

Since p y(pm(X,Y), div((pm) is flat over Zp, and because imFzp is flat over Zp, too, 

we get imF^p = div((pm). Obviously the geometric points of imi^p correspond to 

pairs (E, Er) of elliptic curves such that there exists an isogeny E —» E' of degree m, 

so the lemma is proved. • 

We can express the arithmetic intersection number of three 'divisors' Tm% in S := 

M. x M. in terms of the complete local rings of their 'intersection' X := Tmi x<s7̂ n2 x$ 

Tm3. (Note however that Tmi x$ Tm2 x$ Tm3 is not the coarse moduli space of X.) 

Proposition 2.3. — Let X := Tmi xs Tm2 xs T^. Then 

( T m i - T m 2 - T m 3 ) : = l o g # Z [ j , / ] / (eml, em2,em3) 

1 

2 
V 

log(p) • 
x cX(Fp) 

1 

#Aut^(x) 
•ig oXlX. 

Proof. — We may assume that the intersection Tmi D Tm2 D Tm3 is finite, since 

otherwise both sides are infinite. (See the next section for a precise criterion, when 

this is the case.) The complete local ring of a geometric point in M x M is the universal 
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18 U. GÖRTZ 

deformation ring of the corresponding pair of elliptic curves, and this ring is free of 

rank # Aut(E)# A u t ( E ' ) 
4 

over the complete local ring in the corresponding point in the 

coarse moduli space. This gives us (see the remarks at the beginning of section 4 foi 

details) that the local contribution to the intersection number at a point (E,Ef) is 

(Tmi - Tnl2 - Tm3)(EE^ — 

fi,¿=1,2,3 

1 

2 # A u t ( £ ) # A u t ( £ ' ) 
^gw®MxM,(E,E')/Ii 

where the sum extends over triples of isogenies fa: E —• E , deg fi = ml, and where I 

is the smallest ideal in OMXM,{E,E')I sucn that / i , / 2 , and / 3 lift to isogenies between 

the universal deformations of E, Er modulo I. 

Now if a triple / 1 , / 2 , / 3 corresponds to the point x G X(Fp), then OMXM,(E,E')/I — 

Ox,x- Another triple ( / 1 5 / 2 5 / 3 ) yields the same point in X if and only if there are 

automorphisms p of E and p' of E' such that / / = p' o fi o p~x for i = 1,2,3. 

Furthermore Aut^(x) is isomorphic to the group of (p, pf) G Aut(E) x A\it(Ef) such 

that fi = p' o fi op~x for i = 1,2,3. Hence by splitting up the sum above according to 

classes of triples which map to the same point in Af, we get the claimed equality. • 

2.3. Notation. — We recall the following notation from [Vg]. For an elliptic curve 

E, we let uE := | # Aut(E). 

Furthermore, given a ring and a quadratic space (L,D), for a quadratic form 

Q on RM we define the representation number RL(Q) as the number of isogenies 

(RM,Q) -+ (L, D). 

3. W h e n is Tmi H Tm2 fl Tm3 finite? 

We start with a lemma which guarantees the existence of elliptic curves such that 

the homomorphism module represents a given binary quadratic form. 

Lemma 3.1. — Let Q be a positive definite binary quadratic form over Z . Then 

there exist elliptic curves E, E' (with complex multiplication) over C such that Q = 

(Hom(E,E'),deg). 

Proof — By the dictionary between quadratic forms and lattices in imaginary 

quadratic number fields (see section 2), if Q is a positive definite binary quadratic 

form over Z and Q' — 1/2 q is the associated primitive form, then there exists d < 0, 

an order Rf = Z + fOq^y/d) - Q (v^) and an ideal a C Rf with Z-basis a, (3, such 

that 

Q'(x,y) = 
N(ax + ßy) 

N(a) 
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4. ARITHMETIC INTERSECTION NUMBERS 19 

For the elliptic curves C/Rfr and C/a we then have 

Hom(C/ i? /r ,C/a) = { 7 G C; jRfr Ç a} = a, 

and for 7 G H o m ( C / i ? / r , C / a ) , 

d e g 7 a : ^yRfr] = r - [a : ^Rf] — r 
N(y)+ 

N(a) = Qh)-

It has been shown already by Hurwitz that on Sc, two divisors Tmi and Tm2 
intersect in dimension 0 if and only if 7774777,2 is not a square; see [Vg]. In other 
words, they intersect in dimension 0 if and only if there is no unary quadratic form Q 
which represents both mi and 777,2. The following proposition gives us a completely 
analogous criterion for the intersection of three Tm's on S. 

Proposition 3.2. — The divisors Tmi, Tm2 and Tm3 intersect in dimension 0 if and 
only if there is no positive definite binary quadratic form over Z which represents mi, 
m2 and 777,3. 

In this case the support of Tmi fi Tm2 D Tm3 is contained in the zero cycle of pairs 
of super singular elliptic curves in characteristic p < 4mim2m3. 

Proof. — First suppose that mi, 777,2, ^ 3 are represented by the positive definite 
binary quadratic form F. Let E, E' be elliptic curves in characteristic 0 (with complex 
multiplication) such that Hom(.E, .E') = F. Then (E,EF) corresponds to a point of 
Tmi D Tm2 D Tm3, so this intersection must have dimension > 1. 

If, on the other hand, there is no positive definite binary quadratic form which 
simultaneously represents mi, m2 and 777,3, then for all points (E, E') of TmiCiT^PiT^ 
we must have rkHom(F, E') > 2, thus E and E' are supersingular, and in particular 
live in positive characteristic. 

Now fix a point (E, EF) G SYP which lies in the intersection Tmi fl Tm2 D Tm3. To 
complete the proof of the proposition, we have to show that p < 4mi777,2777,3. There 
exist isogenies fi G Hom(F, ER) of degree m ,̂ i — 1, 2, 3. 

Now consider the ternary quadratic form 

Q(xi1x2lx3) = deg(xi / i + X 2 / 2 + ^ 3 / 3 ) -

Since the matrix associated to Q is symmetric and positive definite, its determinant 
is smaller or equal than the product of the diagonal entries (see [Be, ch. 8, Thm. 5]), 
i.e., 

A := 
1 
2 

let Q < 4mim2m3. 

Note that A G Z (see [B] Lemma 1.1). 
Now the proposition follows from the following lemma. 

Lemma 3.3. — With notation as above, we have 

p\A. 
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20 U. GÖRTZ 

Proof. — Let us first assume that p > 2. 

We recall the following theorem on quadratic forms over Qp, see [Se, III Thm. 1, 

IV 2.1 and IV Thm. 6], for instance: 

Theorem 3.4. — If F is an anisotropic quadratic form of rank 4 over Qp, then its 

discriminant is a square, and its Hasse-Witt invariant ev is —1. 

Here, if we write F 
i 

'¿=1 aix\, ai G Qp, then 

ep= 
i<j 

[ai,CLj) G {1 , —1}, where (x,y) is the Hilbert symbol, 

(x,y) = ( -l )aB p - i 
2 

u 

p 

ß 
V 

p 

a 

, if x = pau, y = pßy, u, v G Z * , p / 2. 

Now Hom(£', £") (g) Q is isomorphic, up to scaling the form, to End(E) (g) Q with 

the quadratic form deg. But End(E) 0 Q is the quaternion algebra over Q ramified 

exactly at p and oo, and the degree form corresponds to the reduced norm (see [ W d l , 

2.2]). Hence det(deg \uom(E,E')) is a square. We also see that the quadratic form deg 

on Hom(E, E') is anisotropic over Qp, so its Hasse-Witt invariant ep is —1. 

Since the mi are not simultaneously represented by a binary quadratic form, the 

fi are linearly independent over Z . Now Hom(E, E') has square determinant and 

represents Q, so we have 

H o m ( £ , £ ' ) ® Q = Q ^ (A)> 

where (A) denotes the unary quadratic form x ^ Ax . Over Zp we can diagonalize Q: 

Q(x\, X2,xs) = ax\ + bx\ + cx\, a, 6, c G Zp 

Then A = 4afrc and ep = — 1 implies p|a6c, by the formulas above. 

For p = 2 the bound p < 4rai?7i2ra3 holds trivially, but the stronger assertion p|A 

is true in this case too. Namely, by [B] Prop. 4.7, the 2-adic valuation of A is equal to 

the sum a\ +a2 + a3 of the Gross Keating invariants of Q (see loc. cit.). Furthermore, 

since Q is anisotropic, the ai cannot all be 0 (loc. cit. Lemma 5.3). 

This concludes the proof of the lemma, and thus the proof of the proposition, as 

well. • 

We conclude this section by the following proposition which reformulates the cri­

terion we obtained above in terms of ternary quadratic forms. 

Proposition 3.5. — Let 1711,171211713 be positive integers. The following are equivalent: 

(1) There exists no positive definite integral binary quadratic form Q which repre­

sents m\, m2, and m%. 

(2) Every positive semi-definite half-integral symmetric matrix T with diagonal 

entries mi, 7712, m% is non-degenerate, i.e., detT 7^ 0. 
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4. ARITHMETIC INTERSECTION NUMBERS 21 

(As usual, by half-integral we mean that the entries outside the diagonal lie in ^Z, 

and the diagonal entries are integers. We denote the set of half-integral symmetric 

n x n matrices by Sym(Z)v.) 

Proof. — Given a positive semi-definite T G Sym(Z)v with detT = 0, we get a Q as 

in (1) as follows: There exists an x G Z3 such that lxTx = 0, and we may assume 

that x is not divisible, i.e., that it generates a direct summand in Z3. Choosing a 

complement, we get a positive-semidefinite binary quadratic form which represents 

the vrti. It could happen that this form is degenerate, but then we can clearly find a 

positive definite form which still represents all the three mi. 

On the other hand, given a Q as in (1), choose XI,yi, such that Q(xl,yi) = m2, 

i = 1,2,3. The matrix (xy\ xy\ xy\ ) defines a map Z3 Z2, and expressing the ternary 

quadratic form which we get as the composition of this map with Q, we obtain a 

positive semi-definite half-integral symmetric matrix T with diagonal (mi, 7712,1713) 

which is obviously degenerate. • 

4. A formula for the intersection number 

From now on, we assume that Tmi, Tm2 and Tm3 intersect in dimension 0. We want 

to explain the final formula which we get for the intersection number, see Theorem 

4.3 below. The proofs of the main steps will follow in later chapters. 

We write 

(Pmi ' tm2 ' ^1713)S 

V 

n(p) logp, 

with 
n(p)= lgzp Zp(j,j')/(eml,em2,em3) 

(and n(p) — 0 for p > 4mim2m-3). 

Furthermore, n(p) is the sum of the intersection multiplicities in points (E, Ef) 

given by pairs of supersingular elliptic curves in characteristic p. Denote by j^E\j^E ^ 

their j-invariants. 

Let W = W{¥p) be the ring of Witt vectors of Fp, let j{E\j{E,) G W be lifts of 

j ( E ) ^ j ( E ) ^ respectively, and let 7̂ 0 be the completion of W[j, j'} in the ideal m = 

(p,j-j{E),j'-j{E,)). Then 

R*<*W[\j-j<E\j'-ïE\ 

On the other hand, if R denotes the universal deformation ring of the pair (E,Er), 

then R = W[[t,t% and R0 is isomorphic to the ring jRAut(£;)xAut(£;/) of mvariants 

under the finite group Aut(E) x Aut(E/) (cf. [ K M , 8.2.3]). Since R0 is regular, v3 is 

free over RQ (see [Ma, Theorem 23.1]) and since ± i d are the only automorphisms of 

the whole universal deformation, we have rkji0R = UEUE1-

We denote by (E, E') the universal pair of elliptic curves over Spf R. 
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22 U. GÖRTZ 

Lemma 4.1. — In R, the modular polynomial (pm factors as follows: 

em = 
f : E ^ E ' isoe. of 

degree m, mod ±1 

em,f, 

such that for each f, (y>m,f) C R is the smallest ideal ICR such that f lifts to an 

isogeny f: E —> E' modulo I. 

Proof. — Let / : E —> E' be an isogeny of degree m. Then its deformation functor 

Deff is pro-represented by a closed subscheme of Spf R (by the rigidity theorem), and 

this closed subscheme is a divisor, say div((^mj), (fmj £ R- (This is proved in [ K M , 

(6.8)] if m is a power of p, but the proof given there works in general. If p does not 

divide m, then Def/ is actually smooth.) 

Claim. — / / / and g are isogenies E —» E' of degree m, then the elements ipmj and 

^Pm.g are coprime unless f — ±g. 

To prove the claim, suppose that / and g are given such that Pmj and ipm,g are 

not coprime. Then div((^m,/) and div((pm^) have a common component C. Now 

C <g) Q must have dimension 1, so End(E ®Spf R C) = End(E' ®Spf R C) = Z 

By definition of (7, we have isogenies / , E 0sPf i? C —> E' <g)sPf # C of degree m. 

Since 7 ° / and * / o g are elements in End(E ®sPf R C) = Z of the same degree, we 

see that f = ±g. This proves the claim. 

Thus we get for the scheme-theoretic union 

U 
. / mod ±1 

Def f — div( n 
/ mod ±1 

emf). 

Since 

U 
/ mod ±1 

Def/(5) = div(^m)(5) 

for all S —> Spf i?, we obtain that (after possibly changing one of the <£m,/'s by a unit) 

em = n 
/ mod ±1 

em,f , 

Lemma 4.2. — Let A be a ring, B an A-algebra, and let x\,..., xn £ B. If none of 

the XI is a zero-divisor, then 

\gAB/(xi • • -XN) = 

N 

I=L 

\gAB/{Xi). • 

We can write 

{Tmi • Tni2 • Tm3) 

v 

log(p) 

[E,E')s.s. in char p 

(tml . tm2. tm3)(E.E'), 
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and by applying Lemma 4.1 to cprni for i = 1,2,3, and applying lemma 4.2 successively, 

we get that the local contribution in a point (E, E') is 

t m l . Т 7 П 2 ' ) ( E , E > ) = l g W R o / ( < e m l , e m 2 , e m 3 ) 

= 
fl f2 F3 

1 

UEUE> 
lg5/(eml,fl, em2,f2,em3,f3) 

(4.1) = 
/¿,¿=1,2,3 

1 

uEuE> 
lgwr/I 

where the sums are over isogenies fi : E —» E' of degree mj, up to ± 1 , and where / is 

the smallest ideal in R such that / i , / 2 and / 3 lift to isogenies fi : E —> E' mod / . 

We write, using the notation of [R], 

OL{h,f2,f3) = kwR/L 

By the theorem of Serre-Tate, this global question about elliptic curves can be 

reduced to a local question about formal groups. This is the reason why we study 

deformations of isogenies between formal groups in detail in the following chapters. 

From [R, Theorem 1.1] we get that a ( i i , / 2 , / 3 ) depends only on the Zp-

isomorphism class of the ternary quadratic form Q: ( £ 1 , ^ 2 , £ 3 ) 1—» d e g ( ^ x ^ ) . We 

thus write ap(Q) instead of a ^ / i , / 2 , / 3 ) . Loc. cit. gives an explicit expression for 

ap(Q) in terms of the coefficients of Q. The number of occurrences of Q in (4.1) 

is ^Rnom(E,E') (Q) (because we count the isogenies up to ± 1 , but the representa­

tion number counts each triple ( / 1 , / 2 ? / 3 ) ) - Furthermore, for a positive definite 

ternary form Q, Ru0m(E,E')(Q) = 0 unless Q is isotropic over Qi for all £ ^ p, 

and anisotropic over Qp. The reason is that Hom(E1 E') 0 Q = End(E) 0 Q, and 

End(E) ® Q£ ^ M2(Qi) for £ ^ p, and End(£) ® Qp is a division algebra (see [ W d l , 

2.2]). On the other hand, in the latter case there exists a pair of supersingular 

elliptic curves E, E' in characteristic p, such that Q is represented by Hom(E', E') 

(see [ W d l , Proposition 3.2]). 

We have now 

n{p) = 
8 

(E,E') supers ingular ( Q 

Rftom{E,E')(Q) 

UEUE> 
xp(q) 

) 

Further Corollary 4.4 in [ W d l ] states that there are invariants F3G(Q) G Z > i which 

depend only on the isomorphism class of the ternary form Q over Z^, such that 

(4.2) 

{E,E') s.s. 

Rllom(E,E')(Q) 

UEUE> 
= 4 

£ I A 
l=p 

HQ). 

The invariants f3i are computed explicitly in [Wd2 , Proposition 2.1]. Altogether, we 

get the following theorem. 
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Theorem 43. — IfTmi, Tm2 and Tm3 intersect in dimension 0, then 

(Tmi -Tmz -Tm^s = log # Z [ j , / ] / ( ^ m i , Pm2 , ^ m 3 ) = 

p 

n(p) logp 

with 

n(p) = 
1 

2 
q V £| A 

l=p 

3i(Q) 

I 

aP(Q), 

where the sum runs over all positive definite ternary quadratic forms Q over Z with 

diagonal ( m i , ra2,7TI3) which are isotropic over Q# for all £ ^ p. 

In this way we get a very explicit formula for the intersection numbers. 
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5. T H E G E N U S OF T H E E N D O M O R P H I S M S OF A 

S U P E R S I N G U L A R E L L I P T I C C U R V E 

by 

Torsten Wedhorn 

Abstract. — We describe the genus of the quadratic space H o m ( E , E) of homomor-
phisms of two supersingular elliptic curves E and E' and study the map {E', E) i—» 
Hom(E'/, E) from the set of pairs of supersingular elliptic curves over Fp to the set 
of proper classes in this genus. We show that this map is surjective and determine 
its fibres. In the last section we use the Minkowski-Siegel formula to express the 
mean value of the representation of a ternary quadratic form in this genus by local 
representation densities. 

Résumé (Le genre des endomorphismes d'une courbe elliptique supersingulière) 
Nous décrivons le genre de l'espace quadratique Hom(E'/, E) des homomorphismes 

de deux courbes elliptiques supersingulières E et E' et nous étudions l'application 
E', E) i—>• Hom(jE'/, E) de l'ensemble des paires de courbes elliptiques supersingulières 

sur Fp vers l'ensemble des classes propres dans ce genre. Dans le dernier paragraphe, 
on utilise la formule de Minkowski-Siegel pour exprimer la moyenne de la repré­
sentation d'une forme quadratique ternaire dans ce genre en termes de densités de 
représentation locales. 

Introduction 

Let p > 0 be a prime and let D be the unique quaternion division algebra with 

center Q which is ramified precisely at p and at infinity. The reduced norm Nrd is 

a quadratic form on D. We will study lattices and maximal orders in D. Recall 

that two lattices A and A' are said to be in the same proper class if there exists a 

g e SO(L>, Nrd) such that g = '. 

We will relate the lattices and the maximal orders in D to supersingular elliptic 

curves. Many of these results, although formulated somewhat differently, can already 

be found in [Do] (see also [GZ]). 

2000 Mathematics Subject Classification. — 11E08, 14K07, 11E12. 
Key words and phrases. — Supersingular elliptic curve, quaternion algebra, genus, Minkowski-Siegel 
formula. 
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26 T. WEDHORN 

Fix a supersingular elliptic curve EQ over ¥p set O — End (Eh). Then O is a 

maximal order in the quadratic space O 0 z Q, where the quadratic form is given by 

the degree, and we can and will identify the rational quadratic spaces O 0 z Q with D. 

The first result is the following (proved in sections 2.9 and 2.15): 

Theorem. — Consider isomorphism classes of pairs (E, p) where E is a supersingular 

elliptic curve over ¥p and p: E —> E0 is a quasi-isogeny. 

(1) The map (E,p) i—> <pHom(Eo, E) induces a bijection of the set of isomorphism 

classes of supersingular elliptic curves over ¥p and the set of right ideal classes 

ofO. 

(2) The map (E, p) H-» pEnd(E)p~1 induces a surjection from the set of isomorphism 

classes of supersingular elliptic curves over ¥p to the set of conjugacy classes of 

maximal orders in D. Two supersingular elliptic curves E and E' are sent to 

the same conjugacy class if and only if there exists a a G Gal(Fp/Fp) such that 

E1 ^ E ^ . 

For all pairs (E',E) of supersingular elliptic curves it is possible to choose 

quasi-isogenies p: E —» EQ and p' : E' —» EQ with deg(<^) = deg(p'). Then 

pRom(Ef, E)^^1 is a lattice in D whose proper class is independent of the choice of 

p and p'. In this way we can consider HomfE', E) as a proper class of lattices in D. 

The second theorem describes these proper classes (see sections 3.1 and Proposi­

tion 3.2). 

Theorem. — Let A be a lattice in D. Then the proper class [A] of A is the proper 

class associated to Hom(E', E) if and only if A is in the same genus as O. 

It follows that the map ( (£ , p), (Er, p')) h-» (^Hom(JE/, E)^^1 induces a surjection 

(E,Ef) i—> [Hom(E', E)] from the set of pairs of isomorphism classes of supersingu­

lar elliptic curves onto the set of proper classes of lattices in D which are locally 

isomorphic to O. The next theorem describes the fibres of this map and number of 

automorphisms of the quadratic space Hom(£, E') (see Proposition 3.3 and Corol­

lary 3.5). 

Theorem 

(1) Two pairs (E,Er) and (F,F') are sent to the same proper class if and only if 

there exists a a G Gal(Fp/Fp) such that F = E^ and F' = E'^\ 

(2) For all (£, E') 

#SO([Hom(£' ,£ ) ] ) = 
# A u t ( £ ) # Aut(£"), E, E' both defined over ¥p; 

i 
. 2 

# A u t ( £ ) # Aut(E'), otherwise. 
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5. THE GENUS OF THE ENDOMORPHISMS OF A SUPERSINGULAR ELLIPTIC CURVE 27 

Now fix a positive definite ternary quadratic form Q over Z. By the theorems 

above we can consider the expression 

2 

E 

1 

# A u t ( £ ) 

-2 

(E',E) 

Rllom(E'E)(Q) 

# A u t ( £ ' ) # Aut(E) 

as the mean value of the representation of Q by the genus of End(^o) (here E and 

E' run through all isomorphism classes of supersingular elliptic curves over Fp, and 

Rnom(E',E)(Q) denotes the number of isometries Q —* Hom(£", E)). Hence it can be 

expressed as a product of local representation densities ai(Q, End(E'o)) (see 4.3) by 

the Minkowski-Siegel formula. We obtain (theorem 4.3): 

Theorem. — The mean value is qiven by 

(E>,E) 

Rliom(E':E)(Q) 

# A u t ( £ ' ) # Aut(£) 
= 2 

p - 1 

12 

2 
7T4 

P3 
I 

c ^ E n d ^ o ) ) , 

where I runs through all prime numbers I. 

This article is organized as follows. In the first section some definitions and results 

on quadratic spaces and quaternion algebras are recalled. The second section ad­

dresses the correspondence between supersingular elliptic curves, right ideal classes, 

and conjugacy classes of maximal orders. In the third section the above results on the 

quadratic spaces H o m ( ^ , E) are proved. The Minkowski-Siegel formula is applied in 

the last section. 

Acknowledgements. — I am very grateful to S. Kudla for his helpful remarks and to 

M. Rapoport, T. Yang and the referee for their comments. 

1. Preliminaries on quadratic spaces and quaternion algebras 

1.1. In this section we recall some definitions and results on quadratic spaces. 

If R is a commutative ring, a quadratic space over R is a free i?-module M together 

with a map Q: M —» such that 

(a) Q(rra) = r2Q(m) for all r G R and m G M. 

(b) The form bq(x,y) = Q(x + y) — Q(x) — Q{y) is jR-bilinear and nondegenerate 

{i.e., the ^-linear map M —>• M * corresponding to 6Q is injective). 

The map Q is called the quadratic form of the quadratic space (M, Q). 

Two quadratic spaces (M, Q) and (Mf,Qf) over R are said to be isomorphic if 

there exists an ^-linear isomorphism / : M —> M' such that Q'(f(m)) — Q(m) for all 

m G M. We then write (M, Q) ^ (M;, Q'). 

The group of automorphisms of a quadratic space will be denoted by 0 ( M , Q), the 

subgroup of automorphisms g G 0 ( M , Q) with det(g) = 1 is denoted by SO(M, Q). 
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1.2. In the sequel we will only consider quadratic spaces (M, Q) over integral domains 

R whose field of fractions has characteristic not equal to 2. Then we write Symn(i?)v 

for the set of symmetric matrices n by n matrices A — (a^) with coefficients in 

Quot(i?) such that an G R for all i and such that 2a^ G R for all Moreover, we 

denote by BQ the Quot(i2)-valued bilinear form 

BQ: M x M —> Quot(iT), (x, y) i—> 
1 

2 
[Q(x + y)-Q(x)-Q(y)). 

Let £> = ( e i , . . . , en) be an i2-basis of M. The matrix 

5Q = (SQ(ei,eJ-)) GSymn(iî)v 

is called the matrix associated to (M, Q,B). 

We denote by det(M) = det((M,Q)) the class of det(SQ) modulo (Rx)2. This is 

independent of the choice of B. 

1.3. Very often we will consider quadratic spaces which arise as follows: Let (V, Q) 

be a quadratic space over Q and let A be a Z-lattice of V (i.e., a finitely generated 

Z-submodule A such that AQ — V). If Q(A) c Z , the restriction of Q to A defines a 

quadratic form on A over Z . 

If / is a finite place of Q, Ai = A ^ ^ Z / is a lattice in the Q^-vector space Vi = V<g>Qi. 

Recall that to give a Z-lattice A in V is the same as to give a Z/-lattice A/ for all / 

such that there exists a Z-lattice T of V with A/ = Ti for almost all I. 

Denote by A / the ring of finite adeles of Q. An element g G GL(V 0 A j ) is an 

element (gi) G Yii GL(Vi) where I runs over all finite places of Q such that gi(Ai) = Ai 

for almost all I (this condition is independent of A). Hence g = (gi) acts on the set of 

lattices by setting 

5(A) = 
I 

( V n 5 J ( A j ) ) . 

We obtain an action of GL(V (8) A / ) on the set of lattices in V and in particular 

an action of the subgroups 0 ( V ® A / ) and SO(U (g) A / ) . 

Definition 1.1. — We say that two quadratic spaces M and M7 over Z are related if 

M and M7 are isomorphic over Z/ for all places I of Q (with the convention Z ^ = R). 

1.4. If M and Mx are related, they are of course also isomorphic over Qi for all 

places I and hence they are isomorphic over Q by the weak approximation theorem for 

quadratic spaces. If we choose an isomorphism of rational quadratic spaces M (g) Q = 

M1 0 Q, we can consider M and Mf both as lattices in the same quadratic space V 

over Q. Moreover, the fact that M and M' are related just means that there exists a 

g G 0 ( V ) ( A / ) with g(M) = M'. This leads us to the following definition: 

Definition 1.2. — Let V be a quadratic space over Q. We say that two lattices A and 

A7 in V are related if there exists a g G 0(V)(hf) such that g(A) = A7. 

An 0(V)(A/)-orbit of lattices in V is called a genus. 
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Lemma 1.3. — Let I be a prime number and let (M, Q) be a quadratic space over 7L{. 
Then there exists a reflection in 0(M,Q). 

Proof. — Let x G M be an element such that the Z-adic valuation of Q(x) is mini­
mal among the elements in M. Then an easy calculation shows that the reflection 
associated to x preserves M. • 

Corollary 1.4. — Let V be a quadratic space over Q. Two lattices A and A' in V are 
in the same genus if and only if there exists a g G SO(V 0 A / ) such that g(A) = A7. 

Definition 1.5. — Let V be a quadratic space over Q. Two lattices A and A' in V 
are said to be in the same proper class or to be properly equivalent if there exists a 
g G SO(V) such that g(A) = A'. 

They are in the same class or equivalent if there exists a g G O(V) such that 
5(A) = A'. 

Obviously, every genus of a lattice is the disjoint union of classes and every class is 
the disjoint union of one or two proper classes. Moreover, it is well known (e.g., [Ki, 
6.1.2]) that in each genus there are only finitely many proper classes. 

The class of a lattice A is equal to the proper class of A if and only if there exists 
a g G 0(V) with det(g) = - 1 such that g(A) = A, i.e., if and only if SO(A) ^ 0 ( A ) . 

1.5. We will be mostly interested in quadratic spaces which arise from quaternion 
algebras: By a quaternion algebra over a field F we mean a central simple algebra D 
over F of dimension 4. We write Trd and Nrd for the reduced trace and the reduced 
norm on D, respectively, and we denote by x i—>• x := Tvd(x) — x the canonical 
involution on D. 

Assume that F is the field of fractions of Dedekind domain A (e.g., A — Z or 
A = Z/) . Let A be some A-lattice of D. Then we set 

(l.i) Ot(A) = {deD\dAc A } , 

(1.2) Or(A) = {d e D I Ad c A } . 

These are orders in D. We call them the left order (resp. right order) of A. We sa 
that A is normal if Oi(A) and Or(A) are maximal orders. 

Lemma 1.6. — Let F be a field with char(F) ^ 2 and let D be a quaternion algebra 
over F. We set 

S{D) := { (d,d') eDx xDx I Nrd(d) = Nrd(d') } . 

Consider the qrouv homomorphism 

a: S{D) —> 0(D,Nrd) , 

(d,dr) H - > (ô - ^ d ô d ' - 1 ) . 
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Then we have 

Im(cv) = SO(L>, Nrd), Ker(cv) = Fx 

where Fx is embedded diagonally in Dx x Dx. 

Proof. — We give two proofs for this. The first is elementary: Clearly, we have 

Ker(oj) = Fx. Let d G D be an element with Nrd(d) 7̂  0 and denote by : D —» D 

the reflection with respect d. Then we have for 5 G D: 

(1.3) rd5 = ô -
Tid(ôd) 

Nrd(d) 
d=-d6d-1. 

Every element in S0(D) is a product of elements of the form TDTD' as char(F) 7̂  2. 

It follows from (1.3) that for all S G D we have 

RDTD'{à) = dd'^Sd'a1-1 

and this proves that SO(D) is contained in the image of a. 

Conversely, let a: 5 ^ d5d'~l with Nrd(d) = Nrd(d') be in the image of a. The 

determinant of left or right multiplication with any element d G D is given by Nrd(<i)2 

(this can be checked over an algebraic closure and for a matrix algebra this is elemen­

tary). Hence we see 

det(a) = Nrd(d)2Nrd(d')~2 = 1. 

The second proof is as follows. By Hilbert 90 we have H1(F, Gm) = 0 and therefore 

it suffices to show that a induces an exact sequence of algebraic groups over F 

1 — > G m F —> S(D) SO(£>, Nrd) —> 0. 

We can replace F by its algebraic closure. Then it is clear that S(D) is a connected 

algebraic group of dimension 7. This implies that Im(a) must be contained in the 

conected component of 1 of O(Z), Nrd) which is SO(D, Nrd). Again it is obvious that 

Ker(a) = Gm. It follows that dim(Im(a)) = 6 = dim(SO(D, Nrd)) which shows 

Im(a) = SO(L>,Nrd). • 

Corollary 1.7. — Let D be a quaternion algebra over Q. And let A and A' be Z-lattices 

ofD. 

(1) They are in the same genus if and only if there exist d — (d{), dl — (d[) G 

(D 0 q A / ) x with Nrd(dj) = Nrd(dJ) for all I such that dA = A'd'. 

(2) They are in the same proper class if and only if there exist d, d! G Dx with 

Nrd(d) = Nrd(d') such that dA = A'd1. 

1.6. From now on, D will denote a quaternion algebra over Q. For every place v 

of Q we set Dv = D 0 q QV. Then Dv is a quaternion algebra over Qv. For all v 

there are up to isomorphism two quaternion algebras over Qv. One is isomorphic to 

the ring of matrices M2(QV) and the other one is a quaternion division algebra. If 

Dv = M2(QV) we say that D is split at v otherwise D is said to be ramified at v. 
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We know that D is split at almost all places v and that the number of ramified 
places is even. Conversely, for every set of places S of Q with an even number of 
elements there exists a quaternion algebra D over Q such that D is ramified at v if 
and only if v G S. 

1.7. Let I be a prime number and let D\ be a quaternion algebra over Q / . We recall 
some well-known facts on maximal orders and ideals in D\\ 

Assume first that D\ — End(V) where V is a two-dimensional Q^-vector space. For 
every Z/-lattice L in V the ring 

End(L) = { d G End(l/) I d(L) C L } 

is a maximal order of End(V). Conversely, every maximal order O is of this form. As 
GL(V) = Dx acts transitively on the set of all lattices in V, we see that all maximal 
orders of D are conjugate. 

If we choose a basis for L, the Cart an decomposition can be written as 

GL2(Ql)=GL2(Zl)-T-GL2(ZL) 

where T consists of the diagonal matrices of the form diag(7a, lb) for a, b G Z. Using 
this decomposition, an easy calculation shows that the normalizer of a maximal order 
O = End(L) in Df is given by 

(1.4) ND,(0)=lzOx. 

A Z/-lattice A is normal (see 1.5) if and only if there exist lattices L and Lf in V 
such that 

A = Hom(L/, L) = {deDi\ d{L') C L } . 

Conversely, Hom(L/, L) is clearly a normal lattice of End(^) for all lattices L, V of V. 
We have 

Oj(Hom(L/, L)) = End(L), Or(Hom(L/, L)) = End(L') 

and as a left End(L)-module (resp. as a right End(L/)-module) Hom(L7,L) is gener­
ated by any one element d such that d(L') = L. 

1.8. Now assume that D\ is a quaternion division algebra over Q/. Then there exists 

a unique maximal order On, of Di. namely 

0Dl={deDi |Nrd(d) G Z J . 

Moreover, OD1 has a unique maximal ideal m which is a principal ideal. Every nonzero 

one-sided ideal of Oot is a power of m, in particular it is a two-sided ideal. 

As dOoid~l is again a maximal order of D\ for all d G D*, we see that 

(1.5) NDAODl) = Df. 
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2. Supersingular elliptic curves 

2 .1 . From now on we fix a prime number p. We consider supersingular elliptic curves 

E over Fp. Recall that any supersingular elliptic curve is already defined over ¥ p 2 . For 

two supersingular elliptic curves we denote by Hom(£", E) the set of homomorphism 

E' E which are defined over Fp. We set End(E) = Hom(£, E). 

We denote by VF(Fp) the ring of Witt vectors of ¥p and write a for the Frobenius 

on W (FP) . 

2.2. For any prime I ^ p let Ti(E) be the Tate module. It is a free Zj-module of 

rank 2. For I = p we denote by Tp(E) the (covariant) Dieudonne module of E. It as 

a free VK(Fp)-module of rank 2 with cr-linear operator $ such that 

pTp{E) C $(TP(E)) C TP(E) 

where a is the Frobenius in W(¥p). In fact, there exists a VF(Fp)-basis (e, / ) of Tp(E) 

such that $(e) = / and $ ( / ) = pe. 

We denote by Hom(Tp(E/), TP(E)) the Zp-module of VF(Fp)-linear homomorphisms 

Tp(Ef) —• TP(E) which commute with <I>. It is easily checked that this is a free Zp-

module of rank 4. Moreover, End(Tp(E)) 0 z p Q p is "the" quaternion division algebra 

over Qp and End(Tp(E)) is its maximal order. 

We set TP(E) = Ui^pTi(E), VP(E) = TP(E) 0 z Q , VP(E) = TP(E) 0 z Q and 

V ( £ ) = VP(E) x yp(E). 

These are free modules of rank 2 over the rings Zp — Yli^p^h A^ = Zp (g) Q , Q p , 

and Ay, respectively. 

2 .3 . We fix a supersingular elliptic curve EQ, set O D — End(Eo) and D = O D ® z Q -

It follows from 2.2 (see also 3.1 below) that D is a quaternion division algebra over 

Q which is ramified precisely at p and oo. As O D C ẑ Z/ is a maximal order in 

Di = D Qi for all primes /, O D is a maximal order in D. 

The reduced norm Nrd is a positive definite quadratic form on D and the induced 

homomorphism Nrd: Dx —» Q > 0 is surjective. 

2.4. Denote by yp be the set of Zp-lattices in VP(E0) and by Yp the set of W(¥p)-

lattices L in VP(EQ) such that pL C 3>(L) C L. Then Fp x Yp describes quasi-isogenies 

with target EQ as follows: Consider pairs (E, p ) where E is a supersingular elliptic 

curve and p: E —* EQ a quasi-isogeny. We call two such pairs (E,p) and (Ef,pf) 

equivalent if there exists a commutative diagram 

E 
e 

EQ 

I 

E' 
e' 

EQ, 
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where the vertical arrows are isomorphisms. Then YP x YP corresponds to the set 

C of equivalence classes of such pairs (E, (p) as above (see [Mi, 6] for the general 

description of an isogeny class of an abelian variety with endomorphisms). 

The group GL(VP(EQ)) acts transitively on the elements in YP and therefore we 

have a bijection 

YP <—> GL(VP(E0))/GL(TP(E0)). 

Moreover, if we denote by Aut(Vp(Eo)) the automorphisms of VP(EQ)) which com­

mute with <£, it follows from the existence of a normal form for lattices in YP (see 2.2) 

that Aut(T4(E'o)) acts transitively on YP. Therefore we have a bijection 

Yp <— Aut(Vp(E0))/ Aut(Tp(E0))-

If we choose isomorphisms OL\ : End (7) (£"())) OB ®ZZI for all primes Z, we obtain 

a bijection 

(2.1) C ^ ( D ®q Af)x/(0D 0 z î ) x 

which is independent of the choice of the ct\ by the theorem of Skolem-Noether. 

Explicitly this bijection is given by the associating to d = (di) G (D 0Q Af)x the 

equivalence class of the pair (E, p) such that Ti((p)(Ti(E)) = diTi(Eo) for all primes Z. 

2 .5 . Let d G (D 0Q Af)x and let [(E, <p)\ G C be the associated quasi-isogeny. Then 

we have 

deg(y?) = n 
i 

pz(Nrd(dz)) 

where Z runs over all prime numbers. 

(v) 

2.6. For example, the relative Frobenius EQ —» EQ corresponds via the bijec­

tion (2.1) to the class of an element II in (D ®Q Af)x which has a uniformizing 

element of OB ®Z Zp as p-th component and a unit of OB 0 z Z/ as Z-th component 

for all primes Z 7̂  p. 

More generally, if O is any maximal order of D, we call an element II = (H-i)i G 

D 0 q Af a Frobenius element in a quaternion algebra with respect to O if 11; G (O ®z 

Z/)x for all Z 7̂  p and Tlp is a uniformizing element of OBP • 

2.7. Consider the natural map 

C —-> J : = 
isomorphism classes of 

supersingular elliptic curves over Fp 

((E,e)) - E. 

Using the identification (2.1), two elements d, d! G (D 0qAf)x/(OB 0 z ^ ) x have the 

same image in 1 if and only if there exists a S G Dx = (End(Eo) <&z Q ) x such that 

5d — d!. Hence we get: 
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Theorem 2.1. — There is a natural identification 

(2.2) Dx\(D®o&f)x/(0D ®ZZ)X ^ 

isomorphism classes of 

supersingular elliptic 

curves over ¥p 

2.8. Let O be any order in D. A Z-lattice A of D is called a right ideal of O 

if O C Or(A) (cf. 1.5). If O is a maximal order, this is of course equivalent to 

O = Or(A). Two right ideals A and A' of O are said to be in the same right ideal 

class if there exists a d G Dx with dA = A7. 

Let A be a lattice in D. It can be easily checked locally that 0 / (A) is a maximal 

order of D if and only if Or(A) is a maximal order. Hence all right ideals of our fixed 

maximal order OD are normal lattices in the sense of 1.5. 

By 1.7 and 1.8 we know that locally all right ideals of OD are principal ideals. 

Hence it follows that for every right ideal A of OD there exists a d G ( D 0 q A / ) x such 

that A = dOo- Therefore (D ®q A / ) x acts transitively on the set of all right ideals 

of O D - Moreover, an easy local calculation shows that the stabilizer of the right ideal 

OD in (D <£)Q Af)x is equal to (OD 0 z Z)X . Thus we have a natural bijection 

(2.3) (D®QAf)x/(0D®zZ)x <—• {right ideals of OD}-

Composing this bijection with (2.1) we get a bijection of C with the set of right 

ideals of O D - Explicitly, this associates to each equivalence class [(E,<p)] the right 

ideal (fRom(E0lE) of Od = End(E0). 

2.9. The bijection (2.3) induces a bijection of the set of right ideal classes of OD 

with DX\(D ® Q Af)x/(OD ® z Z ) x . Composing this with (2.2) we obtain: 

Proposition 2.2. — There exists a natural bijection 

(2.4) 
right ideal classes 

of OD 

'isomorphism classes of 

supersingular elliptic 

curves over ¥p 

2.10. By 1.7 and 1.8 we know that locally all maximal orders in D are conjugate 

to each other. Therefore (D (g)Q A / ) x acts transitively by conjugation on the set of 

maximal orders in D. The stabilizer of the maximal order is the normalizer of 

OD in (D (g)Q A / ) x . It can be computed locally and by (1.4) and (1.5) we have 

(2.5) Ì V ( D ^ A / ) x ( O D ) = Q x ( j D p x X(OD ® z Z P ) x ) . 

2 .11 . Let O be a maximal order of D and d G (D ®q A / ) x such that O = dOod-1. 

Then it follows at once from the definition of a Frobenius element in 2.6 that if 

n G (D 0 q A / ) x is a Frobenius element with respect to O D , dUd'1 is a Frobenius 

element with respect to O. 
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2.12. For d G (D ®Q A / ) x let [(E,cp)] be the associated element in C via the bi­

jection (2.1). Let II be a Frobenius element with respect to O D - Then the pair 

[(£',<£>')] associated to dU is given by E' = E^P~1\= E^) and y' = FEO o y?^"1) 

where FE0 ' EJf ^ —• EQ is the relative Frobenius. 

Moreover, if A = dOi) is the right ideal of O D corresponding to [(E,ip)] via the 

bijection (2.3), the right ideal corresponding to [(£", (pf)] is given by OITIOD — IldOo = 

IIA where II = dlld^1 is a Frobenius element with respect to O = OA A). 

2.13. Let trip C ODP be the maximal ideal. For a maximal order O of D let p = Onmp 

be the unique prime ideal of O which lies over p. Let A be any left ideal of O and let 

II be a Frobenius element with respect to O. Then arguing locally one sees that 

IIA = pA. 

2.14. It is easy to check that the canonical projection 

(2.6) 
right ideals of O D = (D 0Q Af)x/(0D 0 z Z)x 

maximal orders or D = (D Af)x/N{D^Af),(0D) 

is given by A - Oi(A). 

The projection (2.6) induces a map from the set of right ideal classes of O D to 

the set of Dx-conjugacy classes of maximal orders in D whose adelic version is the 

projection 

(2.7) 
D*\(D ®Q AF)*/(0D ®z Z)x D*\(D ®Q Afr/N{DmAf), (OD) 

= D X \ ( D ® ( , 4 / ) X / ( Ö P X x (OD ®ZZP)X)-

Lemma 2.3. — Let {0} be a conjugacy class of maximal orders in D. Let 7Z({0}) be 

the set of classes of right ideals of O D which are sent to {O} under the map (2.7). 

Then 7Z({0}) consists either of one or two elements. It consists of one element if 

and only if O contains an element d with Nrd(d) = p for one (or equivalently for all) 

Oe{0}. 

Proof — We consider the map (2.7). Hence we are in the following situation: Let 

G be a group, H and G2 be subgroups, and let G\ be a normal subgroup of G2-

Consider the canonical projection 

w: H\G/G1 —+H\G/G2. 

Let go G G and set Fgo = w l(w(HgoGi)). Then G\\G2 acts transitively from the 

right on Fgo and the stabilizer of Hg0Gi is (g^lHg^ n G2)Gi/G\. 

In the special case of (2.7) we have H = Dx, G = (D ®Q A / ) x , Gx = (Od ®z%)x 

and G2 — Dx x (OD ®Z%P)X• Therefore G2jG\ is the free cyclic group generated by 

a Frobenius element II (cf. 2.6). Moreover, U2d C Q x d C (g^Hgo fl G2)G1/Gi 

for all go G G. Therefore the fibres of (2.7) consist of at most two elements. 
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Now fix go and let O — g^OB%X ^e ^ne associated maximal order of D. A fibre FGO 

consists of one element if and only if there exists in g0~1Dx go a Frobenius element. If 

there exists a d G Dx such that go~ldgo is a Frobenius element (and hence an element 

of O D ® Z ^ ) ? we necessarily have d G go®D%X — O. Moreover, go~1dgo is a Frobenius 

element if and only if 

Nrd(<?0 1dg0)i G 
Z f , i f / ^ p ; 

pZp, if I = p. 

Hence we see that FGO consists of one element if and only if there exists an element 

d G O such that Nrd(d) = p (the case Nrd(d) = —p can of course not occur). • 

2 .15. In 2.8 we have seen that every right ideal of O D is of the form (^Hom(£o, E) 

for some quasi-isogeny (p: E ^ EQ. As we have 

Oi(pUom(E0,E)) = pEnd(E)ip-1 

we see that every maximal order of D is of the form pEnd{E)p -1 . Moreover, the 

Dx-conjugacy class of <pEnd(JE)(^~1 depends only on E. We denote it by (End(E')}. 

Proposition 2.4. — Let O be a maximal order and let E be a supersingular elliptic 

curve such that O is in the conjugacy class {End(E)}. Let p be the unique (two-

sided) prime ideal of O which lies over p. 

(1) The following assertions are equivalent: 

(a) The elliptic curve E is defined over ¥p. 

(b) Up to isomorphism there exists a unique supersingular elliptic curve E such 

that the conjugacy class of O is equal to {End(E)}. 

(c) The prime ideal p is a principal ideal. 

(d) The subgroup QXOX of the normalizer ND* (O) is of index 2. 

(2) If these equivalent conditions do not hold, we have: 

(a) Up to isomorphism there are precisely two elliptic curves E and E' such that 

{O} = {End(E)} = {EncliE')} and for them E' ^ E ^ . 

(b) NDx(0) = qxox. 

Proof — It follows from Proposition 2.2 and Lemma 2.3 that (l)(b) is equivalent to 

the existence of a d G O such that Nrd(d) = p. As p = mp n O such an element 

generates p. Conversely, for every generator d of p we have Nrd(d) = p. This proves 

the equivalence of (l)(b) and (l)(c). 

An easy calculation shows that d G ND* (O) implies d G lz(0®zZi)x for all primes 

/ ^ p. Therefore we have an injective homomorphism 

v. ND, ( 0 ) / ( Q x O x ) (D ®Q Q p ) x / Q x ( 0 cg>z Zp)x Z / 2 Z 

where the isomorphism is given by vp o Nrd. In particular, we see that if (l)(d) does 

not hold, (2)(b) holds. 
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The homomorphism v is surjective if and only if there exists an element d 

NDX (O) such that vp(m&(d)) = 1. For all d G NDx (O) we have ^(Nrd(d)) € 2Z ft 

all I / p. Therefore, if d G NDx (O) satisfies vp(Nid(d)) = 1, we can find a A G Q 

such that Nrd(dA) = p. As dX G Np* (O), we can write dX = lma for all I ^ p whe] 

m G Z and a G ( 0 % ^ ) x . As ^(Nrd(dA)) = 0, we have dX G ( 0 ® z Z ; ) x . Moreove 

Nrd(dA) = p also implies that dX £ O ®z Zp = OD. Hence dX G O. Altogethe 

we have seen that v is surjective if and only if there exists a d G O fl A ^ x (O) wit 

Nrd(d) = _p. Such an element generates p and thus (l)(d) implies (l)(c). 

Conversely, for every d G O with Nrd(d) G pz we have d(0 0 z Zi)d~1 = (O 0 z ^ 

for all primes Z and hence d G A ^ x (O). Therefore the converse implication does ale 

hold. 

Next we show that for any supersingular elliptic curve E we have 

{End(E)} = {End(£(p-1))}. 

Choose a quasi-isogeny p: E —> Eo and let I = ipH.om(Eo, E) be the corresponding 
(v~1) 

right ideal of O D - The right ideal corresponding to the quasi-isogeny EQ —> Eo 

E (where the first arrow is the relative Frobenius) is the right ideal 11/ where n G 

(D0qAf)x is a Frobenius element with respect to the maximal order Oi(I) (cf. 2.6). 

Using a local calculation it follows at once that Oi(UI) = nO/(/)n_1 = Oi(I). 

We have already seen in the proof of Lemma 2.3 that if 7 = dOo and I' = d/Oo 

(with d, d! G (D 0Q A7)x) are two right ideals of OD with {0/(7)} = {Oi(IF)} then 

there exists a Frobenius element II with respect to O D and an integer n such that 

the right ideal class of d'Oo is equal to the right ideal class of dUnOD- Writing 

dH = lid for a Frobenius element n with respect to 0/(7) (see 2.11), we see that 

the right ideal classes of V and nn7 are equal. Let E be the supersingular elliptic 

curve corresponding to the class of I and let E' be the supersingular elliptic curve 

corresponding to the class of I'. Then this implies that there exists an integer n such 

that E' = E^p ) and this completes the proof. • 

2.16. Note that the proof of Proposition 2.4 also shows that every supersingular 

elliptic curve is already defined over Fp2. 

Moreover we have seen: 

Corollary 2.5. — Let O be a maximal order of D and set N := ND*(0). Consider 

the subgroups Ox c Q x O x C N. Then 

Ox ={deN I Nrd(d) = 1 } , 

QxOx = {de N I Nrd(d) G (Qx)2}. 
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3. The genus of the quadratic space Hom(E", E) 

3 .1 . For any two supersingular elliptic curves E and E' we will consider the free 

Z-module Hom(E'/, E) together with the quadratic form given by the degree. 

As E and E' are supersingular, Hom(E'/, E) has rank 4 as a Z-module. We have a 

canonical map of Z/-modules 

a: Rom{E',E)®zZl ¥Lom(Tl(E,),Tl{E)). 

As the union of the /n-torsion E[ln] for n > 1 is scheme-theoretically dense 

in E, a is injective. Moreover, the cokernel of a is torsionfree: Indeed, let 

r G Hom(T/(E,/)5r/(£')) be such that IT = a(<p) for some p G Kom{E', E) <g) Z/ . We 

write </? as the limit of sequence of pn G Horr^E", E) converging to p. For large n we 

have Ti(ifn) = /rn for some rn G Hom(T/(^/), Ti(E), and therefore the restriction of 

pn to the /-torsion E[l] is zero. But this implies that p is divisible by I. 

As both sides have rank 4, it follows that a is an isomorphism. Choosing an 

identification Ti(E') = Ti(E), we can consider the right hand side as a lattice in the 

quaternion algebra End(T^(£1)) 0z , Qi and the quadratic form given by the degree on 

the left hand side corresponds via a to the reduced norm on the right hand side. 

Therefore the isomorphism class of the quadratic space Hom(Ef, E) 0 z Z\ is in­

dependent of E and E' for all I. In other words (Definition 1.1), Hom(JE/, E) and 

Hom(F/ ,F) are related for all supersingular elliptic curves E, E\ F, and F'. 

Lemma 3.1. — Let E and E' be two supersingular elliptic curves over¥p. Then there 

exists a quasi-isogeny p: E' —>• E of degree 1. 

Proof — As Hom(E', E) and End(E) are related, we can choose an isomorphism of 

quadratic spaces Hom(JE/, E) ®z Q — End(F) C8)z Q- Via this isomorphism we identify 

Hom(E/, E) with a sublattice of End(F) <S>z Q- Choose an integer N > 1 such that 

A E n d ( F ) C JIom(E',E). Then A i d # corresponds to an isogeny p': E' E of 

degree TV2 and p = (1/N)p>' is a quasi-isogeny of degree 1. • 

3.2. If E and E' are two supersingular elliptic curves, we can choose quasi-isogenies 

p: E —> EQ and p': E' EQ such that deg(^) = deg(pf) by Lemma 3.1. Then 

i^^i : Hom(E/,E) —> D, C M — > (p o a o ip' 1 

is an isometry. If we choose another pair (pi, p\ ) as above, we have 

^^^KomiE' ,E)) = du^^YLomiE' ^E))^-1 

for d, d! G D with Nrd(d) = Nrd(d'). Hence it follows from Corollary 1.7 that the 

proper class of ¿V95V?/(Hom(JE/, E)) is independent of the choice of (p, p'). We denote 

this class by [Hom(£', £ ) ] . 

Proposition 3.2. — Every proper class in the genus ofEnd(E'o) C D is of the form 

[Hom(F/, E)\ for two supersingular elliptic curves E and E'. 
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Proof. — Let A C D be a lattice in the genus of O D - By Corollary 1.7 there exist 
d, d! G (D 0q Af)x with Nrd(d/) = Nrd(dJ) for all primes I such that A = dODd'~l. 
Denote by [(E, v?)], \(E'',<//)] G C the quasi-isogenies associated to d, d!', respectively, 
via bijection 2.1. Then ^ H o n i ^ ' , ^ ) ^ " 1 C D depends only on the classes of (E,ip) 
and (E',y') in C. Recall that Hom(£,/,£') (8) Z/ = H o m № ( F ) , T / ^ ) ) for all primes 
/ (see 3.1). Therefore we have by 2.4: 

^ H O M O E ^ E V - 1 = ( ( ^ H o m № ( ^ ) , Ti(E))P'~L) 0Z Zj H D) 

i 
(Tt(ip) Rom(Tl(E,): TtiEVW)-1 ^ D) 

i 
(d, H o r n ^ ^ o ) , ^ ^ ) ) ^ " 1 H D ) 

= dODd'-1 = A. 

Moreover, it follows from 2.5 that the condition Nrd(d^) = Nrd(dJ) implies deg(^) = 
deg((^;). Thus A lies in the proper class [Hom(E/, E)]. • 

Proposition 3.3. — Let E, E', E\ and E[ be supersingular elliptic curves. Then we 
have \\lom(Ef ,E)} = [Hom(£'(, ^i)] if and only if there exists an integer n such that 

E\ ^ E ' ^ and Ex ^ E^L 

Proof. — Choose quasi-isogenies <p: E —» £"0, <//: E' —>• EQ, P\: E\ —> £Q and 

(̂ i : £J —» £ 0 such that deg(^) = deg((//) and deg(<pi) = deg^i) . We set A = 

¿(^/(Hom(£'/ ,£)) and Ai = t ^ y ^ H o m ^ J , ^ ) ) . Let d, d', di, di G (L>(g)Q A / ) x 

be elements such that the associated pairs in C via the bijection (2.1) are equal to 

( (E ,e ) ) , [ (£ ' , ( / / ) ] , [ (# i ,<pi) ] , [ ( # i V i ) ] respectively. Then 

A = dODd'~\ A1 = dxODd!^x 

We set Ox := [Od ®z %)x • If E[ ^ En(p-n) and £1 ^E(p-n) we can choose 

^ = F£Q o ^;(pn) and v?i = F^o o P(PN) where F£o: £^p~n) E0 is the relative 

Frobenius. Then we have d[dx = dfUnOx and d ^ * = dnn(9x for a Frobenius 

element II with respect to 0D- Note that UnO^ = O^Un and eOD = OD = G>D£ 

for £ G C ^ . Therefore 

Ai = d i C W f 1 = d l F C ^ i r V - 1 = dOod'-1 = A. 

Conversely, assume that A and Ai are in the same proper class. By Corollary 1.7 

there exist 5, 8' G Dx with Nvd(S) = Nrd^') such that SA = Ai<5'. Then the 

maximal orders 0/(A) and 0/ (Ai) are in the same conjugacy class. Hence we see that 

{End(E)} = {End(E'i)} and then Proposition 2.4 implies that there exists an integer 

n such that E\ = E^pn\ Considering Or(A) and Or(A\) we see that there also exists 

an integer n' such that E[ = E,(j>n } . 
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It remains to show that we can choose n — n'. As all supersingular elliptic curves 

are defined over Fp2, we can assume that n,n' G { 0 , 1 } . If one elliptic curve X is 

defined over ¥p we have X = X(p) and therefore we can assume that all four elliptic 

curves are not defined over ¥p. Then we have to show that the following case cannot 

occur: E[ = E' and E\ ^ E. Note that we know already that E\ ^ E implies 

Ei = Eip\ 

We can assume that Or(A) = Or(Ai) =: O. Then SA = AiS' implies that 

5' G NDx(0). As E' = E[ is not defined over ¥p we have NDx (O) = QxOx by 

Proposition 2.4. Thus there exists a 5\ G Dx with Nrd(5i) = 1 such that Si A = Ai. 

Now Ei = E{p) implies by 2.13 that there exists a S[ G Dx such that Ai = S[pA 

where p is the prime ideal of 0 / (A) which lies over (p). But this implies 

6iO = A iA-1 =S[p 

and this is a contradiction as p is not a principal ideal by Proposition 2.4. • 

3 .3 . Let E and E' be two supersingular elliptic curves over Fp. Consider the natura 

map 

a: Aut(F) x Aut(E') —> 0(Hom(F/ ,F) ) 

O V ) I >(X\ > IFXIF' L) 

Proposition 3.4. - The image of a lies in SO(Hom(F/, E)) and the kernel of a con­

sists of { ± 1 } (diagonally embedded in Aut(E) x Aut(E')). The image of a is equal 

to SO(Hom(F/, E)) if and only if E or E' is not defined over ¥p. If both curves are 

defined over¥p the image of a has index 2 in SO(Hom(E'/, E)). 

Proof. — We choose quasi-isogenies cp: E —> EQ and p': E' —EQ of the same degree. 

Set A - pRom(E'\E)p'~l c D, Ot := 0 / (A) and Or = Or(A). By Lemma 1.6 we 

know 

SO(A) = { (d,d;) G Dx x Dx I dA = Ad', Nrd(d) = Nrd(^) } / Q x 

where Q x is embedded diagonally. Note that the condition dA = Ad' already implies 

Nrd(d) = Nrd(d')- Moreover, dA = Ad' implies 0 / = Oi(dA) and hence d G NDx (O/). 

Similarly d! G NDx (Or). Thus we see 

SO(A) = {(d,d') G NDx(Oi) x NDx(Or) \ dA = Adf}/Qx. 

For (d,d') G SO(A) we have by Corollary 2.5: 

(3.1) deQx Ox <=^ d' g Q x O x . 

Further Q x n Ox = Q x n Ox = {±1}. 
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Now consider the case where E is not denned over \rp. By Proposition 2.4 this is 

equivalent to NDx (O/) = QxOx . Therefore 

SO(A) = {(d,d') eQxOf x Q x O x | dA = Ad' } / Q x 

= {(d,d')eOx x O x } / { ± ! } 

which proves the proposition in this case. The case that E' is not defined over Fp is 

proved by the same argument. 

It remains to consider the case that E and E' are both defined over Fp. Then 

Q x O x C NDx(Oi) and Q x O x C NDx(Or) are subgroups of index 2 by Proposi­

tion 2.4. Moreover it follows from (3.1) that { (d, d') G Ox x Ox } / { ± l } is a subgroup 

of index 2 of SO (A). This finishes the proof. • 

Corollary 3.5. — Let E and E' be two supersingular elliptic curves overFp. Then we 

have 

# S O ( H o m ( £ / , £ ) ) = 
# A u t ( £ ) # Aut(F'), if E, E' both defined over Fp; 

l 
2 

# Aut(E)# Aut(E'). otherwise. 

3.4. We now sketch an alternative formulation in the language of groupoids of some 

of the above results suggested by the referee. We start with some general notations. 

Let A be a set and let H be a group acting on X from the left. Then we denote 

by [H\X] the category whose objects are the elements of X and whose morphisms 

are for x, x' G X 

H o m ^ x ] x') = { h G H | hx = x' } . 

Composition of morphisms is given by the multiplication in the group H. Clearly, 

this category is a groupoid (i.e., every morphism is an isomorphism), and two objects 

x, x' G X are isomorphic if and only if they are in the same 77-orbit. 

If X is of the form G/H' for some group G and some subgroup H' and if H is a 

subgroup of G acting in the natural way on A , we have by definition 

(3.2) ftom[H\{G/H,)](g1H',g2H') =GC\g2H'g1 l. 

We denote by Ai the following category. The objects are supersingular elliptic 

curves over Fp. For two such supersingular elliptic curves E' and E the morphisms 

from E' to E in M. are by definition the isomorphisms of elliptic curves from E' to 

E over Fp. Then Theorem 2.1 can be made more precise by saying that (2.2) induces 

an equivalence of categories 

[DX\((D 0Q Af)x/(0D 0 z Z ) x ) ] « M. 

This follows from (3.2) and the arguments in 3.2. 

Let SL(0£>) be the algebraic group over Z of elements with reduced Norm equal 

to 1. Then Lemma 3.1 is by 2.5 equivalent to the fact that the canonical functor 

[ S L ( O d ) ( Q ) \ ( S L ( O d ) ( A / ) / S L ( O d ) ( Z ) ) ] [DX\((D <E)q A / ) x / ( 0 £ > ® Z Z ) X ) ] 
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is essentially surjective (which also can easily be proved directly). Moreover it follows 

from the definition of a morphism in the above categories that this functor is indeed 

an equivalence of categories. 

Arguing as in the second proof of Lemma 1.6 one sees that the morphism 

a: SL(D) x SL(D) -> SO(D), (d,d!) i—> (S i—> död'~l) 

is a surjection of algebraic groups with Ker(a:) = ¡±2 (embedded diagonally in SL(D) x 

SL(Z))). Then a induces a functor 

(3.3) 
A: [ S L ( O d ) ( Q ) \ ( S L ( O d ) ( A / ) / S L ( O d ) ( Z ) ) ] 2 

— [S0(£>)(Q)\(S0(£>)(A/)/S0(C?o)(Z))] . 

As we have seen, we can identify the left hand side with Ai x A4. The set of isomor­

phism classes of the right side is the set of proper classes in the genus of O D = End(Eo) 

(Corollary 1.4 and 1.5). Then Proposition 3.2 asserts that A is essentially surjective. 

Moreover, Proposition 3.3 describes the fibres of the induced surjective map on iso­

morphism classes and Proposition 3.4 is the analysis in which way A fails to be fully 

faithful. 

Finally, Proposition 4.1 below can also be expressed in the language of groupoids 

using the notion of direct and inverse image for functions (or more generally for 

sheaves) with respect to the functor A. We omit the details. 

4. Local densities 

4 .1 . Recall that for two quadratic spaces Q and L over Z we write RL{Q) for the 

number of isometries Q —» L. Note that RL(Q) depends only on the classes of L and 

Q. In this section we are going to express 

(4.1) 

(E',E) 

^ H o m ( E ' ,E)(Q) 

UEUE> 

in terms of local densities. Here the (E',E) runs through all pairs of isomorphism 

classes of supersingular elliptic curves over Fp, Q is a fixed ternary positive definite 

quadratic form over Z , and uE — 1 
2 -

# A u t ( £ ) . 

Proposition 4.1. — Fix a supersingular elliptic curve EQ. Then we have 

(4.2) 

E',E 

Rnom(E' ,E){Q) 

UEUEi 
= 4 

L 

RL(Q) 

#SO(L) 

Here on the right hand side, L runs through the proper classes of the genus of End(Eo). 

Proof — By Proposition 3.2 we know that the proper classes [Hom(E/, E)} exhaust 

the genus of End(i?o) if {E1', E) runs through all pairs of supersingular elliptic curves. 

If E and E' are both defined over Fp, the class L of Hom(£/, E) occurs once in the sum 

on the left hand side of (4.2) by Proposition 3.3, and we have # S O ( L ) = AuEuE> by 
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Corollary 3.5. Otherwise, the class L of Hom(E'/, E) occurs twice in the sum on the left 

hand side of (4.2) and we have #SO(L) = 2UEUE'- This proves the proposition. • 

4 .2 . Let M be a quadratic space over ZP. We denote by QM • M —• Zp its quadratic 

form and let BM the bilinear form given by 

BM{x,y) = 
1 

2 
[QM(X + y) - QM{X) - QM(V))-

4.3. Let M and N be two quadratic spaces over Zp of ranks m and n , respectively. 

We choose bases (/i^) and (z^) of M, N respectively and let T = (BM(^I, HJ)) £ 

Symm(Zp)v and S — {BN^I^J)) G Symn(Zp)v be the corresponding matrices. 

For r > 0 we define Apr(M, N) = Apr(T, 5) as 

#{ A G Mn,m(Zp/prZp) I 'XSX-Te/Symm(Zp)v 

= =(o:M/prM TV/j/W |Qn(o(x) = QA/(ar) mod pr }. 

For r > 0 we set 

ap(M,N) = aP{T, S) = 2 - ^ ( p r ) m ( m + 1 ) / 2 - m n V ( M , i\T). 

It is shown in [Ki , 5.6] that this is independent of r if r is sufficiently big. We call 

aP(T,S) the local representation density. Note that for p = 2 our representation 

density is 2m(m-1)/2-times the representation density av defined in [Kil . 

4.4. For any class N of lattices in a positive definite quadratic space over Q we set 

o(N) = #0 (7V) , so{N) = #SO(7V). 

Moreover, we set 

w(N) : = 

N' class 
in GEN(N) 

1 

o{N') 

where N' runs through all classes within the genus of N. We call w(N) the weight 

ofN. 

Then we have o(N) = so(N) if and only if there exist two proper classes in N. 

Therefore 

(4.3) w(N) = 
1 

2 
N' proper class 

in gen(iV) 

1 

so(N;) ' 
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Let M and TV be lattices in positive definite quadratic spaces over Q. By the mean 

value of the representation of M by N we mean 

m(M,N) = w(N)'1 

N' class 
in gen(TV) 

RN'(M) 

o(N') 

+ 
N' proper class 

in gen(iv ) 

1 

so(N') 

- l 

NF proper class 
in gen(TV) 

RN>{M) 

so(N') 

Clearly, m(M, N) depends only on the genus of N. 

4.5 . We recall the Minkowski-Siegel formula (cf. [Ki, 6.8]): Let M and N be lattices 

in positive definite quadratic spaces over Q . For any prime I we define ai(M,N) := 

ai(M ®zZhN 0Z Zi). Put m := rank(Af) and n := rank(TV). Set 

em,n 
1 
2 ' if either n = m + 1 or n — m, > 1 ; 

1, otherwise. 

We also define 

a00(M, N) : = tt2n-m+)/4* 
m—l 

2 = 0 

T{(n-i)/2)-1 

x (det(iV))"m/2(det(M))("-m-1)/2. 

Here T denotes the gamma function. 

Theorem 4.2 (Minkowski, Siegel) 

(4.4) m(M, TV) = em,n2-m(m-1)/2a00(Af,7V; 

i 

OLI{M,N) 

where I runs through all prime numbers. 

Theorem 4.3. — Let M be a positive definite ternary quadratic space over Z and let 

N be the genus ofEnd(Eo) for a supersingular elliptic curve over¥p. Then 

(E',E) 

RiiomjE' ,E)(M) 

UEUE' 

= 8 
p — 1 

12 

2 
TT4 

p3 
I 

ai(M,N) 

where I runs through all prime numbers I. 

Proof. — We apply the Minkowski-Siegel formula: We have m = 3 and n = 4. We 

first compute det (TV). As N is positive definite, it suffices to compute ordf(iV(g)Zz) for 

every prime I. For / ^ p the quadratic Z/-spacc 7V(g)Z/ is isomorphic to ( M 2 ( Z / ) , det) 
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and with respect to the basis ( o o ) ' ( o i ) ' ( o o ) ' ( - i o ) ^ne associated matrix is equal 

to 

(4.5) Si = 
1 

2 

/ 0 1 \ 

1 0 

0 1 

V i o/ 
For l = p w e have N 0 %i = {ODP-> Nrd) and hence there exists a basis such that the 

associated matrix is equal to 

(4.6) Sp — 

diag(l, — Ô, p, — Op), if p ^ 2, 

1 

1 /2 

1/2 

1 

2 1 

1 2/ 

ifp = 2, 

where S is some element in Zxp \ ( Z * ) 2 (see [Ki, 5.2]). 

If follows that det(A/") is equal to 2~4p2 and hence we get 

aOQ(M, N) = 
n9/2 

r ( l ) r ( 3 / 2 ) r ( 2 ) 
- ( 2 " V ) - 3 / 2 = 27 

7T4 

P3 

By (4.3) we can calculate the weight of N as 

w(N) = 
1 

2 
V' proper class 

in gen(iV) 

1 

so(N')' 

Using Proposition 3.3 and Corollary 3.5, it follows that 

w(N) = 
1 

2 
[E',E) 

1 

# A u t ( ^ ) # A u t ( E / ) 

1 

2 
E 

1 

#Aut(£7) 

2 

1 

2 

p - 1 

24 

2 

where in the last equality we used Eichler's mass formula. 
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Now using Proposition 4.1, the Minkowski-Siegel formula tells us 

(E',E) 

Rliom(E',E)(M) 

UEUE> 

= 4 

N' in proper class 
of gen(TV) 

RN>(M) 

#SO(N>) 

= 8^ (A^)m(M, iV) 

= 4 
p — 1 

24 

2 
e3)42-0aoo(M,W; n 

I 

ai(M,N) 

= 8 
p — 1 

12 

2 
7T4 

P3 n ai(M,N). 

4.6. In [Wd2] we will give explicit expressions for the local representation densities 

a j ( M , iV) for arbitrary positive definite ternary quadratic spaces M and all primes I. 

We deduce (cf. [GK, 6.23]): 

Corollary 4.4. — Define fa(M) = (1 - l~2)-2OLI(M, N) and A ( M ) = 4 d e t ( M ) . As­

sume M is a positive definite ternary quadratic space over 7L which is isotropic 

over Qi for all I =̂  p. Then M is anisotropic over QP and 

(E'.E) 

Rïlom(E',E){M) 

UEUE> 
= 4 

l\A(M),l^p 

Pi(M). 

Proof — We have ap(M,N) = 2{p + l )2p-1 by [Wd2 , Theorem 1.1], and hence 

0P(M) = 2p3/(p - l )2 . Moreover we know by [Wd2 , Corollary 2.2], that (3t{M) = 1 

for all / =̂  p which do not divide A ( A f ) . Therefore we have 

i 

ai(M,N) = 
2p3 

( P - 1 ) 2 i 

(i-r2)2 
l\A(M),l^p 

MM) 

2p3 
C(2)-2 

l\A(M),typ 

3i{M). 

As C(2) = TT2/6, the corollary follows from Theorem 4.3. 
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6. L U B I N - T A T E F O R M A L G R O U P S 

by 

Volker Meusers 

Abstract. — We give an exposition of the theory of formal complex multiplication in 
local fields after Lubin and Tate. We recall the construction of Lubin-Tate modules, 
the structure of torsion points of their generic fibre and explicit local class field theory. 
We follow the original exposition of Lubin and Tate, and the exposition in Neukirch's 
book. 

Résumé (Groupes formels de Lubin-Tate). — Nous donnons une exposition de la théorie 
de la multiplication complexe formelle dans les corps locaux d'après Lubin et Tate. 
On rappelle la construction des modules de Lubin-Tate, la structure de leurs modules 
de torsion de leur fibre générique et la théorie du corps de classes locale explicite. On 
suit l'article original de Lubin et Tate, et le livre de Neukirch. 

1. Construction of Lubin-Tate Modules 

Let K be a field complete with respect to some discrete valuation. Let OK be 

its ring of integers, p its maximal ideal. Assume the residue field OK /p to be finite 

and let q be the number of its elements. Prime elements of OK are denoted by 7r or 

7f. Let k be an algebraic closure of 0 ^ / p - Let Ksep be a fixed separable closure of 

K and Knr C Ksep the maximal unramified extension of K. Let M and C denote 

the completions of Knr and Ksep. Denote by OM (resp. Oc) the ring of integers of 

M (resp. C). Let C be the category of complete local noetherian OK-algebras with 

residue field k. 

Definition 1.1. — Let i: OK -> R be an 0K-algebra, e.g. 0 ^ , OM or k. A for­

mal Ox-module over is a pair (H^H) consisting of a (one-dimensional commu­

tative) formal group law H(X,Y) E R[[X, Y}} together with a ring homomorphism 

2000 Mathematics Subject Classification. — 11S31, 14K22, 14L05. 
Key words and phrases. — Lubin-Tate formal groups, local class field theory, complex multiplication. 
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1H OK —• Endft(iï') C ^[[î1]] given by sending an element a G OK to the endomor-
phism 7 / / (a)(T) G ^[[T1]] of H(X,Y). As a normalization condition we require that 
the Ox-algebra structure on R induced by the isomorphism 

OK Lie ( i f ) , a i — > 
97^(a)(T) 

dT r=o 

agrees with the structure given by i: OK —> -R, in other words we require 7#(a) (T) 
to be of the form 

7 f f ( a ) ( T ) = i ( a ) r + . - - e i î [ [ r ] ] . 

We write [a](T) for 7#(a) (T) and a = z(a) G R if no confusion is possible. 

For i2 G 6 write H(R) for the abelian group (m#, + / / ) where we have set 

x +H V — H(x,y) for x,y G TOR- This converges since i2 is assumed to be complete. 

This group is also an (ordinary) Ox-module by setting ax = a-nx = [a](x). Note that 

unless (H, JH) is the formal additive group, i.e., (Ga(X, Y) = X+Y, 7^ (a)(T) = aT), 

this 0^-module structure is not the standard structure on mp as an ideal of R. For 

a finite extension L\K with ring of integers O j r , G C and maximal ideal TTIL C OL we 

set H(L) — H(xnL)- Similarly for infinite extensions after completion. 

The goal of this section is to construct, as for ordinary complex multiplication (see 

Remark 3.5 below), a formal Ox-module (G, 7G) over OM such that 

G[p) = n Ker(a) = G[TT] 

is isomorphic to the kernel of the Frobenius G ® k —> (G<S>k)^ when reduced modulo 
the maximal ideal of OM- Lubin and Tate construct G as a base change G = Hn ®oK 
OM of a formal Ox-module Hn over OK, the so called Lubin-Tate module associated 
to the prime element TT G OK- As we will see Hn depends on the chosen TT while G 

will be independent of it. 

By our normalization condition 7C(TT)(T) is of the form 

7GW(T) = ^ T + - - - G 0 X [ [ T ] ] . 

The condition on the Frobenius requires that 

7G(TT)(T) = Tq mod TT. 

This justifies the following definition: 

Definition 1.2. — A power series f(T) = TTT H G Ox[PI] such that 

f(T) = TQ mod TT 

is called a Lubin-Tate series associated to TT. The set of Lubin-Tate series for TT is 

denoted by 9^. A formal Ox-module (H,^H) over OK with JH(TT)(T) G 3^ is called 

Lubin-Tate module. 
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Examples 1.3 
(1) The simplest example of a Lubin-Tate-series is 

f(T) = 7rT + Tq G 3^. 

(2) In the cyclotomic case, i.e., for K = Qp, 0 ^ = Zp and TT — p G 7LV the 
polynomial 

/ ( T ) = (T + i )" - i = p T + P( . . . ) + T p e ^ . 

is a Lubin-Tate-series associated to TT = p. One easily checks that in this case the 
formal multiplicative group 

Gm(X,Y) = (l + X)(l + Y)-l 

is a Lubin-Tate module associated to f(T). 

The construction of Lubin-Tate-modules is based on the following lemma 

Lemma 1.4. — Let 7r, TT be two prime elements of M and f(T) G &n resp. g(T) G 3V-
LetL(Xu...,Xn) = n 

1=1 
aiXl be a linear form with coefficients in OM such that 

7 r L ( X i , . . . , Xn) = 7rL<7(Xi,..., Xn) 

where a is the continuous extension of the Frobenius in G a l ( K n r | i ^ ) to M. Then 
there exists a unique power series F(X\,..., Xn) G O M [ [ ^ I , • • •, Xn]] such that 

(i.i) F(X1,...,Xn) = L(Xu...,Xn)mod Xnf 

and 

(1.2) f(F(X1,.. .,Xn)) = F-(g(X1),.. .,g(Xn)). 

where ( X i , . . . , Xn) denotes the ideal generated by X\,.. ., Xn. If the coefficients of 
f.g^L lie in OK then F also has coefficients in OK. 

The idea of the proof is to construct F inductively modulo powers of the ideal 
generated by X\,..., Xn and then use the completeness of the power series ring. The 
induction starts with (1.1). For the induction step one plugs in (1.2) and uses that 
/ and g are Lubin-Tate series to see that the coefficients are in OM- See [N] for a 
detailed proof. 

We use the lemma to construct Lubin-Tate modules as follows: 
For f(T) G Ĵ TT let Hf(X, Y) be the unique solution of the equations 

Hf(X, Y)=X + Y mod (X, Y)2 

and 
f(Hf{X,Y)) = Hf(f(X),f(Y)) 

For each a G 0 ^ and f(T),g(T) G 3^ let [a]fig(T) be the unique solution of 

[a}fi9{T) = aT mod T2 

and 
f([a]fJT)) = \a]fJg(T)) 
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To simplify notations we shall write [a]f instead of [o]fj- The following theorem shows 
that the series Hf(X,Y) together with 7#f(a) (T) = [a]/(T) is in fact a Lubin-Tate 
module associated to / ( T ) . 

Theorem 1.5. — For any f(T) G 9 ^ the series Hf(X,Y) is a formal group law over 
OK, i-e., the following identities hold: 

HF(X,Y) = HF(Y,X) 

HF(HF(X,Y),Z) = HF(X,HF(Y,Z)) 

HF(X,0) = X 

HF(0,Y) = Y 

HF(X,[-L]F(X)) = 0. 

For g,h G 9 > and a, b G OK we have 

HF([A]F,G{X),[A]F,G(Y)) = [A]F,G(HG(X,Y)) 

[À\FJ[B]G,H(T)) = [AB]F,H(T) 

[A + B]FJT) = HF{[A]F,G{T),[B]F,G(T)) 

MAT) = F(T) 

[1UT) = T. 

In particular (Hf(X, Y), jHf) with 7 / / / (a)(T) = [a]f(T) is a Lubin-Tate-module such 
that 7# / (7 r ) (T) = f(T). For two series f(T),g(T) G 9"^ we have the canonical iso­
morphism 

Wf,g(T):HG = Hj 

of formal OK-modules over OK-

The equalities in the Theorem are all true modulo squares and follow from the 
uniqueness assertion of Lemma 1.4. For a detailed proof see [N, proof of Theo­
rem V.4.6]. 

Remark 1.6. — Although Hf does not depend on the particular choice / G 9r7r it does 
depend on the particular choice of the uniformizing element TT G OK- They become 
isomorphic over OM because of the following lemma. 

Lemma 1.7. — Let TT and TT be two prime elements of OK with TT — UTT for some unit 
u G 0K. Let a be the Frobenius of M as above. There exists some e G 0 ^ such 
that u — eG~x. Let f(T) G 9r7r and g(T) G 9 V be Lubin-Tate series. Then there 
exists a unique power series 0(X) G O a / [ [ ^ ] ] such that 0(X) = eX modulo (X)2 and 
f o 0 = 0a o g. Furthermore 0(X) induces an isomorphism Hg Hf of Lubin-Tate 
modules (defined over OM)-
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This is proved using Lemma 1.4. For a detailed proof see [N, Corollary V.2.3], and 
also [LT, Lemma 2]. 

2. Torsion points of the Generic Fibre 

Now fix some f G We want to describe the structure of torsion points of the 
generic fibre of Hf(C) as a Galois module. Recall that for every separable algebraic 
extension K C L C C we set Hf(L) = Hf(QL). If L1 C L then Hf{L{) C Hf(L). If 
L\L\ is Galois then Gal(L|Li) operates naturally on Hj{L) in a manner compatible 
with the Ox-module structure. This results from the fact that the Galois group 
operates continuously on OL and that Hf is defined over Ox Q 0LX- In this way 
Hf(L) becomes a Gal(L|Li) x Ox-module. For another g G 3^ the canonical map 
induced by [l]j^(T) is an isomorphism of Gal(L|Li) x Ox-modules. It commutes 
with the inclusions Hf{L\) C Hf(L). 

Set 

Af= 
m > 0 

Hf(C)[pm]cHf(C) 

Then Ay is a torsion Ox-module, i. e., the union over its sub-modules Af^m — A/[pm]. 
It is clear that the Galois extension K C i^-,™ := K(Af[m]) does not depend on 
/ G 3^. Let us denote its Galois group by G^,™, — G^L^^K). 

Theorem 2.1. — Let n be a prime element of OK o,nd f G 3 ^ . 
(1) The OK-module Af is divisible. 
(2) For each m, the OK-module Af^m is isomorphic to O x / p m -
(3) The OK-module Af is isomorphic to K/OK-
(4) For each r G Gn there exists a unique uT G 0K such that rX — [uT]f(X) for every 
X in Af. 
(5) The map r I-> uT is an isomorphism of Gn onto the group 0K, under which the 
quotients G^^m of Gn correspond to the quotients 0K/(1 + pm) of 0K. 

See [LT] for a proof. 

Example2.2. — In the cyclotomic case we get 1 + Af^m = tip-™, 1 + Af = fipoo. We 
have Gm(Qp) = pZp with addition given by the identification with 1 + pZp C Z * 
as a multiplicative subgroup. In this case the multiplicative structure is given by 
exponentiating, i.e., 

(a)f(t) = 
oo 

n = l 

a 

n 
Tn =(l+T)a - l 

for a G Zp. 
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3. Local Class Field Theory 

Let 7T G OK be a fixed prime element. Since is totally ramified over K , it is 
linearly disjoint from Knr over K, and the Galois group Gal(L7rXnr|i;f) is the product 
of Gyp = Ga^L^lK) and Gal(Knr\K). For each prime 7r in OK, we can therefore define 
a homomorphism 

p^: Kx —> GaliL^K^lK) 

such that 
(1) For each unit u G QK, the automorphism p^{u) is the identity on Knr, and on 
the reciprocal r"1 of the element rn G corresponding to w by the isomorphism of 
the theorem; and 
(2) p7r(7r) is the identity on Ln and is the Frobenius automorphism a on Knr. 

Thus for an arbitrary element a = UTY171 G K X we have, by definition: 

p^a) =am on KnT 

and 

\ P « W = [ii_1]/(A) for A G A / . 

Theorem 3.1. — TTie /ieZd L^Knr and the homomorphism pn are independent ofir. 

This follows easily from Lemma 1.7. See [LT] for a detailed proof. 

Corollary 3.2. — The field L^Knr is the maximal abelian extension of K, and pn is 
the reciprocity law homomorphism for it, i.e., 

pv(a) = {a,LnKnr\K) 

for every a G Kx. 

See [LTl for a proof. 

Remark 3.3. — Note that while both the field Ln and the reciprocity map pn can be 
defined in terms of a Lubin-Tate series alone, the proofs depend heavily on the extra 
structure given by the associated Lubin-Tate module. 

Example 3.4. — In the cyclotomic case we get for a = upVp^ G Q * that 

(a,QP(C)IQp)(C-i) = [ ^ - 1 ] / ( C - i ) 

or 

(a,Qp(C)IQP)C = C"1 

if ( = 1 -f À is a primitive pm-th root of unity or in other words À = ( — 1 G A/,m. 

Remark 3.5. — There are strong analogies with the classical theory of complex multi­
plication and explicit reciprocity laws for imaginary quadratic fields. In fact for every 
single statement presented here, there is an analogous one if one replaces the Lubin-
Tate modules by elliptic curves with complex multiplication. See for example [L]. 
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by 

Eva Viehmann & Konstantin Ziegler 

Abstract. — We define formal O^-modules and their heights, following Drinfeld. To 
describe their universal deformations we introduce a formal cohomology group. 

Résumé (Espaces de modules formels de OK -modules formels). — On définit les OK-
modules formels et leurs hauteurs, suivant Drinfeld. Pour décrire leurs déformations 
universelles, on introduit un groupe de cohomologie formelle. 

Notation. — Except in the proof of Lemma 2.1, all constant coefficients of power series 
are assumed to be 0. 

Acknowledgements. — During the preparation of Section 3 we profited from the talk 
given by S. Wewers in the ARGOS seminar. We thank I. Vollaard and W. Kroworsch 
for helpful comments on a preliminary version. 

1. Formal modules 

Let A, R be commutative rings with 1 and i : A —> R a homomorphism. We also 
write a instead of i(a) for the image of a under i. 

Definition 1.1 

1. A formal A-module over R is a commutative formal group law F(X, Y) — X + 
Y H G R[[X, Y]] together with a ring homomorphism 7 : A —> End^(F) such 
that the induced map A —> End^(LieF) = R is equal to the structure map i. 

2. For a G A we write j(a)(X) = [a]F(X) = aX H G R[[X]] for the corre­
sponding endomorphism of F. We will also use the notation X +F Y instead of 
F(X,Y). 

2000 Mathematics Subject Classification. — 14L05, 14B12, 13D10, 14K15. 
Key words and phrases. — Formal module, formal group, universal deformation. 
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3. A homomorphism of formal A-modules over R is a homomorphism <p(X) : 

F(X,Y) G(X,Y) of formal group laws F(X, F ) , G(X, Y) over R such that 

o 7i?(a) = 7G(^) ° <P f°r a £ A. Denote by Hom#(F, G) the set of homo-

morphisms from F to G. 

Definition 1.2. — For r > 2 let vr — p, if r is a power of a prime p, and vr — 1 else. 

Denote by 

Cr(X,Y) = 
1 

{(X + Y)r -Xr -Yr) 

the modified binomial form of degree r. 

Consider the functor which assigns to every yl-Algebra R the set of formal A-

modules over R. It is represented by an algebra A^ which is generated by the inde­
terminate coefficients of the series F and 7(a) and whose relations are those which 
are required by the condition that (F, 7 ) is a formal module. It has a natural grading: 
the degree of a coefficient is one less than the degree of the corresponding monomial 
in X,Y. It is induced by the action of Gm on Spf (A[[£]]). From this description (or 
by an elementary calculation) one sees that the grading is compatible with concate­
nation of power series. The elements of the form ab with dega,deg6 > 1 generate a 
homogeneous ideal. Let A^ be the quotient with induced grading A A = © A ^ . 

Denote by Ga,R the additive formal group law over R. With the canonical inaction 
7(a) = a J , it becomes an R-module over R. 

Lemma 1.3. — If A is an infinite field, then for each formal A-module over A there 

exists a unique isomorphism with GA,A whose derivative at zero equals 1. In this 

case there is a canonical isomorphism A A — A[ci, C 2 , . . . ] as graded algebras where 

degQ = i. 

To prove this lemma, one explicitly computes the desired isomorphism, compare 
[D, Prop. 1.2]. The Ci correspond to the coefficients of a homomorphism to the 
additive formal group law together with the standard v4-module structure. 

From now on let K be a complete discretely valued field with finite residue field 
Fq, where q = pl for some prime p. Denote by OK the ring of integers of K. Let 7r 

be a uniformizer. 

Theorem 1.4. — AQk and OK[9I,92, • • •} are non-canonically isomorphic as graded 

alqebras where degQi = i. 

Proof. — First we show that A^"1 = OK as O^-modules for all n > 2. For each i 

let Fi and [a]i denote the polynomials of degree i obtained from the universal formal 

module by leaving out all summands of higher degree. We write 

FN(X,Y) = FN-1{X,Y) + 

n-l 

i= l 

CIXLYN-1 

and 

[o]„ = [a]„_i + h(a)Xn. 
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Then the Ci and h(a) generate bJL 1. As F is a formal group law, we obtain 

n - l 
11=1 

CiX%Yn 1 = o;C7n(X, Y) (compare [H, Lemma 1.6.61). Note that we need here 

that we consider elements in AQK and not in AQK itself. In particular, A^~ is 

generated by a and h(a). The condition that 7 : OK End(F) is a homomorphism 

implies that modulo (X, Y)n+1 we have 

[ab\n.1{X) + h{ab)Xn = [ a ^ ^ - ^ X ) + h(b)Xn) + h(a)(bX)n, 

([«]„_!(X) + h(a)Xn, [òL_i(X) + Hb)Xn) + aCJaX,bX) 

= \a + b]n^{X) + h(a + b)Xn, 

and 

[a]n-i(Fn_!(X, y ) + aCn{X, Y)) + h(a)(X + F)n 

= Fn_i([a]n_i(X) + h(a)Xn, [a]n_i(y) + /i(a)Fn) + «Cn(aX, aF). 

In n - l 
OK 

this leads to the relations 

(1.1) ah(b) + bnh(a) = h(ab) 

(1.2) h(a + b) - h(a) - h(b) = aCn{a,b) 

(1.3) (an - a)a = 
/i(a) if n is not a power of a prime 

h(a)p' if n = p", 

and these are all relations between the generators a, h(a) of AJ"1. If n is invertible 

in OK, then (1.3) shows that each h(a) is a multiple of a. If n is a power of p 

(where q = pl) but not of q itself, then there exists an a G OK with an — a £ (TT). 

From (1.1) we obtain (an — a)h(b) = (bn — b)h(a), thus h{b) is a multiple of h(a). 

Finally (1.2) shows that a is also a multiple of h(a). Now let n be a power of q. By 

choosing h(a) 1—>• (an — a)/n and a p/n we define an epimorphism of Ox-modules 

A^"1 —» (9x- It is well defined as (1.1)-(1.3) are the only relations of A^"1. It remains 

to prove that A^"1 is generated by h(7r). Let M = A ^ " 1 / ( / 1 ( 7 1 - ) ) , and denote by x G M 

the image of x G A^"1. Then (1.1) shows that 7rh(b) = / i (7 r fe ) = TTnh{b), thus /i(7r6) = 0 

for all b G Ox- Besides, (1.3) shows (yrn — 7r)o7 = h(ir)p = 0, hence 7ro7 = 0, and M 

is an Fg-vector space. As n is a power of q, (1.1) reduces to a/i(6) + 6/i(a) = h(ab). 

This shows 

h(a) = /i(an) = nan-1h(aj = 0 

for all a. Then (1.2) implies that Cn(a, 6)o7 = 0 for all a, 6 G Fg. By [H, Lemma 21.3.2], 

there is an x G ¥p with Cn(x, 1) 7̂  0 in Fp. Thus a' = 0 and M = 0. 

Hence in all cases A^,"1 = OK, and we have an epimorphism of graded algebras 

OK [91, #2? • • • ] —> - Here gi is a lift of a generator of A ^ . The construction of the 

isomorphism A x — K[c\, • • • ] in Lemma 1.3 implies that the canonical morphism 

AQK ® K —» K [ c i , C 2 , . . . ] which is compatible with the grading is also surjective. 

Comparing dimensions one sees that the epimorphism Ox[#i, 92, • • • ] —> AoK is an 

isomorphism. • 
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2. Heights 

Let OK be as above and let R be a local C^-algebra of characteristic p with residue 
field k. 

Lemma 2.1. — Let F, G be formal OK-modules over R and let a G HoniR(F, G) \ { 0 } . 

Then there is a unique integer h = hi (a) > 0 and (3 G with a(X) = f3(Xq ) 

and (3f(0) ^ 0. The integer h is called the height ht(ce) of a. 

This lemma is analogous to the corresponding result over a field, compare [H, 
18.3.1]. For a = 0 we set ht(a) = oo. 

Proof We first show that a(X) = 0{Xpn) for some (3 with /?'(()) ^ 0. To do this 
we assume a(X) ^ 0 with (da/dX)(0) = 0 and show that a{X) — (3{XP) for some 
homomorphism (3 of (not necessarily the same) formal group laws. The claim then 
follows by induction. 

Partial differentiation of a(F(X,Y)) — G(a(X), a(Y)) with respect to Y gives 

da 

dX 
(F(X,Y)) 

OF 

dY 
(x,Y)= dG 

dY 
(a(X),a(Y)) 

da 

dX 
(Y). 

Substituting Y — 0 and using (da/8X)(0) — 0 we obtain 

da 

dx 
[X) 

dF 

dY 
[X,0) = 0. 

As (dF/dY)(X,0) = l + a1X + -" G R[[X]]X, we obtain f § ( X ) = 0. Hence a(X) = 

(3{XP) for some (3 G i?[[X]]. Let a*F be the formal group law obtained from F by 
raising each coefficient to the pth power. Then an easy calculation shows that (3 is a 
homomorphism from a*F to G. 

We now have to show that pn is a power of q. Let a G OK- Then 

[a]G(a(X)) = a([a]F(X)) = ^(0)i(a)""X"" + • • • 

and on the other hand 

[a]G(a(X))=f3f(0)i(a)Xpn + . . . . 

This implies (3'(0)(i(a) - i{aPn)) = 0 with (3''(0) ^ 0, hence i(a) - i(apn) = i(a - apU) 

maps to 0 in k. Thus apn — a for all a G ¥q and pn is a power of q. • 

Definition 2.2. — The height of a formal O^-niodule F over R is 

ht(F) = 
h if [TT]F has height h 

oo if [TT]F = 0. 

Remark 2.3. — This definition is different from the definition of height of a formal 

module given in [H], where it is defined as the height of the reduction of the module 

over the residue field. 

Lemma2.4. — Let R be as above and let (F,^F) be the formal OK-module corre­

sponding to a homomorphism ip : KQK —• R. Then ht(F) = min{i\(p(gqt_l) / 0 } . 
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Proof. — In the proof of Theorem 1.4 we identified the generator gqt_1 of A ^ 1 with 

the coefficient of XQI of [TT](X). • 

The following lemma reduces the examination of formal modules over fields and of 

their deformations to formal modules of an especially simple form. For a proof see [D, 

Prop. 1.7]. 

Lemma 2.5. — Let (F, 7 ) be a formal OK-module of height h < 00 over a separably 

closed field k of characteristic p > 0. Then F is isomorphic to a formal module 

(F;, 7 ' ) over k with 

F'(X,Y) = X + Y (mod deg qh), 

[a\F>(X) EE aX (mod deg qn), 

[ir]F,(X) = Xq . 

Such modules are called normal modules. 

Fix an integer h > 1 and let FQ be a formal OK-module of height h over k. Assume 

that R is a local artinian O^-algebra with maximal ideal m and residue field k. Let 

/ < R be an ideal. We set R = R/I. If F is a lift of F0 over R, we set F := F ®R R. 

Lemma 2.6. — Let F,G be lifts of FQ over R. Then the reduction map 

(2.1) Homß(F, G) Homô(F, G) 

is injective. 

Proof. — The reduction map in (2.1) is the composition of finitely many maps 

Homßri+1 (F 0 Rn+UG (8) Rn+i) -+ HomÄn (F ® Rn,G ® Rn), 

where Rn — R/In with Ln = lnmn. We may therefore assume that m• 1 = 0. Then / is 
a finite dimensional k-vector space, and we have I2 = 0. Let a(X) = a\X-\-a2X2 +... 

be a homomorphism from F to G such that a(X) EE 0 (mod / ) . We get 

a([ir]F(X)) = [w]G(a{X)) = 0. 

Since ht(Fo) < 00 , we have [TT]F(X) ^ 0 (mod m), thus a — 0 which proves the 

lemma. • 

From now on we may consider Hom^(F, G) as a subset of Hoiriy^i7, G). 

3. Deformations of modules, formal cohomology 

Let F be a formal O^-module of height h < 00 over fc, and let M be a finite 

dimensional /c-vector space. A symmetric 2-cocycle of F with coefficients in M is a 

S O C I É T É M A T H É M A T I Q U E D E FRANCE 2007 



62 E. VIEHMANN & K. ZIEGLER 

collection of power series A(X, Y) e M[[X, Y]} and {ôa(X) e M[[X]]}a€oK satisfying 

(3.1) A(X,Y) = A(Y,X) 

(3.2) A(X, Y) + A{F(X, Y),Z) = A(Y, Z) + A(X, F(Y, Z)) 

(3.3) Sa(X) + Sa(Y) + A([a}F(X), [a]F(Y)) = i(a)A(X, Y) + Sa(F(X, Y)) 

(3.4) ôa(X) + ôb(X) + A([a}F(X), [b]F(X)) = ôa+b(X) 

(3.5) i{a)ôb(X)ôa([b]F(X))=ôab(X). 

For any ^ G M[[X]] , the coboundary of ^ is the symmetric 2-cocycle (A^, {<$^}) with 

(3.6) A * ( X , Y) = * ( F ( X , Y)) - V(X) - * ( y ) 

3.7 S*(X) = w ( [a]F (X ) ) - i (aMX) . 

The coboundaries form a subspace of the vector space Z2(F, M ) of symmetric 2-

cocycles. The quotient of the symmetric 2-cocycles by the coboundaries is a k-vector 

space denoted H2{F,M). 

The following lemma is due to Keating, see [K2, Lemma 2.1]. 

Lemma 3.1. — A cocycle (A; {ôa}) G Z2(F, M ) is zero if and only if Sn(X) = 0. 

Proof. — If the cocyle is zero, then clearly Sn(X) = 0. Assume conversely that 
S7T(X) = 0. Substituting a — TT in (3.3) gives 

A ( [ 7 r ] F ( X ) , [ 7 r ] F ( y ) ) = 0, 

since SN(X) = 0 and {(TT) = 0. As [TT]F(X) ^ 0, this implies A ( X , Y) = 0. Condition 
(3.5) with a = n together with S7R(X) = 0 shows 8nb(X) = 0. The same formula with 
b = 7T and a arbitrary gives ôa([7r]F(X)) — 0. This implies that ôA(X) = 0, so all 
components of the cocycle are zero. • 

In the following let R denote a local artinian C^-algebra with maximal ideal m 

and residue field k. Let / C m be an ideal with ml = 0. Then / is a /c-vector space. 

We set R = R/I. If Fq is a formal module over k and F is a lift of Fq over R, denote 

by F = F ®R R the reduction modulo / . The reduction modulo m of power series 

over R is denoted by •*. 

Proposition 3.2. — In the setting above let F0 be a formal OK-module over k and le 

F,G_G i?[[X,F]] be formal 0K-modules with F* = G* = F0. For tp(X) e R[[X}} le 

Tp G -R[[X]] be the image. Assume that Tp is a homomorphism from F to G. Then 

1. There is an element of Z2(Fq. I) defined by 

A = e ( F ( X i Y ) ) - G < p ( X ) - G i p ( Y ) 

6a = <p([a]F(X))-G a]G(tp(X)). 

2. (A; {5a}a) = 0if and only if <p(X) G H o m ^ F , G). 

3. The class of (A; {Sa}a) in H2(Fq^I) is independent of the choice of the lift (p of 

Tp. It vanishes if and only ifpe HomJR(F, G) C Hom^(F, G). If (A; {£a}) is 

the coboundary ofip, the lift ofTp to a homomorphism over R is given by (p—Gip. 
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Proof. — Applying; cz> to the left hand side of the associativity law for F 

(3.8) (X +F Y) +F Z = X +F (У +F Z) 

and using the definition or Д, we get 

(3.9) tp{X) +G <p(Y) +G p(Z) +G Д ( 1 , Y) +G A(X +F У, Z). 

Applying cp to the right hand side of (3.8), we get 

(3.10) <p(X) +G <p(Y) +G <p(Z) +G A ( X , Y + F Z) +G A(y, Z). 

From (3.10) and (3.9) we obtain 

(3.11) A ( X , Y) +G A ( X + F Y, Z) = A ( X , Y +F Z) +G A(F, Z). 

Using the assumption m • / = 0, we see that (3.11) implies the second cocycle rule 

(3.12) A ( X , Y) + A(X +Fo y, Z) = A ( X , Y +Fo Z) + A(F, Z). 

The other cocycle rules are proved in a similar manner, replacing (3.8) by the com-
mutativity resp. the distributivity law of F. This proves 1. 

Part 2 of the proposition is a straightforward consequence of the definition of 
(A;{^a}) . To prove 3., we continue with the notation used in the proof of 1. Let 
(pF(X) be another lift of 7p, and let (A7; {S'A}) be the cocycle it defines. We can write 
<P* = ¥ + G tp, with ip e /[[All. Then 

e((TT)f(X)) = (tt)G(e(x)+gott(x)+gw((tt))F(x)) 

= [*]G{v'(X)) +G (SV(X) + G ^(WFW)). 
For the second equality we have used that Im = 0. We conclude that 5'N(X) — 57R(X) = 
^([TT]F(X)) is the 7r-component of the coboundary of ip. Then Lemma 3.1 implies that 
the two cocycles differ by the coboundary of ip. Hence (A; {o^}) and (A7; {5'a}) lie in 
the same class in H2(FQ,I). It follows from 2. that this class vanishes if and only if 
Tp G Hom#(F, G). This completes the proof of 3. and the proposition. • 

Lemma 3.3. — In the setting of Proposition 3.2 let (F, 7 ) be a lift of F0 to R and let 
F be the reduction to R. 

1. Proposition 3.2 defines a bijection between deformations of F to R and cocycles 
in Z2(FQ,I). Its inverse is given by assigning to (A; {£a}) the deformation 
FA(X,Y) = X+FY + f A(X,Y) andl5{a)=1(a)+Fb'a. 

2. Two cocycles are in the same cohomology class if and only if the corresponding 
deformations are isomorphic via an isomorphism which lifts the identity of F. 

Proof. — For the first assertion we have to check that (FA,7,5) is a formal module. 
From I2 — 0 we obtain that the equations (3.1) to (3.5) also hold with F replaced by 
FA. These equations immediately imply that (FA,7^) is a formal module. For FA, F 
and (p = X we obtain the cocycle (A, {§a})- Then the second assertion follows from 
Proposition 3.2, 3. • 

Corollary 3.4. — Let FQ, R, and I be as above with спаг(Д) = p, ht(Fo) = h, and 
(A;{6a})€Z2(F0,I). 

1. Let g<h. Then 5V{X) = 0 (mod X«""1+1) if and only if Sv e I[[Xq9}]. 
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2. The following are equivalent: 

(a) The cocycle (A; {Sa}) is the coboundary of some ip(X) G ^[[AT]]. 

(b) SK € I[[X"H}}. 

(c) Let (F, 7 ) 6e a Zz/i o/Fo ¿0 a formal OK-module over R. Then the identity 

of F lifts to an isomorphism between (F, 7 ) and (FA, 7 5 ) . 

If these conditions are satisfied, (A; {£a}) is t/ie coboundary ofip = do(3~1 where 

d(Xqh) = ôn{X) and(3(Xqh) = [TT]FO(X). 

Proof If Sn(X) = 0 (mod X^9 +1) then 

[TT}FA(X) = 5„(X) +F [TT}F(X) = 0 (mod ( X ^ + 1 ) ) , 

thus M(FA ) > g — 1. This shows that 5N(X) = [7r]i?A(X) — F [TT]F(X) is a power 

series in XQ9. The other assertion of 1. is trivial. The equivalence of (a) and (c) of 2. 

follows from Lemma 3.3. From Lemma 3.1 we see that (A;{Sa}) = (A^; {5$}) for 

some I/J if and only if SN(X) = 5t(X) = I/J([TT}F(X)) = <I/J([IT]FO(X)). Here the last two 

equations follow from Im = 0. As ht(Fo) = /1 , this implies (b). On the other hand 

assume (b) and let d(XQH) = SN(X) and (3(XQH) = [TT]FO(X). Then the 7r-component 

of the coboundary of ib = d o 3~1 is Sn. • 

Let O7^ be the completion of the maximal unramified extension of OK- Denote 

by O7^[[t]] = O7^[[ti,... ,th-i]] the power series ring over O7^ in /1 — 1 variables. Let 

k = OnKr/(n). 

Lemma 3.5. — Let (F, jF) be a normal OK-module over k of height h < oo . Then 

there exists a formal OK-module ( T , 7 ) over O7^[[t]] which over k reduces to F 

with the following property: For 1 < i < h — 1 denote by ( ^ , 7 ^ ) the reduction to 

dzr[[t]]/(tu...,ti-1). Then 

(3.13) 7 i ( 7 r ) ( X ) = TTX + UXQX (mod deg(<f + 1)) . 

Proof — The module F corresponds to a map TP : AQK = OK[9I,92, - - •} k with 

gi 0 for all z < qh — 1. Let (P : AQK —» O7^ be a lift with the same property. We 

choose 

fi = 
tj 

VIDI) 

if i = QJ' - 1 with 1 < J < H - 1 

else. 

Let T be the formal C^-module corresponding to the map AQK —» 0^r[[t]] which 

maps gi to fi. Then for ( 1 ^ , 7 ^ ) we see that gqi-\ is the first generator which is 

mapped to a nonzero element in C^r[[£]]/(£1,. . . , U-\). From the description of A^"1 

in the proof of Theorem 1.4 we see that J1(TT)(X) has the desired form. • 

Note that a proof of this result can also be found in [GH, Section 12]. 

Let (F, 7 i? ) be a normal formal C^-module of height h < 00 over k. Let ( r , 7 ) be 

the deformation over C^r[[t]] defined in Lemma 3.5. Let ( P , 7 2 ) be the reduction of 

( r , 7 ) to k[[ti]]/(ti)2 = Ri and let {F^F)R% be the base change of (F, jF) to Ri. 
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Proposition 3.6. — For F as above we have dim/c H2(F, k) — h — 1. The cocycles 

( A * ; { ^ } ) associated to the pairs of deformations (F ,7F) / ^ cmd ( r* ,72 ) with values 

in tiRi = k satisfy 

(3.14) Si=UXqt (mod degc/ + l ) . 

Their classes form a basis for H2(F, k). 

Proof. — Equation (3.14) immediately follows from (3.13). Corollary 3.4, 2. shows 

that the 7r-components of coboundaries are power series in Xq . Thus (3.14) implies 

that the classes of the cocycles (A2; {<%}) are linearly independent in H2{F,k). Let 

(A; {Ja}) G H2(F,k). Then by Corollary 3.4, 1., ^ is of the form (3{Xq9) with 

/3'(Q) 0. If g < h we subtract a suitable multiple of (A9; {ô%}) to annihilate the 

coefficient of XT . In this way we can inductively represent the cocycle (A ; {Sa}) as a 

linear combination of the (A2; {ôza}) plus a cocycle whose 7r-component is congruent 

to 0 modulo Xqh 1+1. Hence by Corollary 3.4, the cohomology class is a linear 

combination of the classes of the (Az; {ôla}). • 

Definition 3.7. — Let R be a local ring with maximal ideal m. For a power series / 

with coefficients in R let / * be the reduction modulo m. A *-isomorphism between 

C^-modules F, G over R is an isomorphism (p G Hom#(F, G) with ip*(X) = X. 

Let F be a fixed (9^-module of height h < oo over /c = O7^ /{TT). We consider 

the functor PF which assigns to each complete local noetherian O^-algebra R with 

residue field k and maximal ideal m the set of isomorphism classes of formal OR-

modules over R that modulo m reduce to F. 

Theorem 3.8 (Universal deformation). — Let (F, 7 ^ ) be an Ox-module over k of 

height h < 00. Then Dp is represented by On,rK [[£]]. 

Proof. — As k is separably closed, Lemma 2.5 shows that we may assume (F, 7 ^ ) to 

be normal. Let ( T , 7 ) be the deformation over C^r[[£]] of Lemma 3.5. Let ( $ , 7 $ ) G 

T>F(R) for some complete local noetherian (9^r-algebra R with residue field and 

maximal ideal m. As R is complete, it is enough to show that for each r G N the 

following holds: If the projection <I>r of $ to R/mr corresponds to a homomorphism 

<pr • OKFM] ~> R/M^ then there is a unique lift tpr+1 : d^r[[t}} -> R/m^1 of <pr 

corresponding to 3>r+i. 

Let -0 be any lift of <pr to i?/mr+1[[X]]. Then the pair of deformations 0 ( T , 7 ) , 

(3>r+i5 7$r+i) corresponds to an element of H2{F\ mr/mr+1), hence to a uniquely 

defined linear combination of the A1 with coefficients ai in mr/mr+1. Let ipr+i{U) = 

V>(^) + ai. Then by Corollary 3.4, the deformations 4>r+i and </?r+i(T,7) of F over 

i?/mr+1 are isomorphic via an isomorphism which lifts the given isomorphism over 

R/mr. As the classes of the A1 are linearly independent, tpr-\-i is unique. • 
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8. C A N O N I C A L A N D Q U A S I - C A N O N I C A L L I F T I N G S 

by 

Stefan Wewers 

Abstract. — The present note gives a detailed account of the paper of Gross on 
canonical and quasi-canonical liftings. These are liftings of formal O-modules with 
extra endomorphisms, and thus correspond to CM-points in the universal deformation 
space. 

Résumé (Relèvements canoniques et quasi-canoniques). — Nous donnons un exposé dé­
taillé des travaux de Gross sur les relèvements canoniques et quasi-canoniques des 
(O-modules formels, qui correspondent aux points CM dans l'espace de déformations 
universel. 

The present note gives a detailed account of Gross' paper [G] on canonical and 

quasi-canonical liftings. We make heavy use of results of Lubin and Tate [LT2] and 

Drinfeld [D] which are reviewed in [VZ]. All the results presented here have been 

generalized to the case of arbitrary finite height by J. K. Yu [Yu]. 

I thank Eva Viehmann, Inken Vollaard and Michael Rapoport for careful proof­

reading and helpful discussions. 

1. Canonical lifts 

In this section we study canonical lifts of a formal Ok-niodule of height two with 

respect to a quadratic extension L/K. In particular, we prove the first main result 

of [G] which computes the endomorphism ring of the reduction of a canonical lift 

modulo some power of the prime ideal of OK-

2000 Mathematics Subject Classification. — 14L05, 14K22. 
Key words and phrases. — Formal (O-modules, canonical liftings, Lubin-Tate theory. 
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1.1. Throughout this note, K denotes a field which is complete with respect to a 
discrete valuation v, and whose residue class field is finite, with q = pf elements. We 
denote by O x the ring of integers of K. We fix a prime element TT of K, and we 
assume that V(TT) = 1. 

Let i : OK —> R be an Ox-algebra. Recall that a formal OK-module over R 
is given by a commutative formal group law F(X, Y) = X + Y + • • • G R^X, Y}} 
together with a ring homomorphism 7 : OK —> End#(F) such that the induced map 
OK —• End#(LieF) = R is equal to the structure map i. Whenever this is not likely 
to be confusing, we will omit the maps i and 7 from the notation. Given an element 
a G OK, we write [O\F(X) = i(a)X + - • • G R((X)) for the corresponding endomorphism 
of F. 

If Fi, F2 are two formal Ox-modules over R, we write Homfl(Fi, F2) for the 
group of homomorphisms a : F\ —» F2 of formal Ox-modules, i.e., Ox-hnear ho-
momorphisms of formal groups. Similarly, End#(F) denotes the (in general non-
commutative) ring of OxThiear endomorphisms of F. Note that End^(F) is an O x -
algebra. 

1.2. Let k be an algebraic closure of the residue class field of OK- We regard k as 
an Ox-algebra, and write a G k for the image of an element a G Ox-

Let G be a formal Ox-module over k and let a G k ((X)) be an endomorphism of 
G, with a ^ 0. By [VZ, Lemma 2.1], there exists an integer h = ht(a) > 0, called 
the height of a, such that a ( X ) = /^(A9 ), with ^ ' ( 0 ) 7̂  0. It is easy to check that 
the function ht : End^(G) —» Z>o U {00} (we set ht(0) : = 00) is a valuation on the 
Ox-algebra End^(G). We say that the formal Ox-module G has height h, if the 
endomorphism [TT]G has height h. In other words, the restriction of the valuation ht 
via the structure map O x —» Endfc(G) is equal to h~l • v. 

We recall the following fundamental result. 

Theorem 1.1. — For each natural number h, there exists a formal OK-module G over 
k of height h. It is unique up to isomorphism. The ring End^(G) is isomorphic to the 
maximal order OD of a division algebra D of dimension h2 over K, with invariant 
mv(D) = 1/h. 

Proof. — (Compare with [D], Proposition 1.7.) The existence of G follows from 
Lubin-Tate theory, as follows. Let L/K be the unramified extension of degree h. 
Extend the algebra map O x —» k to OL , which gives k the structure of an OL-
algebra. Let F be the Lubin-Tate module of OL with respect to the prime element 7r, 
i.e., the (unique) formal OL-module over OL such that [TT]F = ^X + XQ , see [LT1]. 
By restriction, we may regard F as a formal Ox-module. Then G := F®k is a formal 
Ox-module of height h over k. 

The uniqueness of G is more difficult. See e.g. [H, Theorem 21.9.1]. 
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Let us sketch a proof of the last statement of Theorem 1.1. Set H := End/C(G). 

We may assume that G is the reduction to k of the Lubin Tate module for OL, 

where L/K is unramified of degree h. Since the natural map OL = End(F) —> H is 

injective (see [VZ, Lemma 2.6]), we have OL C H. By construction, the group law 

G(X, Y) = X + Y + . . . and the endomorphisms [O\G(X) = a X + . . . , for a G O ^ , are 

power series with coefficients in ¥q. Moreover, we have [7T]G(^0 = XQ . Hence the 

polynomial II(X) := XQ defines an element II G H with II ^ = TT. One checks that 

n([a]G(X)) = K ] c ( n ( X ) ) , 

where a G Gal(L/K) is the Frobenius. From there, it is easy to see that the subalgebra 

OD •= £*L[n] °f H is the maximal order of a division algebra D of dimension h2 over 

K, with invariant 1/h. It remains to be shown that OD = H. 

Let a ( X ) = a X + . . . be an element of H. Since a commutes with [TT}G(X) = XQ , 

the coefficients of a lie in ¥qh = OL/KOL- Let a G OL be a lift of a. Then a — [a]c 

is an endomorphism of G with positive height, and therefore lies in the left ideal 

H • II C H. We have shown that the natural map 

OD — H/(H.U) 

is surjective. Now the desired equality OD = H follows from the fact (which is easy 

to prove) that H is complete with respect to the U-adic topology. • 

1.3. For the rest of this note, we fix a formal Ox-module G of height two over k. 

By Theorem 1.1, G is uniquely determined, up to isomorphism, and OD •= End/^G) 

is the maximal order in a quaternion division algebra D over K with invariant 1/2. 

Let L/K be a quadratic extension. Let TTL denote a prime element of L. By [S, 

§XIII.3, Corollaire 3], there exists a i^-linear embedding K : L ^ D. It is unique 

up to conjugation by elements of DX . We choose one such embedding and consider 

L, from now on, as a subfield of D. Note that OL C OD- Via this last embedding, 

we may regard G as a formal (9L-module over k. In particular, we obtain a map 

OL —> End(LieG) = k, which extends the canonical morphism OK —• k. 

Let A be the strict completion of OL with respect to A:. In other words, A is the 

completion of the maximal unramified extension of OL, together with a morphism 

A —• k extending the morphism OL k. 

Definition 1.2. — A canonical lift of G with respect to the embedding K : L ^ D is a 

lift F of G over A in the category of C^-modules. 

In more detail, a canonical lift is a formal Ox-module F over A, together with 

an isomorphism of Ox-modules A : F 0 k ^ G and an isomorphism of Ox-algebras 

7 : OL —> End(F), such that the following holds. First, the composition of 7 with the 

regular representation End(F) —> End(LieF) = A is the canonical inclusion OL C A. 

Second, the composition of 7 with the inclusion End(F) ^ End(G) — OD induced 

by A is equal to K. Note that 7 is uniquely determined by the lift F and the first 
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condition. We will omit it from our notation and simply write [cl]f : F —» F for the 

endomorphism 7 (a) . Also, the fixed embedding k will mostly be understood, and we 

write [cl]g - G —• G for the endomorphism n{a). 

Since G has height one as an C^-module, it follows from [VZ, Theorem 3.8], that 

a canonical lift F is uniquely determined, up to ^-isomorphism, by the embedding 

k. On the other hand, using Lubin-Tate theory and the uniqueness statement of 

Theorem 1.1, we also conclude that a canonical lift F exists, for any choice of k. SO 

it is justified to speak about the canonical lift F of G, with respect to k. By choosing 

a suitable parameter X for F, we may always assume that 

[TTL]F(A) = ttlX + XQ2 \ 

where e is the ramification index of the extension L/K. 

1.4. Let F be the canonical lift of G over A, with respect to a fixed embedding 

k : L ^ D. For any positive integer n, we set 

An := A/nl^A, Fn := F ®A An, Hn := EndAn(Fn). 

Since Ol C HN for all 72, we may consider the rings HN as left (^-modules. We have 

a sequence of C^-linear maps, which are injective by [VZ, Lemma 2.6]: 

HN C—> Hn-i c—> • • • c — > HQ = OD-

We shall consider Hn as an C^L-submodules of OD- Since 4̂ is complete, we have 

nn>oHn = OL-

By [VZ, Proposition 3.2], we have an injective map 

Hn-\/Hn '—> H2(G, Mn), 

where M „ := K ) / K + 1 ) . 

Lemma 1.3. — Fix n > 1 and Ze£ a be an element of Hn-i — Hn. Then [kl}g 0 ct G 

i/n — i/n+i. 7n o /̂ier words, multiplication with ttl induces an injective homomor­

phism of Ol-modules 

Hn-i/HN C—> HN/Hn+i. 

Proof. — We may represent a by a power series a(X) G ^.[[A]], without constant 

coefficient, whose reduction modulo TT£ is an endomorphism of Fn-i. We write an 

:or the reduction of a modulo 7rL+1. Set 

e \— ci o [7T]F — F [7T]F O a. 

Since cen_i is an endomorphism of Fn_i, we have e = 0 (mod 7rL). Moreover, if 

(A, {ôa}) G Z2(G, Mn) denotes the cocycle associated to an by [VZ, Proposition 3.2], 

then we have 

e = 6n (mod7TL+1). 
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By assumption, the enolomorphism an_i of Fn-i cannot be lifted to an endomorphism 
of Fn. Therefore, Corollary 3.4 of [VZ] shows that e(X) = cXq + . . . , with c G 

K ) - « + 1 ) . 
Set 

e' := [TTL]F ° ® o [TT]F -F [TT]F O [7TL]F ° a. 

Since [TTL]F is an endomorphism of F, we actually have e' = [TTL\F ° e. Using our 
2 / C 

assumption {KL]F(X) = nLX + XQ and the congruence e = 0 (mod 7rL), we see 

that 
e' = 7rFcXq + • • • = 0 (mod TTL+1). 

By [VZ, Corollary 3.4], this implies that [TTL]F ° ctn is an endomorphism of Fn, 
i.e., [TTL] o a <E Hn. Moreover, if ( A ' , {Sfa}) G Z2(G, Mn+i) denotes the cocycle 
associated to [717,! o an+i, then we have 

e' = <j; ( m o d 7 r L + 2 ) . 

Since 7rLc G (TTL ) - (TT2 ), Corollary 3.4 of [VZ] shows that [TTL}F O an cannot be 
lifted to an endomorphism of Fn. This means that [TTL] 0 CY ^ Hn+\. • 

We can now prove the main result of this section (Proposition 3.3 in [G]). 

Theorem 1.4. — For n > 1 we have HN = OF + TTLOD. 

Proof. — Each group Hn is a submodule of the free rank-two OL-module OD and 
contains the direct factor OL C OD- Therefore, the quotients Hn-i/Hn are cyclic 
OL-modules. By Lemma 1.3, these quotients are killed by TTL- Hence Hn^i/Hn is 
either 0 or isomorphic to OL/^LOL- We claim that only the second case occurs. The 
case n = 1 is dealt with in the following lemma. 

Lemma 1.5. — We have H\ / H0 = OD-

We will prove this lemma in the next subsection. Lemma 1.3 says that left multi­
plication with TTL induces an injective map Hn^i/Hn ^ Hn/Hn+i. So by induction 
on n, Lemma 1.5 and the arguments preceding it show that Hn/Hn+i = OL/^LOL 
for all n and that OD/HU is an 0L-module of length n, killed by TTL. The theorem 
follows immediately. • 

1.5. We are now going to prove Lemma 1.5. We distinguish two cases. 

Case 1: L/K is unramified. In this case, we may assume that TTL = TT and hence 

[TT]F = nX + Xq\ Then 

OD = OL 0 OL • II, 

where n = Xq, see the proof of Theorem 1.1. Let a = ^2i>qo,xXl G ^4i[[X]] be a 

lift of n with leading term Xq. Let (A , {Sa}) G Z2(G, M\) be the cocycle associated 
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to a. Using Taylor expansion, we see that 

öir(X)=a([ir]Fl(X))-fi((&(X)) \n}Fì(a(X)) 

= {a(X02) + IR-A'{X<}2)X) -Fl ( Tra{X) + A(xq2 ) 

= -TTX9 + • • • ^ 0. 

(Here we use the notation a' : = da/dX.) Therefore, by [VZ, Corollary 3.4], we have 

Case 2: L/K is ramified. Then TTL satisfies an Eisenstein equation over Ox? which 

we may normalize to 

IX\ + Ü7TL + 7T = 0, 

with a G TTOK- Assuming, as usual, that [7TL]F = TTLA + Xq, a short computation 

yields the congruence 

(1.1) [TT]F{X) = -7TLXq -Xq + . . . (mod TT). 

Let j G OD be an element which generates an unramified quadratic extension of K. 

We may assume that j(X) = uX +..., where u G k generates the quadratic extension 

of the residue class field of OK- Lift j to a power series a(X) = uX + • • • G ̂ 4i[[A]] 

modulo 7r, and let (A , {5a}) G Z2(G,M\) be the associated cocycle. Then uq ^ u 

(mod TTL). Using the congruence (1.1), we compute 

ön(X) = a([7T]Fl(X)) -Fl [ir]Fl(a(X)) 

= {u(-7TLXq — Xq ) + • • • ) _ F i ( — *La(X)q - a(X)q~ ) 

= 7TL(uq ~u)Xq + ... 

As in Case 1, we use [VZ, Corollary 3.4], to conclude that j 0 H\. 

2. Isogenies and Tate modules 

In this section we review the connection between the endomorphism ring and the 

isogeny classes of a formal Ox-module on the one hand, and lattices inside the Tate 

module on the other hand. These results will be used in the following section on 

quasi-canonical lifts. 

2 .1 . As in the previous sections, K denotes a field which is complete with respect to 

a discrete valuation and has a finite residue field of order q = pf. We let k denote an 

algebraic closure of the residue field of K. Furthermore, A is a flat local Ox-algebra 

which is a complete discrete valuation ring with residue field fc, and M is the fraction 

field of A. We fix an algebraic closure M of M. 

Let F be a formal Ox-module of finite height h over A (not necessarily a canonical 

lift). We write 

A ( F ) : = F(A/)tor = UnF[rrn] 
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for the torsion subgroup of F and 

T(F) := 
n 

F(ttn) 

for the Tate module of F. These are Ox-modules with a continuous, Ox-lmear action 
of G a l ( M / M ) . As Ox-modules, we have non-canonical isomorphisms 

A(F) ^ {K/GK)h, T(F) ^ OhK. 

Set V(F) := T(F) ®oK K', then we have a canonical short exact sequence of 
Gal(M/M)-0K-modules 

(2.1) 0 T(F) —> V(F) —> A(F) 0. 

Let A! be a finite extension of A, and let F be a formal Ox-module over A . An 
isogeny between F and F' defined over A! is a nonzero homomorphism a : F <S>A A' —> 
F' of formal Ox-modules. If such an isogeny exists, then we say that F' is isogenous 
to F (over A'). For simplicity, we shall write a : F —> F', and consider a as a power 
series in [[X]] whose coefficients generate a finite extension of A. We say that cx is 
defined over A! if a G A'pT]]. 

Given an isogeny a : F —> F' we obtain a diagram 

(2.2) 0 0 N 

0 - T ( F ) v(F) A ( F ) 0 

T(a) V(a) A(a) 

0 T ( F ' ) v(F') A ( F ' ) 0 

CokerT(a) 0 0 

with exact rows and columns. Note that N is equal to the kernel of a; it is a finite 
Ox-submodule. A trivial version of the snake lemma shows that we have a canonical 
isomorphism N = CokerT(a). 

The following theorem states that every finite Ox-submodule of A(F) arises as the 
kernel of an isogeny. More precisely: 

Theorem 2.1. — Let N c A(F) be a finite Ox-submodule, Tf C T the stabilizer of N. 
AF C M the fixed field of Tf and A' the valuation ring of M'. Then the formula 

a{X) : = 

z cN 
( X - F z ) c A ' l X ) 

defines an isogeny a : F —> F' over A'. It has the following properties. 

1. Ker(a) = N. 
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2. Let (3 : F —* F" 6e an isogeny with TV C Ker(/3). TTien £/&ere exists a unique 

isogeny 7 : F' —> F" u> /̂i ft = j o a. 

Proof. — See [H, §35.2]. 

2 .2 . It will be more convenient for us to reformulate Theorem 2.1 in terms of lattices 

T' C V(F) (instead of finite subgroups TV c A(F)) . Let F be a formal O^-niodule 

of finite height over A. Set T := T(F) and V := V(F). 

Corollary 2.2. — 1. Let T' C V be an Ox-lattice containing the lattice T 

(a superlatticej. Then there exists an isogeny a : F —>• F' such that 

T' = V{a)~1[T{F')). If T" is a superlattice of T' and (3 : F —» F" an isogeny 

with T" = V{(3)~1 [T{F")), then there exists a unique isogeny 7 : Ff —» F" such 

that [3 — 7 o a. 

2. Let T' C T be an OK-sublattice. Then there exists an isogeny a : F' —» F such 

that T' = Im(T(a)). If T" C T' is another sublattice, and (3 : F" —* F is an 

isogeny such thatT" — Im(T(/?)), then there exists a unique isogeny y : F" F' 

with (3 = a o 7 . 

Proof. — Given T' as in Part 1, we set TV := T'/T. Via the short exact sequence (2.1), 

we consider TV as a (finite) (Dx-submodule of V. Let a : F —» Ff be the isogeny 

with kernel TV, which exists by Theorem 2.1.1. Then the diagram (2.2) shows that 

T' — V(a)~l(T(Ff)). This proves the first assertion in Part 1. The second assertion 

follows from Theorem 2.1.2. 

We are now going to prove Part 2 of the corollary. Let T' C T be a sublattice. 

Choose an integer n such that TxnT C T'. By Part 1 of the corollary, there exists an 

isogeny (3 : F —> Ff such that V(f3)~l (T(Ff)) = 7T~nTf. The kernel of (3 is isomorphic 

to 7r -nT/ /T, which is an Ox-niodule killed by 7rn. Therefore, Theorem 2.1.2 shows 

that there exists an isogeny a : F' —* F with ao(3 = [7rn]i?- By construction, we have 

Im(T(a)) = 7rn • V(ß)-l(T(F')) = T'. 

This proves the first assertion of Part 2. The proof of the second assertion is left to 

the reader. • 

2.3. Let F, T and V be as before. The faithful representation of End(F) on V 

extends to a faithful representation 

End°(F) := End(F) ®Qk K <—> EndK(V). 

We will from now on consider elements of End°(F) as elements of Endx(U). 

Let T',T" be Ox-superlattices of T inside V. Let a : F F' and (3 : F F" 

be the corresponding isogenies, as in Corollary 2.2.1. We identify V(F') and V(F") 

with V, ma the isomorphisms F(a) and V{[3). Then T7 = T(F') and T/; = T{F"). 
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Corollary 23. — The map which sends a homomorphism I/j : F' —> F" to the induced 
endomorphism ib : V = V(F') —• V(F") = V is a bijection 

RomiF^F") { ^ G End°(F) | tp(T') C T" } . 

Proof. — Let ip : F' —> F" be a homomorphism and 0 G Endx(^) the induced 
endomorphism of V. By definition, we have 0(T') C T". We have to show that yj G 
End°(F). Set 7 := 0 o a : F —> F". The isogeny 7 corresponds, ma Corollary 2.2.2. 
to the sublattice ip{T) C T". From the same point of view, the isogeny (3 : F —> F/; 
corresponds to the sublattice T C T". Choose an integer n such that 7rn0(T) C T. 
Then by Corollary 2.2.2, there exists an endomorphism 0 : F —• F such that /? o 0 = 
7 0 [7I"n]F- One checks that 0 = n11^, as elements of Endx(V^), which shows that 
0 G End°(F). 

Conversely, let 0 be an element of End°(F) C EndK{V) with $(T') C T". By 
definition, we can write 0 = 7r_n0 for some endomorphism 0 : F —> F. The isogeny 
a o [ 7 r n ] F : F F' (resp. the isogeny /3o0 : F —> F") corresponds, via Corollary 2.2.1. 
to the superlattice 7r_nF7 D T (resp. the superlattice 0~1(T//) D T). The assumption 
0(T') C T" together with <0 = 7r~n0 implies 7r"nT/ C 0-1(T"). Therefore, by 
Corollary 2.2.1, there exists an isogeny tp : F' —» F" with ip o a o [7rn]x = (3 o <p. By 
construction, -0 is the image of 0 under the embedding Hom(F/,F//) ^ Endx(^)-
This concludes the proof of the corollary. IZ 

3. Quasi-canonical lifts 

A quasi-canonical lift is a lift whose endomorphism ring is an order in a quadratic 
extension L/K. In this section we show that every quasi-canonical lift is isogenous to 
a canonical lift, and we determine the set of isomorphism classes of all quasi-canonical 
lifts together with its natural Galois action. 

3 . 1 . We now come back to the situation of Section 1. In particular, G is the (unique) 
formal Ox-module of height two over k. We fix a quadratic extension L/K, an O x -
linear embedding n : OL ^ O D '= End&(G). We denote by F the canonical lift of G 
with respect to n. Recall that F is defined over A, the strict completion of OL with 
respect to the map O x —» k induced by the OL-action on Lie(G). 

Let M denote the fraction field of i , M an algebraic closure of M and T := 
G a l ( M / M ) . We let T:=T(F) denote the Tate-module of F and V := T^qk K. Note 
that T has the structure of a free OL-module of rank one, and that the T-action on 
T is continuous and OL-linear. By Lubin-Tate theory, the resulting homomorphism 

(3.1) p : T = G a l ( M / M ) — > O* 

yields an isomorphism Tab ^ O^. Identifying T with the inertia subgroup 
of Gal(L/L), the homomorphism (3.1) is the inverse of the reciprocity map 
Lx -> Gal(L/L)ab of local class field theory, restricted to O * . See [LT1]. 
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Fix an integer s > 0. Let 

qs:= ok+ol.tts 

denote the order of OL generated by OK and the ideal OL • TTS . It is easy to see 
that every order of OL containing OK is equal to OtS, for some s. Let Ms/M be the 
ring class field of O * , i.e., the fixed field of the subgroup Ts C T, where Ts is the 
inverse image of O * C O^ under the inverse reciprocity homomorphism (3.1). In 
other words, we have 

Gal(Ma/M) ~ O L / O S X . 

An easy computation shows that, for s > 1, 

[Ms:M] = \öl/ö*\ = 
qs (q + 1), if LIK is unramified, 

qs, if L / i f is ramified. 

Definition 3.1. — A quasi-canonical lift of G of level s (with respect to the embedding 
K : OL ^ OD) is a lift F of G, defined over some finite extension A'/A, together with 
an Ox-algebra isomorphism 7 : OS ^ End(F'), such that the following holds. 

1. The composition of 7 with the representation End(F') End(LieF') = A' is 
the canonical embedding OS c—• A1'. 

2. The composition of 7 with the embedding End(F;) ^ OD is equal to the 
restriction 01 K to OS C OL-

To ease the notation, we will usually omit the isomorphism 7 and the embedding 
K from our notation. Note that a quasi-canonical lift of level 0 is the same thing as a 
canonical lift (which exists and is unique). For general 5, we have the following result. 

Theorem 3.2. — Let OM* denote the ring of integers of Ms. 

1. Let F' be a quasi-canonical lift of level s. Then there exists an isogeny 

a:F —> F' 

of degree qs, defined over OMs - It is unique up to composing a with an element 
of Aut (F) = (9L . In particular, F' can be defined over OMS-

2. The set of *-isomorphism classes of all quasi-canonical lifts of level s is a prin­
cipal homogeneous space under the action of Gal (Ms/M). 

Remark 3.3. — The proof of this theorem will show that the action of Gal (Ms/M) on 
the set of *-isomorphism classes can be described as follows. Let (F7, A) be a quasi-
canonical lift of level s (with A : F' 0 k ^ G), and cr e T. Then the lift (F;, A)a is 
*-isomorphic to the lift (F7, [P(CT)-1]G< O A). Therefore, by Theorem 3.2.2, two quasi-
canonical lifts of the same level are always isomorphic as formal Ox-modules. 
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3.2 . Let a : F —» F' and ¡3 : F —» F" be two isogenies with source F. We say 

that cv and ¡3 are isomorphic if there exists an isomorphism of formal Ox-modules 

7 : F' ^ F" with ¡3 = 7 o a. 

Fix an isogeny a : F F'. To simplify the notation, we will identify V(F') 

with ma the isomorphism V(a). Then, by Corollary 2.2.1, a corresponds, up to 

isomorphism, to an Ox-superlattice T' D T in V. Moreover, by Corollary 2.3, a 

induces an isomorphism of Ox-algebras 

(3.2) End(F') ^ { 0 G L = End°(F) | <j>{T') C T' } . 

This exhibits End(F') as an order of OL-

Lemma 3.4. — Let T be a free O^-module of rank one, V := T &oK Let T' D T 

be an OK-superlattice in V. Then there exists a generator t of T (i.e., T = OL • t) 

and integers n, s > 0 such that 

n l - T ' = (0K-TT-s+0L)-t. 

Moreover, the multiplicator OT> of T1 is equal to the order OS C OL-

Proof. — For T' D T as in Part 1, define 

n := maxjn' | TT£ T' d T } , s := min{ s' I TTS nnLT C.T}. 

Then TTLT''/T is a cyclic Ox-module, generated by an element of the form 7r~s£. 

Moreover, any t with this property is a generator of T. It follows that irLTf = 

(OK • TT~S + OL) • t. The proof of the fact that OS is the multiplicator of T' is standard 

and left to the reader. • 

A superlattice T' D T is called minimal of level s if T' = (Ox •7r_s + OL)-t, for some 

generator t of T. The corresponding isogenies a : F —> F' are also called minimal of 

level s. We let Xs denote the set of isomorphism classes of minimal isogenies of level 

s. The Galois group T acts on XSl in a natural way. There is also an action of OL 

on Xs, given by composing a : F —> F' with the automorphism [a]p : F ^> F, for a cOxl. 

Proposition 3.5. — The actions of F and O^ on Xs are anti-compatible via the reci­

procity homomorphism p : F —> O ^ , i.e., /or cr G F there exists an isomorphism 

7cr : (F'Y F' such that the diagram 

W)-1}F 

F 
&o 

{F'Y 

F 
a 

1er 

Ff 

commutes. Furthermore, Xs is a principal homogeneous space under the induced 

action o /Gal (M5/M) ^ 0^/Osx. 
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Proof. — If the isogeny a : F —>• F' corresponds to the lattice T'', then a o [a\p : 
F —» F', for a G OL , corresponds to the lattice a"1 • T;. Therefore, it follows 
immediately from Lemma 3.4 that the action of O^ on Xs is transitive, and the 
stabilizer of each element is equal to Oxs . To see that this action is compatible with 
the Galois action, fix an element a G T. Clearly, the kernel of aa can be identified 
with (Tf/T)a = p(a) - T'/T. Since this is also the kernel of ao [P(CT)_1]F, the existence 
of 7a follows from Theorem 2.1. The proposition is proved. • 

Proof of Theorem 3.2. We first prove Part 1 of the theorem. Let F' be a quasi-
canonical lift of level s. Set T' := T(F') and V := T'®oKK. The isomorphism OS ^ 
End(F/) extends to an isomorphism L ^ End°(F/), which gives V the structure of 
an L-vector space of dimension one and identifies OS with the multiplicator of the 
lattice V C V. 

LetT" C T' be a maximal O^-submodule of rank one. Then T' = (OK-TR^-f Ol)-t 
for some generator t of Tn', by Lemma 3.4. Let a : F" —» F' be an isogeny with 
\m(T(a)) — T;/, see Corollary 2.2.2. By Corollary 2.3, a induces an isomorphism 

End(F//) = { 0 G End°(F') = L | 4>(T") = T" } = OL. 

Therefore, F/r = F as formal Ox-modules. Choosing an arbitrary isomorphism F" = 
F, we can regard a : F = F/; F; as an element of Xs. Since O^ acts transitively 
on Xs, by Proposition 3.5, we have proved Part 1 of Theorem 3.2. 

Now we prove Part 2 of the theorem. In view of Part 1 and Proposition 3.5, we 
only need to show the following. For every minimal isogeny a : F —• F' of level s, 
there exists an isomorphism A : F' 0 k ^ G which makes F' a quasi-canonical lift. 
For this, we may assume that the isogeny a is given, as a power series with coefficients 
in OM. by the formula of Theorem 2.1: 

a(X) : = 

7<GKER(A) 

(X-Fl). 

Here Ker(a) is simply considered as a subset of the maximal ideal of the ring of integers 
of M. Therefore, the reduction of a to k is a(X) = Xq . By the proof of Theorem 1.1, 
we may assume that II(X) := Xq is an endomorphism of G and lies in the normalizer 
of OL = End(F) C OD- In particular, a = II6' is an endomorphism of G. Therefore, 
F' (8) k is actually equal to G. We define the isomorphism A : F' 0 k ^ G as the 
identity and claim that (F7, A) is a quasi-canonical lift. 

By construction, we have an isomorphism 

(3.3) End(Fr) = { 0 G L = End°(F) | 0(T') = T' } ^ OS. 

Hence the image of the natural injection End(F;) ^ End(LieF;) = OMS is an OK~ 
algebra isomorphic to OS. It must therefore be equal to OS. Let 7 : OS —> End(F;) be 
the resulting isomorphism. Then Condition 1 of Definition 3.1 holds by construction. 
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Let K' : OS ^ OD be the composition of 7 with the embedding End(F') ^ OD 
induced by the identification F' ® k = G. We have to show that K' is equal to 
the restriction of K to OS (see Condition 2 of Definition 3.1). Tracing back the 
definitions, we see that n' = (tv\os)a is the conjugate of K\QS by a — IIs G OD- Since 
we assumed II to lie in the normalizer of the image of K, we have already proved 
that K' and K\OH have the same image and are equal up to composition with an 
element of G&\(L/K) = Z / 2 . However, if L/K is ramified, then the assumption that 
II normalizes OL already implies that II G OL, and we get K,' — K\OS as desired. 
Now assume that L/K is unramified. Then it suffices to show that KF and K\QS 
agree modulo the maximal ideal OD • LL But this is a consequence of Condition 1 of 
Definition 3.1. This concludes the proof of Theorem 3.2. • 

4. Canonical subgroups 

The main result of this section is Proposition 4.6 which computes the valuation of 
the formal modulus of a quasi-canonical lift. The heart of the proof of this proposition 
is the study of canonical subgroups and their behavior under isogenies. The relevance 
of canonical subgroups was first pointed out in [L]. 

4 .1 . We continue with the notation used in the last section. In particular, A is 
the completion of the maximal unramified extension of OL and M the fraction field 
of A. We choose an algebraic closure M of M and let v : M —>• Q U { 0 0 } denote the 
exponential rank-one valuation with V(TT) = 1. 

Let M'/M be some finite extension, and let A' denote the valuation ring of M'. 
Throughout this section, we will implicitly assume that the extension M'/M is 'suf­
ficiently large'. In practice this will mean that sometimes we have to enlarge M' in 
order to make certain torsion points Af'-rational. 

For the moment, we fix an arbitrary lift F of the formal Ox-module (7, defined 
over A' (not necessarily the canonical lift). By [VZ, Theorem 3.8], F is isomorphic to 
the pullback of the universal deformation F of G via a unique O^-algebra morphism 
Runiv —•» A. Moreover, Runiv can be written as a power series algebra OxIM- (The 
proof of this result in [VZ] does not provide us with a natural choice of the parameter 
?i, but this is irrelevant for us by Remark 4.2 below. See [HG] for a more explicit 
choice of the parameter u.) 

Definition 4.1. — The image of the parameter u under the morphism Runiv —> A! 
corresponding to F is denoted by u(F) and is called the formal modulus of the lift F. 
The rational number v(F) := min{v(u(F)), 1} is called the valuation of F. 

Remark 4.2. — It is clear that the valuation v(F) is actually independent of the choice 
of the parameter u. Therefore, v(F) depends only on the isomorphism class of F as 
a formal Ox-module, and not on the chosen isomorphism A : F 0 k ^> G. Indeed, 
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a unit 7 G GD induces an automorphism 7 of the universal deformation space of G 
(which sends the pair (F, A) to the pair (F, 7 o A)). Applying the automorphism 7 
amounts to replacing the parameter u by u' : = */*u. 

Definition 4.3. — A sub-Ox-module H C F[TT} of length one is called a canonical 
.Qii.hnrnii.'n i f 

v(x) > v(y) 

for all x G H and y G F[TT] — H. 

Note that a canonical subgroup, if it exists, is unique. We may therefore speak 
about the canonical subgroup of F . The two last definitions are related to each other 
in the following manner. 

Proposition 4.4 

1. Write [TT]F = •2>1 
at X1, with ai G A!. Then v{F) = mm{v(aq), 1 } . 

2. The lift F has a canonical subgroup if and only if 

v(F) < Q 
q+l 

Proof. — It follows from the proof of [VZ, Theorem 3.8], that we can choose for the 
parameter u defining the isomorphism Rnniw ^ 0^r[u] the gth coefficient of [TT]F, 
where F is the universal deformation of G. Therefore, Part 1 of the proposition is 
a direct consequence of the definition of v(F). Now Part 2 is easily seen by looking 
at the Newton polygon of [TT]F- Indeed, the slope filtration on the set F[TT] — { 0 } is 
also a filtration of Ox-modules. But as an Ox-module, F [ 7 r ] has length two, so there 
can be at most two finite negative slopes. Also, breaks occur only at i = l,q2 and 
possibly at i — q. Since v{ai) = 1 and v(aq2) — 0, we have a break at i = q if and 
only ifv(F) < q/(q + l). • 

4.2 . Fix a lift F of G defined over A' and a sub-Ox-module H C F[TT] of length one. 
Let a : F —» F' be the isogeny with kernel H, defined by Theorem 2.1. Recall that a 
is given by the power series 

(4.1) a(X) := U(X-F x). 
xeH 

Let us choose an isomorphism A7 : F' 0 k ^ G. We will use Xf as an identification, 
i.e., we will regard F' as a lift of G. As in Section 3.2, one can choose X' in such 
a way that a 0 k gets identified with the isogeny II = Xq : G -+ G. However, this 
choice is not at all canonical. In what follows, we are mainly interested in relating 
the two valuations v(F) and v{F'). By Remark 4.2, the choice that we have made is 
irrelevant for this problem. 

Let (3 : F —> F' be the unique isogeny such that [TT]F = P 0 OL. Then H' := ker(/3) 
is equal to the image of F[TT] under the isogeny a. Clearly, Hf is an Ox-module of 
length one. 
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Proposition 4.5 

1. Suppose that H is the canonical subgroup of F. There are two cases: 
(a) Ifv(F) < 1 then v(F') = q • v(F) and H' is not canonical. 

(b) / / 1 < v(F) < q 
9+1 

thenv(Ff) = l — v(F) and H' is the canonical subgroup 

2. Suppose that H is not the canonical subgroup of F. Again we have two cases: 
(a) Ifv(F) < q 

q+1 then v(F') = q -1 • v(F). 

(b) Ifv(F)> 
9+1 

then v(F') = 1 / ( 0 + 1). 
In both cases, Hf is the canonical subgroup of F1. 

Proof. — Suppose that H is canonical. By Proposition 4.4, we have v(F) < q/(q + l)-
Moreover, the proof of this proposition shows that the Newton polygon of [TX]F has 
exactly two finite negative slopes, namely 

si = -
l-v(F) 

q-1 
S2 = ~ 

v(F) 

q2 — q 

Here s± is the slope above the interval [1, q] and corresponds to the canonical subgroup, 
whereas 5 2 is the slope above [q,q2]. 

Pick an element y E F[TT] — H; then v(y) = — S2 = v(F)/(q2 — q). It follows 
from (4.1) that the element z := a(y) G H' has valuation 

viz) = 
x cH 

v(y - F x) = q • v(y) = 
v(F) 

q - l 

Now if v(F) < 1/q then v(z) < l/(q — q). This means that —v(z) is equal to the 
slope of the Newton polygon of [K]F' above the interval [q, q2]. We conclude that 

v(F') = (q2 - q) -v(z) - q • v(F) 

and that Hr is not the canonical subgroup of F'. On the other hand, if v(F) > 1/q 
then v(z) > l/(q2 — q). Therefore, v(z) is equal to the slope above the interval [l,g]. 
We conclude that 

v(F') = 1 - (q - 1) • v(F) = 1 - v(F) 

and that H' is the canonical subgroup of F'. This finishes the proof of Case 1. The 
proof of Case 2 is similar and left to the reader. • 

4 .3 . Let us now assume that the lift F is the canonical lift of G with respect to some 
fixed embedding K : L D. Note that we have v(F) — 1 if L/K is unramified and 
v(F) — 1/2 if L/K is ramified. In the former case, F has no canonical subgroup, 
whereas in the latter case the canonical subgroup of F is the kernel of [TTL\F-

For s — 1 , 2 , . . . , we define isogenies as : F —• FS inductively, as follows. First, 
choose a non-canonical (9x-submodule H C F[TT] of height one. Set F\ := F/H and 
let a i : F —> F\ be the natural projection. For s > 1, choose a non-canonical O x -
submodule HS C FS[TI} of height one, set FS+\ := FS/HS and let &s+1 : F —» Fs+i be 
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the composition of as with the natural projection Fs —* Fs+i. As we have seen in the 
last section, we can see Fs as a lift of G in such a way that the isogeny as reduces to 
the endomorphism IIs : G —» G modulo the maximal ideal of A!. This choice is by no 
means canonical; however, for the statement of the next proposition, the choice that 
we have made is irrelevant, see Remark 3.3 and Remark 4.2. 

Proposition 4.6. — The lift Fs is quasi-canonical of level s, and we have 

v(Fs)= 
1 

qs-1(q+1) 
1 

2qs' 

if L/K is unramified and s > 1, 

if L/K is ramified. 

Proof. — We proceed by induction over s. We start the induction at s = 1 if L/K is 
unramified and at s = 0 in the ramified case (one has to be careful with the notation: 
plugging in s — 0 into Fs should be understood as F). If L/K is unramified, then 
v(F) = 1 > q/(q + 1), and Proposition 4.5, Case 2(b), shows that v(Fi) = l/(q + 1). 
This is indeed as in the statement of the proposition. The statement of the proposition 
is also true for s = 0 if L/K is ramified. 

Suppose now that s > 1 or that L/K is ramified. Then v(Fs) < q/(q + 1), so 
Proposition 4.5, Case 2(a), shows that 

v(Fs+1)= v(Fs) 

q 
We see that the formula for v(FS) follows by induction. 

Since FS is isogenous to F, it is a quasi-canonical lift of some level. By construction, 
the isogeny as : F FS has degree qs. Let n be the maximal integer such that as 
factors over [TTL] ' F —> F. The proof of Theorem 3.2 shows that FS is quasi-canonical 
of level s' := s — 2n/e. 

Suppose n > 0. By the induction hypothesis, i v is quasi-isogenous of level sf. 
Therefore, by Remark 3.3, FS' and FS are isomorphic as formal Ox-niodules. But 
then we have v(FS) = v(FS'). This gives a contradiction with the formula for v(Fs) 
which we have already proved. We conclude that n = 0, i.e., that FS is quasi-canonical 
of level s. • 

Corollary 4.7. — Let FS be a quasi-canonical lift of level s and OMJA be the smallest 
extension over which it can be defined. Then the formal modulus u(FS) G OMs of FS 
is a uniformizer for the valuation ring OMS-

Proof. — It follows from Theorem 3.2 that OMS is the ring of integers of the extension 
MS/M, the ring class field of O*. Moreover, we may assume that FS is the lift 
constructed before Proposition 4.5. Therefore, the formula for v(FS) in Proposition 4.5 
shows that the valuation of u(FS) is equal to the reciprocal of the degree [MS : M\. 
This concludes the proof. • 
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Corollary 4.8. — Let Fs and Fs+i be quasi-canonical lifts of level s and 5 + 1 , respec­

tively. Let (3 : Fs —> Fs+\ be an isogeny of height one. Then H := ker(/3) is not the 

canonical subarouv, and 

v(Lie((3))=v(Fs+1). 

Proof. — We note that /3 identifies Fs+i with the quotient Fs/H. It follows from the 

proof of Proposition 4.6 that H is not the canonical subgroup of Fs and that therefore 

the nonzero elements x G H have valuation 

v(x) = 
v(Fs) 

q - q 

Set b := Lie(/3). The formula for (3 in terms of H (see Theorem 2.1) shows that 

v(b) = 

xeH-{o} 

v(x) -
v(Fs) 

q 

By Corollary 4.7, this is equal to v(Fs+i). 

5. Some complements 

We prove some technical results which are needed in [R]. 

5 .1 . Let K and k be as before. Let G be the formal Ox-module of height two over 

k, with endomorphism ring OD- We have seen in [VZ] that the formal cohomology 

group H2(G, k) has dimension h — 1 = 1. Therefore, the universal deformation ring 

of G is W\i\ (where W — O1^ is the completion of the maximal unramified extension 

of OK). 

Let A be a complete local Ox-algebra with residue field k and I <] A an ideal 

with m,4 - 7 = 0. Set A :— A/1. Let F,F' be two deformations of G over A and 

a : F0^4 —>• F'®Aa, homomorphism which is defined modulo I. Then the obstruction 

for lifting a to a homomorphism a : F —» F' is an element of the /c-vector space 

H2(G,I)^ H2(G,k) ®k I. 

Indeed, as in [VZ, Section 3], a lift a(X) £ ^.[[^]] of a as a power series defines a 

cocycle (A; 6a), 

A(X,Y) := a(X +F Y) -F, a(X) -F, a(Y), 

Sa(X) := a([a}F(X)) -F, [a}F,(a(X)). 

The cohomology class of this cocycle is independent of the chosen lift a. It vanishes 

if and only if there exists some lift a which is a homomorphism F —± F'. If this is the 

case, then the lift which is a homomorphism is unique. 

Let F be the universal deformation of G over [[£]], and let F' be another universal 

deformation over W[[£']]. Hence the pair (F,F') is defined over the formal scheme 

S = Spf i?, where R := Wlt,t% 
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Proposition 5.1. — Let a : G —» G be an isogeny, i.e., a 7̂  0. Le£ J 6e the minimal 

ideal of R such that a lifts to an isogeny F —• F' modulo J. Then the closed formal 

subscheme T of S defined by J is a relative divisor over Spf W. 

Proof — We have to show that J is generated by one element which is neither a unit 

nor divisible by p. Suppose, for the moment, that a 0 OK and set L = K(a) C D. Let 

M be the completion of the maximal unramified extension of L and F\ the canonical 

lift of G with respect to OL C OD (which is defined over OM)- There is a unique 

homomorphism of O^-algebras if : t f p , t'j —> OM which induces the identity on k, 

such that the pair (Fi ,Fi) is *-isomorphic to the pullback of the pair (F, Ff) via tp. 

By construction, J is contained in the kernel of (p. This shows J 7̂  R, at least if 

a 0 K. The case a G K is handled in a similar way. 

Suppose that J C (n). This means that a lifts to an isogeny F —» F7 over /e[[£,£7]]. 

Setting £7 = 0, the isogeny a would then induce an isogeny between F 0>w/[[t]] k((t)) 

and G ®k k((t)). But F 0>u7p]] k((t)) has height /1 — 1 = 1 (see [VZ]) and is therefore 

not isogenous to the height-two module G ®fc k((t)). This gives a contradiction and 

shows that J ^ (7r). 

Let m denote the maximal ideal of R. Set A := R/mJ and / := J/mJ. Then 

m • J = 0, and A = A/I = R/J. Clearly, a lifts to a homomorphism F ® A Ff ® A 

but not to a homomorphism F<S>A —» F''0 A The responsible obstruction is a nonzero 

element in 

H2(G,I) = H2(G,k) ®kI = I-

Let / be the image of this obstruction in I. The element / depends on the choice ol 

an isomorphism H2(G,k) = k, but the ideal ( / ) < A does not. Clearly, a lifts to a 

homomorphism F 0 A! —» F' (g) A7 over the ring .A7 = A/(f). This implies / = ( / ) . 

Now Nakayama's Lemma shows that J is generated by one element. The proposition 

is proved. • 

5.2. Let A be the ring of integers of a finite extension of the fraction field of W. Let 

À denote a uniformizer of A. For each positive integer n, we set An := A/(An+1) and 

Mn := (\n)/(\n+l). 

Let Fi, F2, F3 be three lifts of G over A. We define 

Hn := Hom(Fi 0 An, F2 0 An), < : = H o m ( F i ^ 4 , F 3 ® 4 ) . 

As for endomorphisms, the natural reduction maps Hn,H'n —» End(G) = OD ARE 

injective. We will consider and H'n as subsets of O/}. Note that Hn and are in 

fact sub-Ox-modules of OD- The obstruction theory reviewed above gives injective 

maps 

K>n Hn-i I Hn ^ H2 (G, Mn ) , K!n:H'n_JH'n^H2{G,Mn). 

Proposition 5.2. — Let a : G —> G 6e an isogeny defined over k which does not lift 

to a homomorphism F\ —» F2. Le£ n 6e £/ie unique positive integer such that a G 
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Hn^i — Hn. Let (3 : F2 —-» F3 be an isogeny defined over A, and let m denote the 

valuation of b := Lie(/3) G A. We make the following assumptions: 

1. (3 has height one. 

2. m < (q — l)n. 

then B o & c h'n+m-l- h'n+m 

Proof. — (compare with the proof of Lemma 1.3) We may represent a as a power 

series with coefficients in A without constant coefficient such that ojn_i, the reduction 

of a modulo An, is a homomorphism F\ 0 An-\ —» F2 0 An_\. We define 

c := B o(tt)fl - f2(tt)f2 o & 

Then e = 0 (mod An). Moreover, we have e = 5n (mod An+1), where (A , { £ a } ) 

denotes the cocycle associated to an. The assumption a ^ Hn implies e(X) = cXq + 

. . . , with ORDA(c) = n. Similarly, define 

e : = [3 O a O [7T]FI — F3 [TT]F3 0 0 a-

Then e' = /? O 6. Write / 3 0 0 = 
¿1 

BIX1. It follows from Assumption 1 that the 

Newton polygon of ¡3 has slope —m/(q — 1) over [ 1 , . . . , g]. This means that 

ordA(6,) > 
q - i 

q - 1 
• m, i = 1 , . . . , g 

(with equality for i = l,q). Now Assumption 2, together with an easy calculation, 

shows that 

e' = (3 O e = 6 lCX9 + • • • = 0 (An+m). 

Since ORDA(fric) = n + m, we conclude as in the proof of Lemma 1.3 that ¡3 O a G 

Corollary 5.3. — Suppose that Fi,F2lFs are quasi-canonical liftings of G of level 

r, s, 5 + 1 fw^/i respect to some embedding n : L ^ D). Suppose that r < s. Suppose, 

moreover, that A is the minimal OK-algebra over which the lifts Fi^F2,Fs can be 

defined. (By Theorem 3.2 and Corollary 1^.1, A is the ring of integers of the ring class 

extension ofOs+\.) 

Let a : G —• G be an element of OD and f3 : F2 —> F3 an isogeny of height one, 

defined over A. We assume that a does not lift to a homomorphism F\ —> F2. Let n 

be the maximal integer such that a can be lifted to a homomorphism F\ —* F2 modulo 

\n. Then (3 O a can be lifted to a homomorphism F\ —» F3 modulo An+1, but not 

modulo An+2. 

Proof. — It follows from Corollary 4.8 that ORDA(Lie(/5)) = 1. Hence we can apply 

Proposition 5.2, which proves the corollary. • 
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9. C A N O N I C A L AND Q U A S I - C A N O N I C A L L I F T I N G S IN 

T H E SPLIT C A S E 

by 

Volker Meusers 

Abstract. — Following Gross we sketch a theory of quasi-canonical liftings when the 
formal Ok-module of height two and dimension one is replaced by a divisible O x -
module of height one and dimension one in the sense of Drinfel'd. 

Résumé (Relèvements canoniques et quasi-canoniques dans le cas déployé). — Suivant 
Gross, on donne une théorie de relèvements quasi-canoniques dans le cas où le Ok 
module de hauteur deux et de dimension un est remplacé par un ok-module divisible 
de hauteur un et de dimension un au sens de Drinfel'd. 

In this paper, we follow up on a remark by Gross [G] and discuss a theory of 

quasi-canonical liftings when the formal Ok-module of height two and dimension one 

considered in [ W w l ] is replaced by a divisible Ok-module of height one and dimension 

one in the sense of Drinfel'd [D]. In this situation the statements analogous to those 

in [G], [ W w l ] are easy consequences of Lubin-Tate theory and of a slight modification 

of the Serre-Tate theorem for ordinary elliptic curves, as discussed in the appendix 

to [Mes]. 

1. Formal moduli of divisible Ok-modules 

Let k be a held complete with respect to some discrete valuation. Let OK be its 

ring of integers, p = (TT) its maximal ideal. We assume the residue field OK/P to be 

finite and let q denote the number of its elements. For any non-zero ideal a C OK we 

set N(a) := |(Ok/a|, i.e., N(ps) = qs. Let k be an algebraic closure of OK/P- Let M 

be the completion of the maximal unramified extension of K in some fixed separable 

closure KSEP. Denote the completion of KSEP by C. Let OM and Oc be the rings of 

integers in M and C respectively. 

Following [D, §4] a formal group is a group object in the category of formal schemes. 

For example any group scheme or any discrete group is a formal group in this sense. 

2000 Mathematics Subject Classification. — 11G15, 14K07, 14K22, 14L05. 
Key words and phrases. — Quasi-canonical liftings, complex multiplication, Lubin-Tate formal groups 
Serre-Tate theorem. 
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For a formal group F let us denote by F° its connected component. Let C be the 
category of complete local noetherian (9M-algebras with residue field k. 

Definition 1.1. — Let R G C. A divisible Ox-module over R is a pair F, where F is 
a formal group over R and jf • O x —» End#(F) is a homomorphism such that F° is 
a formal Ox-module of height h < oo in the sense of [VZ], and such that 

F / F ° = K / O K ) > S P F ( R ) 

for some j < oo. The pair (h,j) will be called type of F. 

To ease the notation, we will suppress the structure map 7 ^ of an Ox-module F 
and simply write F. 

Drinfel'd shows that a divisible Ox-module over k is up to isomorphism given by 
its type {hj) (see [D, §4]). 

Example 1.2. — For K = Qp, O x = ^ the product group G = Gm,R x (QP/^P)R is 
an example of a divisible module of type (h,j) = (1 ,1) over R. 

If G C is artinian then the category of fppf-abelian sheaves on R with O x -
structure is an abelian category, the category of Ox-modules over R. It is useful 
to view the category of divisible Ox-modules over R as a full sub-category of this 
category. 

Definition 1.3. — Fix a divisible Ox-module G over k. A deformation of G to R G 
C is a pair (F, ip) consisting of a divisible Ox-module F over R together with an 
isomorphism ip: F 0 x k -=> G of Ox-modules. 

The deformations of G to R G C form a category in a natural way. One checks 
that it is a groupoid and moreover that no object of this groupoid has non-trivial 
automorphisms. The last point is due to the fact that for a deformation F the 
isomorphism yj is part of the data. Nevertheless we often omit yb from the notation. 

Definition 1.4. — For any R G C let us denote by VQ(R) the set of isomorphism 
classes of the groupoid of deformations of G to R. Then VQ becomes a set-valued 
functor on C. 

Fix a formal Ox-module HQ of height h = 1 over k. It has a trivial deformation 
space, i.e., VH0(R) = {point} for any R G C. More precisely T>H0 is representable 
by OM- This follows easily from the uniqueness of Lubin-Tate modules (see [Mel] ; 
see also Remark 1.11(h) for a far more general result of Drinfel'd). Let us denote by 
H the unique lift of HQ to OM- We assume, as we may, that H is given as the base 
change 

H = HF ®QK 0M, 
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where Hf is the Lubin-Tate module over O x corresponding to some fixed prime 

element TT £ OK and some fixed Lubin-Tate series / £ JRN. Recall from [Mel , 

Lemma 1.7] that the isomorphism class of H does not depend on these choices. 

Recall further that for any R £ C we have H(R) — xxir as a set. The Ox-module 

structure is given as follows: For q, q' £ H(R) and z £ OK we have q +H Q1 — H(q, qf) 

and z -H q = [z]f{q). We often omit the subscript H from the notation. 

Now fix some divisible Ox-module G over K of height H = 1 such that there is an 

isomorphism G/G° = (i^/Ox)/c- Fix an isomorphism of divisible O-modules 

r:G^H0x{K/OK)k 

where H is the unique lift of G° to OM as above. Two such isomorphisms differ by an 

element of the automorphism group of the right hand side. This group is described 

by the following easy but important lemma. 

Lemma 1.5 

(1) We have 

Hom0x,fc((K/Ox)fc,#o) = {0} = RomoK,k(HoAK/OK)k) 

and 

ENDOK,k(HO)= OK= ENDOK,k((K/0K)k). 

(2) IN PARTICULAR THERE IS A CANONICAL ISOMORPHISM 

O K X O K ^ ENDOK,(H0 x (KIOK)K). 

It induces an isomorphism 

OYKXOYK^ AUTOK,K(H0 x (K/0K)K). 

PROOF. — It clearly suffices to prove the first point. We have 

HOMOK,K((K/0K)K,HO) = ROMOK(K/OK,H0(K)) = {0} 

by adjunction and because HO(K) = { 0 } . We have 

HomOKHO, {K/0K)k) = Home^^tfo , {K/OK)1) = {0} 

because H0 is connected and (K/Ok)° = {0} . We have 

endOk, k(ho)=Ok 

because by Lubin-Tate theory every endomorphism of H0 is uniquely given by its 

differential at zero. We have 

ENDOK,k((K/0K)k)= ENDOK(K/0K) 

by adjunction. Since the natural map 

OK —>EVDOK(K/0K) 

is well known to be an isomorphism we are done. • 

We want to sketch a proof of the following theorem (compare the analogous state­

ment in [VZ, Theorem 3.8]): 
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Theorem 1.6 (Universal deformation). — For any R G C and fixed isomorphism r 

there is a natural isomorphism 

VR- VG(R) H(R). 

In particular VQ can be given the structure of an Ox-module (depending on r ( 

course). Since we assume H = Hf ®oK OM, the Ox-module structure is given b 

Lubin-Tate theory as recalled above. 

The proof will take up the rest of this section. One proceeds as in [Mes, appendix 

In the course of the proof we will identify both, T>G{R) and H(R) for R £ C artiniai 

with a certain Ext-group. So let us briefly recall the definition and some bas: 

properties of these groups. A careful discussion can be found in [Mt, chapter VII]. 

For objects M" and M' of an abelian category A let 

SxtA(M",Mf) 

denote the groupoid of extensions (M,p, i): M' ^ M -» M". It is well known that 

the map 

Honu ( M " , M ' ) ^8xtA(M"M'){{M,p,i)) 

e i d M -\-i o (p o p 

is an isomorphism of groups. In particular the automorphism group of (M,_p, i) is 

trivial if and only if Horn a (M", M') is. Let 

ExtA(M",M') 

be the class of isomorphism classes of 8xtj,{M",M'). Assume it to be a set. Some­
times we will not distinguish an extension from its isomorphism class. Using Baer-
addition Ext^(M",M7) becomes an abelian group in the usual way. For N' G A 

let 

(1.1) 5(M,P,O,iv,: Hom^(M/,A^/) E x t ^ ( M " , A O . 

be the boundary homomorphism 

Apply this in the case that A is the category of O^-niodules on some fixed artinian 

R G C. In this case the Ext-groups are in fact Ox-modules. 

Definition 1.7. — Let R G C be artinian. For any two Ox-modules M' and M" over 

R let 

E x t 0 x ^ ( M , , , M / ) 

denote the Ox-module of extension classes of M" by M' constructed above. 

Recall that we view the category of divisible Ox-modules on artinian R as a ful] 

sub-category of the category of all Ox-modules. 
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Lemma 1.8 (compare [Mes, 1.2.4.3]). — Let R G C be artinian. Given an extension 
of the form 

hr i F v 
(K/OK)R 

of OK-modules over R, then F is a divisible OK-'module such that F° = HR and 
F/F° ^ (K/OK)R- If one uses the isomorphism r: G ^> H0 x (KfOK)k then F 
becomes a deformation of G to R. This association yields a functor between the 
groupoid of extensions of (K/OK)R by HR and the groupoid of deformations of G to 
R. 

Proof — Since (K/OK)R is totally disconnected and HR is connected it follows that 
i: HR ^ F°. The snake lemma implies that p induces an isomorphism p': F/F° —* 
(K/OK)R- It follows that F is divisible. Since HR(k) = { 0 } the extension HR ^ 
F - » (K/OK)R yields an injective map F(k) ^ (K/0K)R(k) = K/0K- Since k 
is algebraically closed it is an isomorphism. This isomorphism gives us a canonical 
splitting map (K/OK)k c—» F (g) k. Thus the extension is canonically split over k. 
Together with the identification r: G ^ H0 x [KjO^k we get an isomorphism 
ip: F 0 k ^ G such that the pair (F, ip) is a deformation of G. One checks that 
it is functorial. • 

Proposition 1.9 (compare [Mes, appendix Prop.2.1]). — Assume R G C to be ar­
tinian. Then the functor of the preceding lemma is an equivalence of groupoids and 
there is a natural isomorphism 

eR: VG{R) = ExtOKA(K/OK)R,HR). 

Proof. — fully faithful: It is enough to see that every object in either groupoid has a 
trivial automorphism group. For deformations, this was noted above. For extensions, 
recall that the automorphism group is isomorphic to YiovaoK,R((K/®K)R, HR) = { 0 } . 

essentially surjective: Let F be a deformation of G to R. We need to define 
homomorphisms i: HR ^ F and p: F - » (K/OK)R such that p o i = 0. For this we 
let p on R-valued points be defined as follows : 

F(R)- F(k) = F®k(k) 
roip 

Ho(k) x (K/0K)k(k) 
pr2 

K/0K = (K/OK)R(R). 

Since K/OK is discrete the kernel of p equals F°. Because R is artinian local it follows 
that F° 0 k = (F 0 fc)° = G° ^ H0. Since HR is the unique lift of H0 to R it follows 
that F° is isomorphic to HR and we get the map i: HR = F° ^ F. This proves the 
first assertion. The second follows by passage to isomorphism classes. • 

To calculate the Ext-group, we use 

Proposition 1.10. — For any artinian R G C the connecting homomorphism associated 
to the sequence OK ^ K — » K/OK is an isomorphism 

6R: H(R) = HomOKAOK,HR) = ExtOK,R((K/0K)R,HR). 
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Proof. — Assume tn^+1 = 0 for some n » 0. Then H is killed by pn (compare [K, 
Lemma 1.1.21). Associated to the short exact sequence 

(Ok)r 
i 

Kr 
V 

(K/OK)R 

and Hr we have the boundary map (1.1) 

ô(KR,p,t),HR: Hornet7jR(((9x)x,Hr) ExtoKA(K/VK)R,HR). 

If we identify H(R) with Y{.ovcioK^{{Ok)r, Hr) this gives us the desired map Sr. 
Because the prime element n G Ok acts invertibly on K and nilpotently on H one 
sees easily that 

HomOKjfl(if,ff) = {0} = ExtOKMK^H)-

By the exactness of the long Ext-sequence, it follows that Sr is an isomorphism. • 

Proof of Theorem 1.6. — Combining Proposition 1.9 and Proposition 1.10 we get the 
desired isomorphism for artinian R G C as 

VR = Or1 ° eR-

For general R we can pass to the limit over its artinian quotients. 

Remark 1.11 
(i) How does one calculate the inverse of SrI For R = k both sides are trivial and 

so is 8k - In the general case S^1 can be computed by an approximation process with 
respect to the "p-adic topology" on both E x t o K , r { 0 k ? Hr) and H(R). For details we 
refer to [K, page 15If], [Mes, appendix]. 

(ii) In particular it follows from this theorem that the formal moduli space of the 
divisible module G = Ho x [KjO^h is representable by a formal power series ring in 
one variable over OM- More generally, Drinfel'd shows that the formal moduli space 
of a divisible module of type (h,j) over k is representable by a power series ring in 
h + j' — 1 variables (compare [D, Prop.4.51). 

Definition 1.12. — For R G C and fixed r, let F be a lift of G to R. Let us set 

q(F,r) = tjr( isom. class of F) G H(R). 

We simply write ^(i7) if 7F and r are understood. As in [ W w l ] , Definition 4.1 we 
refer to the element q(F) G H(R) = vkr as the formal modulus or coordinate of the 
lift F. 

Example 1.13. — If K — (Q)p, Ok — ̂ p, and H = Gm we are in the situation of [Mes], 
Appendix. If we let qTate(F) G 1 + Gm(i?) denote the coordinate introduced in [Mes], 
then the relations are simply 

qT,te{F) = l + q(F)el + GM(R). 

and 

^ e ( F r = (l + q(F)r = l + z^mq(F). 
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2. Lifting endomorphisms 

Let F and F' be deformations of G to R with coordinates q = q(F),q' — q(Ff) G 
H(R). We want to describe in terms of our chosen coordinates which endomorphisms 
po G EndoK,R(G) lift to homomorphisms p: F —> Fy'. 

Proposition 2.1 (compare [Mes, Appendix Prop.3.3]). — Let po: Fo —» FQ 6e gà/en 6y 
multiplication by z\ on (K/OK)R and by multiplication by zo on H(R). Then po lifts 
to a (necessarily unique) homomorphism p: F —> F' if and only if we have the equality 

ziq-z0q = 0eH(R)1 

where the last expression is more precisely written as [Z\]H(q) ~H [̂ o ] / / (#')• 

Sketch of proof — This follows from rigidity (see [VZ, Lemma 2.6], for formal O x -
modules) , the description of lifts in terms of extensions and the following well known 
and simple lemma applied to M' = Nf = H, M" = N" = K/OK and cp = zx 
and i\) = ZQ. • 

Lemma 2.2 (compare [CE, chap.XIV, exercise 18]). — Let 

M' 
i 

M 
p 

M" 

TV': 
1 

N 
v 

7/J 

•N" 

be a commutative diagram in an arbitrary abelian category. Then it can be completed 
by a homomorphism p: M —> N if and only if the extension obtained by pushing out 
the upper sequence along <p is isomorphic to the extension obtained by pulling back the 
lower sequence along -0. 

Example 2.3. — For reasons explained above (see [Mel , Example 1.3]), the analogous 
formula of [Mes], Appendix reads: 

( « T a t e ) ^ ( 9 T a t e ) ^ ° = ( 1 + ^ ) ^ ( 1 + ? ' ) - " ° = 1 + zlq -~Qm *>«') = 1-

Specialize to R = Oc- As a consequence of proposition (1.9) we can describe the 
ring of endomorphisms of a lift F of Fo to Oc-

Corollary 2.4. — Let F be a lift F of G to Oc with q = q(F, r) G H(Oc)- Then there 
are two cases: 

(i) If the annihilator of q in OK is zero then the endomorphism ring of F equals 
OK-

(ii) If the annihilator of q in OK is ps for some 0 < s < oo then the endomorphism 
ring of F, as a subring of the ring of endomorphisms of G, is strictly bigger then OK 
and is isomorphic to 

E n d o K , o c ( F ) 9* { ( * o , * i ) e OK x Ok\z0 - *i G ps} ç OK x OK-
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Proof. — This follows directly from the proposition with q = q'. Note that in this 

Oi -H q) -H Oo 'H q) = Oi -z0)-Hq = 0e H(R). • 

3. Quasi-canonical lifts in the split case 

We now show that the results on canonical and quasi-canonical liftings in [ W w l ] 

and [G] have analogues in the present case. To bring out this analogy we introduce 

the following definitions: 

Definition 3.1 

(i) Set L = K x K and OL = GK x OK- Embed K resp. OK diagonally into L 

resp. OL-

(ii) From Lemma 1.5 we get an C^-linear isomorphism 

«: OL E n d o ^ ( G ) . 

(iii) The "completion of the maximal unramified extension" of L is given by ML = 

M x M whose "separable closure" is MSLEP = Msep x Msep. 

(iv) Set 

TL = Gal(Affp|ML) = Gal(Msep|M) x Gal(Msep|M). 

By Lubin-Tate theory we have a reciprocity isomorphism 

pf: Gal(Msep|M)ab = 
K 

It induces a reciprocity isomorphism 

pabl=(pab, pdbk):Tabl oi. 
(v) For any integer s > 0 let 

08 = 0K + PSOL = {Oo, *i) e OL\z0 -Zle ps} 

be the "order" containing OK of conductor ps or level s in OL-

(vi) For s > 1 let MS\M be the fixed field in Msep of the inverse image under 

the reciprocity isomorphism pf? of (1 + ps) C OK in Gal(Msep|A/f)), i.e., such that 

reciprocity gives an isomorphism 

pf: Gal(Ms|M) 0 A - / ( 1 + PS)-

Remark 3.2. — One easily sees that the map OH —> (9^ given by sending (x,y) G 0 £ 

to the quotient xy^1 G O ^ induces an isomorphism 

oi/o: Oxk/(l+ps) 
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If we let Ts C T|b be the inverse image of Oxs in r^b under p|b, then we have the 
following commutative diagram 

- n a b 
1 L 

pabl oi 

Vf IT s 
= 

o h o -

(<J,T)\-*<JT ] 

Gal(MJM) 
= • o^/ii + r) 

= (x,y) - sy-l 

where denotes isomorphisms. In this sense we may consider MS\M to be the "ring 
class field" of the "order" OS C OL. 

Definition 3.3. — A quasi-canonical lift of G of level s > 0 ( with respect to K) is a lift 
F of G to Oc already defined over the ring of integers of some finite extension of M , 
together with an O^-algebra isomorphism Os ^ EndoK,oc(F')- A quasi-canonical 
lift of level s = 0 is also called canonical. 

Proposition 3.4 (compare [ W w l , §1.3]). — Let F be a lift of G. Then the following 
statements are equivalent: 

(1) The lift F is canonical, i.e., defined over some finite extension of M and such 
that E n d c v , o c ( F ) = Endcv,fc(G) ^OKXOK. 

(2) The lift F is isomorphic to HQM X (K/OK)OM • 
In particular there exists a canonical lift and it is unique up to unique isomorphism. 

The formal modulus of a canonical lift Fcan is q(Fcan) = 0 and thus independent of 
the chosen isomorphism r. 

Proof. — Clearly, the lift F = HQM X (K/OK)OM 18 canonical. To show that any 
canonical lift is isomorphic to the product, note that the endomorphism ring of a 
canonical lift contains the images einf and eet of (1,0) G OL and (0,1) G OL- They 
satisfy e? f = elt = 1 and einf + eet = 1 and hence define a splitting 

F = Im(einf) x Im(eet) 

as claimed. Given two canonical lifts, the element (1,1) G OL induces a canonical 
isomorphism. For the last claim simply observe that the split extension is the image 
of 0 G H(Oc) under 5QC by construction. • 

Proposition 3.5 (compare [ W w l , §3] and [G, Prop.5.3]) 

(1) Quasi-canonical liftings Fs exist for all levels s > 0. 
(2) Liftings of level s are rational over the ring of integers OMs of Ms. Their 

isomorphism classes are permuted simply transitively under the action of the Galois 
group 

Gal(Ms|M) ^ OHO* * (0L/psOL)x/(0K/pT 
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which has order 

| G a l ( M S | M ) | = qs ( l -
l 
q 

1 

: s > 1 

: s = 0 

In particular Ms is the smallest extension of M over which a quasi-canonical lift can 
be defined. 

(3) The formal modulus q(FS) G H{OMs) = H{Oc) of a quasi-canonical lift of 
level s is a uniformizing element of' OMs- In particular, for s > 1 the OK-nnodules FS 
and FCAN are not isomorphic over OMJ^M . • 

Proof — For the first point recall that it follows from Lubin-Tate theory that 
H(Oc)torsion — K/OK as (^-modules. Thus there are elements qs G H(Oc) with 
annihilator ps for any given s > 0. This implies the existence of a lift Fs/Oc with 
formal modulus qs. By Corollary 2.4 the endomorphism ring of FS is isomorphic to 
Os. If s = 0 then FCAN = H x K/OK is a canonical lift and it is clearly defined over 
M. If s > 1 then the stabilizer of the formal modulus qs, i.e., 1 + Ann(gs), equals 
1 + ps C OK. Thus again by Lubin-Tate theory its isomorphism class is stable under 
the Galois group G a l ( M S E P | M S ) since the identification of VFo(Oc) with H(Oc) is 
compatible with the action of G a l ( M S E P | M ) . Since deformations have no non-trivial 
automorphisms, this induces a Galois action on the chosen lift Fs/Oc itself. It 
follows that FS descends to a formal (D^-module over OMS = @c H Ms. 

For the second point note that the first isomorphism follows from Remark 3.2. One 
checks easily that the natural map 

Osl/Oxs 
oL/psoLr/(oK/ps)x 

is an isomorphism. For s > 1 it follows from Lubin-Tate theory that 

| 0 * / 1 +ps\= Nipy-'iNip) - 1) = I Gal(M8|M)| 

as claimed . 
The last point also follows from Lubin-Tate theory (see [Mel]) , for one knows that 

NMS\M(-qs) = 7T and hence 

vmsIm(qs)= 1 
[M8 : M] V M ( N M 3 \ M ( Q s ) ) = 

1 

[M8 : M] 

as claimed, therefore qs G vnMs\™>M for s > 1. But the canonical lilt has formal 
modulus qcan = 0 G m2ms . It follows that qs ^ qcan mod m|7 . • 

Remark 3.6 
(i) The degree formula in the proposition can be written in a uniform way as 

| G a l ( M S | M ) | =A^(ps) 
I\PS 

L 

I 

1 

N(l) 

where one formally sets 
L 

{ 
= + 1 , - 1 , 0 

according as [ = p is split (our case), inert or ramified (the cases treated in [WwlJ) 
in the extension L\K. 
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(ii) Let EQ be an ordinary elliptic curve over ¥p. Then one knows that its endomor­

phism ring is isomorphic to some order O C L in some imaginary quadratic field L. 

Let CO G Z be the conductor of O. It is known that p does not divide CQ. Set cs — psco 

and Os = Z + psO. Let MS\L be the ring class field of the order Os. For example 

if CO = 1 and 5 = 0 then MS = M is the Hilbert class field of L, i.e., the maximal 

unramified abelian extension of L. In this situation one has Deuring's lifting theorem 

(compare [L, chap. 13,§4,§5]). It guarantees the existence of an elliptic curve ES over 

MS with complex multiplication by Os and such that the reduction of ES at some 

prime of degree one over p is isomorphic to EQ (same notational conflict as in the local 

case). The j-invariants of the different curves ES are permuted simply transitively 

by the Galois group Gal(Ms|M). By the well known formula for the class numbers 

of orders in imaginary quadratic fields (see [S, exercise 4.12]) the Galois group has 

order 

|Gal (Ms|M) | = 
h(pa) 

KO) 
\o*\ 
\o-\ 

cs 

CO 
I c0 

H 
L 

I 

1 

I 

where the symbol ( j ) is defined as in (i). The extra factor | ^ | is due to the presence 

of nontrivial automorphisms in this situation. It is trivial for L ^ Q(i), Q ( e ^ ) . This 

statement of a global nature is thus completely analogous to the local statement of 

Proposition 3.5. 
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10. L I F T I N G E N D O M O R P H I S M S O F F O R M A L 

O X - M O D U L E S 

by 

Eva Viehmann 

Abstract. — We present Keating's results on lifts of endomorphisms of formal OK-

modules over a power series ring. Let k be a separably closed field of characteristic 
p. Let K a complete discretely valued field of characteristic p with finite residue field 
and OK its ring of integers. Let F be a formal (Ok-module over k[[t\] with generic 
fiber of height h — 1 and special fiber of height h. We compute the endomorphism 
ring of the reduction of F to k[[t]]/(tn+1). 

Résumé (Relèvements des endomorphismes de OK-modules formels). — On présente les 
résultats de Keating sur les relèvements des endomorphismes de (9x-modules formels 
sur un anneau de séries formelles. Soit k un corps de charactéristique p séparablement 
clos. Soit OK un anneau de valuation discrète complète de charactéristique p à corps 
résiduel fini et soit K son corps des fractions. Soit F un (D^-module formel sur k[[t]] 

à fibre générique de hauteur h — 1 et fibre spéciale de hauteur h. On calcule l'anneau 
des endomorphismes de la réduction de F à fc[[£]]/(£n+1)-

The following is an exposition of results in [K2]. 

1. Results 

Let K be a complete discretely valued field of arbitrary characteristic with finite 

residue field Fg, where q = pf for some prime p. Denote by OK the ring of integers 

in K and let TT be a uniformizer. 

Let 1 < h < oo and let (Fo, 70) be a formal O^-module of height h over a field k of 

characteristic p with (9^-algebra structure i : OK —» k. The discrete valuation ring 

R = k[[i\] has a canonical Oj^-algebra structure given by OK k ^ k[[i\] = R. Let 

(F, 7 ) be a deformation of FQ of height g = h — 1 over R, that is a formal C^-niodule 

F over R with F = FQ (mod (£)). For a G OK let [a]F = 7(a) G E n d ^ F ) . Let 

2000 Mathematics Subject Classification. — 14L05, 11G07, 11S31, 14K07. 
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100 E. VIEHMANN 

Rn = i?/(£n+1), Mn = (tnRn), and Fn = F®R Rn. As F is an (^-module of height 
g < h, Lemma 2.1 of [VZ] shows that 

(î . i) [ir]F{X)=a0Xi ° +...eR[[Xi9]} 

with ao € i? \ {0} and Vt(ao) > 1-
The aim is to compute the endomorphism ring 

HN = EndRn(Fn)=EndR(Fn) 

for every n. Lemma 2.6 of [VZ] implies that the reduction maps Rn —» Rn-i induce 
injections HN ^ Hn-i. By [ W w l , Theorem 1.1] we have H0 = End/C(i7u) = OD, 

where OD is the maximal order in a division algebra D of degree h2 and invariant ^ 
over K. Hence the rings HN can be identified with C^-subalgebras of OD- Obviously 
OK Q fin Hn Let ttp be a uniformizer of OD-

For m > 0 we define 

a(gm) = 
(qh - l ) (^m - 1) 

(q9-l)(q-l) 

Theorem 1.1. — Let Fo, F, and ao be as above, vt(ao) = 1, k separably closed, and 

fo e (OK + TT1DOD) \ (OK + ^ O d ) Q OD 

for some I > 0. Write I = hm + b with integers m,b and 0 < b < h. Then fo G 
# n _ i \Hn for 

n — a(gm) + qgm 
qb - 1 

q-1 
+ 1. 

Using this result, we can easily calculate Hn: 

Theorem 1.2. — In the setting of Theorem 1.1 we have 

HN = 0K + KJNDOD 

with j(n) = hm + b, where m and b are the uniquely defined integers with 0 < b < h 

and 

a(gm) - q9m + 1 < n < a(gm) + 1 if b = 0 

a(gm) + qgrn 
ç6"1 - 1 

q - 1 
+ 1 < n < a(gm) + qgrn 

qb - 1 

9 - 1 
+ 1 z/ 0 < 6 < /i. 

Keating ([K2, Thm. 3.4]) also calculates Hn without making the assumptions 

vt(o>o) = 1 and separably closed. 
To prove Theorem 1.1 we need the following two propositions. 

Proposition 1.3. — Let /o be as in Theorem 1.1 with 0 < I < h. Then fo G Hn-\ \Hn 

where n = ql-l 
9 - 1 + 1. 

Proposition 1.4. — Let fo G OK + ^DOD and n > 1 such that fo G HN-\ \ HN. Then 

[7T]FQ O fo G iïn'-i \ #n' w/iere ra' = g5n + 
qp-l 

a - l -f 1. 
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10. LIFTING ENDOMORPHISMS OF FORMAL O^-MODULES 101 

The first proposition says that the theorem holds for I < h. The second calculates 
the maximal lifting of [TT}FQ O f0 given the maximal lifting of /0. As the elements of 
OK lift to all levels, an inductive argument shows that the two propositions imply 
Theorem 1.1. 

2. Proof of the Lifting Theorem 

We use the notation of the preceding section. Without further mention we assume 

that the constant coefficients of all power series in this section are 0. 

Let / n + i G i^n+i [[X]] be a lift of fn G Hn. We recall the definition of the associated 

symmetric 2-cocycle with coefficients in (£n+1)/c[[£]]/(£n+2) from [VZ, Prop. 3.2]: 

&(X,Y) = fn+i(X+Fn+1Y)-Fn+1fn+1(X)-Fn+1fn+1(Y) 

Sa(X) = fn+io[a]Fn+1(X)-Fn+1[a]Fn+1ofn+1(X) (a e A) 

The cocycle vanishes if and only if / n + i £ ^ n + i = End^+1(F) . 

Corollary 2.1. Let fn(X) G Rn[[X]] be a lift of f0(X) G H0. Then fn G Hn if and 

only if fn commutes with [TT] FN . 

Proof. — This follows by induction on i G [0,n] from [VZ, Prop. 3.2, 2. and 

Lemma 3.11. • 

Lemma 2.2. Let fn G Hn with fn(X) G Rn[[Xqr}} of the form fn(X) = b0Xqr + • • • 

for some r > 0 and bo G Rn \ { 0 } . 

1. There exists a lift fn+1 G # n + i of fn. 

2. If the degree of the leading term of 5n is greater than qr+9, the leading term of 

fn+i has degree qr. 

3. Otherwise the degree of the leading term of 5n is qrJ[~9 and the leading term of 

/ n + i has degree g r _ 1 . 

Proof. — Let f'n+i G Rn+i [[Xq?}} be an arbitrary lift of fn and let (A; {^a}) be the 

corresponding cocycle. As [7r]Fn+1(X) G i?n+i[[Xg9]], the degree of the leading term 

of 5n is at least qr+9. The assumption r > 0 together with [VZ, Cor. 3.4 1.] implies 

that 57T(X) G Mn+1[[Xqh}}. Hence by [VZ, Cor. 3.4, 2. and Prop. 3.2, 3.] we get a 

lift fn+i — / n + i ~Fn+1 £• If the degree of the leading term of 5^ is qrJrgthe leading 

term of e — d o p - 1 has degree qr+9~h = qr~1. Otherwise the leading term of e has 

degree greater than qr~l. Thus the degree of the leading term of fn+i is greater than 

qr~l. As it is a lift of /n, its degree is at most qr. But the degree has to be a power 

of g, as /n+i G Hn+i = EndjRn+1 (Fn+i) (compare [VZ, Lemma 2.1]). Hence it has to 

be qr. n • 

Let F, Fo,ao as in Theorem 1.1. Let /0 £ #0 and let fn-\ £ Hn-\ be a lift, 

i.e., fn-i = fo (mod (£)). We can write = boXq + • • • for some r > 0 and 

60 G Rn-i \ {0}- Let m — vt(bo). As bo 7^ 0 in Rn-i, we have m < n. 
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102 E. VIEHMANN 

Lemma 2.3. — Suppose that in the above situation m + qr < qgm + 1. Then 

1. m + qr > n. 

2. Ifm + qr > n, then fn-\ lifts to f'n G Hn of the form f'n(X) = b0XqV H with 

vt%) = m. 

3. If m + qr = n and r > 0, then fn-i lifts to f'n G Hn of the form fn(X) — 

60X^_1 + • • • with vt%) = n = m + qr. 

4. A lift of fn-i to Hn again satisfies the assumption of the lemma. 

5. If m -f qr = n and r — 0, then fn-\ does not lift to an element of Hn. 

6. fn-i lifts to Hn'-i with n' — rn + 
qr+l-l 

q-L 
but not to Hn' • 

Proof. — We assumed vt(ao) — 1, where ao is as in (1.1). By the assumption of the 
lemma the valuation of the leading coefficient of <L- is 

vt(b0aq0 - a0bl°) = m +qr. 

As /n - i G H n-i, this coefficient is in (tn) and 1. follows. Since fn-i £ Hn-i has 

leading term of degree gr , it has to be a power series in Xq . Let fn G Rn[[Xq ]} be 

a lifting with 

fn(X) = b0X^' + ••• . 

For the corresponding 2-cocycle we have 

ott(X)=(boaoqr-aoboqr)Xqr+g+... 

If m + qr > n, the first term vanishes modulo (£n+1), so the degree of 5n is greater than 
qrJrQ. Besides, r has to be positive, thus 2. follows from Lemma 2.2, 2. If m + qr — n, 
the leading term of Sn has degree ar+^, hence 3. follows from Lemma 2.2, 3. The 
values of m and r for a lift of fn-i to Hn are either the same as for fn-i or they 
change to n and r — 1. In both cases the assumption of the lemma is satisfied. This 
shows 4. for the case r > 0. If r = 0, the statement is trivial. To show 5., we assume 
that there exists a lift. By 4. it satisfies the assumption of the lemma with r = 0 and 
m = n — 1. Thus 1. implies n — 1 + 1 > n + 1 which is a contradiction. The last 
assertion follows by applying 2.-4. until the assumption of 5. holds. • 

Proof of Proposition 1.4- — We write fo = a + f^ with a G OK and /Q £ ^DOD-

Since OK C ifn for every n, we may assume fo = fo ^ TYDOD- We assumed that /o 

lifts to fn-i G i^n- i with fn-i(X) = 6oX9" + • • • for some bo G i?n-i \ { 0 } but not 

to HN- Lemma 2.2 implies r = 0. We have fn-i = fo (mod (t)) and /o £ TTDOD-

Hence m = vt(bo) > 0 and the assumption of Lemma 2.3 is satisfied. As fn-i does 

not lift to HN, the lemma shows that vt(bo) = n — 1. 

We lift /n_i arbitrarily to / ( X ) G i?[[X]]. This lift is unique modulo (tn), so 

[7r]ir o / is unique modulo (tq9n+1). Here we use that [TT}F(X) = aoXq9 + • • • with 

Vt(a>o) = 1- We next show that the reduction (j)qgn of [n]F o f modulo (tq' n+1) is in 

Hqgn. By Lemma 2.1, 2. it suffices to verify that 

[n}F o ([TT]F O / ) = ( M F o / ) o [TT]f (mod (^9"+1)) 
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10. LIFTING ENDOMORPHISMS OF FORMAL O^-MODULES 103 

which follows from [TT}F ° / = / ° [TT]F (mod (tn)). Now we determine the maximal 
lifting of (j)q9 n . We have 

<t>q9n = [7T]Fof(X) 

= a0bq Xq"+.-. ( m o d ( ^ n + 1 ) ) 

and vt(aobQ ) = 1 + q9(n — 1). The assumption of Lemma 2.3 applied to (j)qgn reads 

(1 + q9(n - 1)) + q9 < q9 (1 + q9(n - 1)) + 1. 

It is satisfied because n > 1 and g > 1. We get that (j)qgn lifts to Hn>-\ but not to 

/ / „ / where n' = q9nJr q9~l 
9-1 

+ 1. 

For the proof of Proposition 1.3 we need the following lemma. 

Lemma2.4. — Let fn-\ £ # n - i wztft fn-i(X) = boXq + ••• and m = î (fro) «5 

before. Assume m + qr > q9m + 1 = n. I7ien /n_i Zz/ta ¿0 G # n o/ £/ie /orra 

/ 4 ( X ) = ^ X ^ " 1 + • • • wtfft vt(b'0) = q9m + 1. 

Proo/. — We lift /n_i arbitrarily to fn{X) G #n[[^9 ]] with fn(X) = 60XÇ + • • •. 
As before let (A, {Sa}) be the corresponding cocycle with coefficients in Mn. We have 

SAX) = fn°[*]Fn(X)-Fn[x]Fnofn(X) 

= (b0a( -a0bq9)Xqr+9+ . 

The assumptions imply vt(boaQ — ao^o ) = Q9™ + 1 ~ n- Therefore the first nonva-
nishing term of Sn has degree qr+9. As m < n, the assumption m + qr > n implies 
r > 0, and by Lemma 2.2, 3., fn-\ lifts to f'n G Hn with leading term of degree 
qr~x. • 

Proof of Proposition 1.3 

Case 1: Z = 0. In this case f0 G OD\(OK-\-7TDOD) has the form fo(X) = 60XH 
with b0 G F ^ \ Fq. Let fl(x) G Ri[[X]] with fl(x) = 60X + • • • be an arbitrary lift 

of fo. We have to show that f\ £ H\. For the corresponding cocycle with coefficients 

in Mi we have Sn(X) = (60&0 — «o^o Xqg + • • • • Since bo G Fqh \¥q, we have 

^(6o — 6Q ) = 0. Thus boao — cloOq is nonzero in Ri and S7V(X) ^ 0, which shows 

fi^Hi. 

Case 2: 0 < I < h. Here 

(OK + TT^OD) \ (Ox + TT^OD) ÇOK + (TT1DOD \ TT^OD). 

As elements of OK lift to all levels, it is enough to consider fo G TT1DOD \ A^1OD 

Then f0 is of the form fo{X) = boXql -f • • • with b0 e kx. As m = 0, Lemma 2.̂  

shows that /o lifts to / { G iJi of the form f[(X) = b^X^'1 + • • • with ^(60) = 1. Fo: 

f{ the assumption of Lemma 2.3 is satisfied, so fo lifts to Hn_i but not to Hn witl 

n — ql-l 
Q-l + 1. 

Case 3: I = h. Here 

{OK + nhD0D) \ (OK + ^ O D ) ÇOK+ nhD(Oo \ (OK + nD0D)). 
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Similarly to the second case it suffices to consider / 0 G TTD(OD \ (OK + TTD^D)), 

that is /0 = TT#O for some g0 G OD \ (OK + ^DOD)- Then go(X) = boX + • • • with 
60 G ¥ h \ ¥q. Let g(X) G R((x)) be an arbitrary lift of g0- From 

W F °9 = g° [TT]F (mod (£)) 

we get 

W F O ( W F O 3) = ( W f o 0) o [TTIF (mod ( ^ + 1)). 

Lemma 2.1 shows that 

fqg(x) = (tt)f o g(x) 

= a0bq09Xqg + ••• (mod (r9+1)) 
is in Let /gfl+i G Aço+i[[Xq9]] with fqg+i(X) — coXq9 + ••• and CO = ao^o 

(mod (£9' +1)) be a lift of f q g . The corresponding cocycle satisfies 

Ön(X) = fqg + 1 o [n]Fqg + 1(X) -FQ9 + 1 WFqS + 1 o/gff + 1(X) 

= (c0aQJ - a0clJ)Xq29 H 

- a* + 1(bf-tf')X'>"+... (mod ( f + 2 ) ) . 

Since 60 G Fqh \ Fq, we have 6Q 7̂  6Q in F^h. Henceaqugo +1(6Q — 6Q ) is nonzero in 

Mgo+i and 5^ has leading term of degree q2g = ar+9. So Lemma 2.2, 3. shows that 

fqg lifts to / ' 3 , 1 G Hqg+i with leading term of degree qg-l As / '9+1 satisfies the 

assumption of Lemma 2.3, it lifts to Hn-\ but not to Hn where n — qh-i 
9-1 

+ 1. 
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11. E N D O M O R P H I S M S OF Q U A S I - C A N O N I C A L LIFTS 

by 

Inken Vollaard 

Abstract. — We present Keating's result on the locus of deformation of an endomor­

phism of a quasi-canonical lifting. At the same time, this determines the endomor­

phism ring of the reduction of quasi-canonical liftings to Artin rings. 

Résumé (Endomorphismes de relèvements quasi-canoniques). — On donne le résultat 
de Keating concernant le lieu de déformation d'un endomorphisme d'un relèvement 
quasi-canonique. En même temps, ceci détermine l'anneau des endomorphismes de la 
réduction d'un relèvement quasi-canonique à des anneaux artiniens. 

In this paper we prove a lifting theorem for endomorphisms of a formal Ok-module 

to a quasi-canonical lift. For the canonical lift, a similar lifting theorem is proved 

in [ W w l j . This work is due to K. Keating ([Kl]) . 

I thank S. Wewers for helpful comments on this manuscript. 

1. Notation 

Let K be a complete discretely valued field, let OK be its ring of integers and let 

π be a uniformizing element of OK- We will assume that the residue field of OK is 

equal to the field ¥q of characteristic p. Denote by k an algebraic closure of Fq. Let 

L be a quadratic extension of K and let A = OLUR be the completion of the maximal 

unramified extension of OL- Denote by M the quotient field of A. 

Let Fo be a formal Ok-module of height 2 over k. By [ W w l ] Theorem 1.1, the 

ring of Ok-linear endomorphisms Endk Fo is isomorphic to the maximal order in 

a division algebra D of dimension 4 over K and invariant 1/2. We identify End & Fo 

with OD- Let F be the canonical lift of FQ over A with respect to an embedding 

oL oD. 
2000 Mathematics Subject Classification. — 14L05, 11G07, 11S31, 14K07. 
Key words and phrases. — Quasi-canonical lift, endomorphism ring, formal module. 

© Astérisque 312, SMF 2007 



106 I. VOLLAARD 

We consider a quasi-canonical lift F' of F0 of level s ( [ W w l , Def. 3.1]). By definition, 
End^' F' is an order OS := OK + TTSOL in OL- Note that a quasi-canonical lift of 
level 0 is a canonical lift and therefore can be defined over A. A quasi-canonical lift 
of level s > 1 can be defined over a totally ramified Galois extension M' jM of degree 

[M' : M] = 
qs + qs if L/K is unramified 

qs if L/K is ramified 

( [ W w l , Thm. 3.2]). Denote by A' the ring of integers of M' and denote by TT' 
a uniformizing element of A!. If s is equal to 0, the ring A1 is equal to A. Let 
es — e(A'/OK) be the ramification index of A' over OK, i-e-i 

es = 

2qs if L/K is ramified. 

qs + qs~x if L / K is unramified and s / 0. 

1 if L/K is unramified and s = 0. 

By [ W w l , Proposition 4.4 and Proposition 4.6], the endomorphism [K]F' is given by 
a power series 

(1.1) [TT]F' = TTX + • • - + uXq + • • - + vXq2 + • • • e A'[[X]\ 

with ?v (^) = 1 and iv(^) = 0. 
Denote by A'n = A'/(it')n+l the reduction of A; modulo ( 7 r / ) n + 1 and by = 

F' ®A, Arn the reduction of F' to A^. We obtain 

OS = EndA. F' c • • • C E n d ^ F ; c • • • C End/, F0 = OD 

( [VZ, Lem. 2.6]), hence we will consider E n d ^ F'n as a subring of End/e FQ = OD-
We write EndF^ instead of End^^ Fn. 

For n < es the ring A'/{irr)n is of characteristic p and one can define the height of 
the module F'n ( [VZ, Def. 2.2]). By construction, F'n is of height 1 if 0 < n < es and 
Fo is of height 2. Denote by ai the coefficients of [TT]F' - Then ^/(a^) > es if g { i, and 
v-K'(at) > es if q \ i and g'2 \ i. 

2. Results 

The goal of this paper is to compute the endomorphism rings End F'n as subrings 
oi OD- In the case of the canonical lift, these rings are calculated in [ W w l ] . Denote 
by a(k) the rational number 

a(k) = 
(qk-l)(q+l) 

g - 1 

for every integer k. We have a(0) = 0 and a(k) = (q + l)i k-i 
i=0 ql) for k > 1. 
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Theorem 2.1. — Let F' be a quasi-canonical lift of FQ of level s. Let I > 0 be an 

integer and let 

foe(OS + 7T1DOD) \ (OS + TTl+mdOD). 

Then fo lifts to EndF^ ! and not to Endi7^ with 

ni = ni(s) = m(L K, s) 

a i 
2 + 1 

a i-i 
2 

i-i 
2 + 1 

if I < 2s and I even 

if I < 2s and I odd. 

a(s-l) + qs-1 + ¿+1 
2 

- s ) e s + l if I > I s - I . 

Remark 2.2. — The rational number m of the theorem is an integer. Indeed, if L/K 

is ramified, the ramification index es is even. If L/K is unramified and / > 2s is even, 

then 

OS+TT1DOD = Os+irL+LOD. 

Theorem 2.3. — Consider the same situation as in Theorem 2.1. Then EndFn = 

OS+IT^OD where 

j(n). 

2k if n e}a(k - 1) + qk~l ; a(k)} for k < s. 

2k + 1 if n e}a(k);a(k) + qh] for k < s. 

k ifn e]a(s - 1) + qs~l + k/2 s)es;a(s - 1) + qs'1 + (^±1 _ s)6s] 

/or /c > 2s. 

Note that the above intervals form a disjoint cover of the set of positive integers. The 

integer j(n) is uniquely determined unless L/K is unramified and j(n) > 2s. In this 

case we have OS + 7TD^OD = OS + n^71^10D for every even j(n). 

Proof. — This theorem follows from Theorem 2.1. 

Remark2.4. — If F' is the canonical lift of FQ, i.e., if s = 0, Theorem 2.1 and 

Theorem 2.3 have already been proved in [ W w l ] Theorem 1.4. We obtain in this 

case 

EndFn = 0 L + 7 r £ 0 D 

and 

m(0) = 
l + 1 if L/K is ramified. 
l+l 

2 
if L/K is unramified. 

3. Proofs 

We will assume in the following that s is greater or equal than 1. We will split 

the proof of Theorem 2.1 into two propositions similar to the proof of Theorem 1.1 

in [Vi]. 
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Proposition 3.1. — Let I < 2s + 1 and let s > 1. Let 

fo € (Os + 7T1DOD) \ (Os + T T ^ O D ) . 

T/ien /o /i/ts to E n d L ^ \ EndF^ with 

ni = 

a 
i + 1 

a i-i 
2 + Q 

i-i 
2 f 1 

if I < 2s and I even. 

if I < 2s and I odd. 

a(s - 1) + qs'1 + es + 1 if I = 2s + 1. 

Proposition 3.2. — Let s > 1 and let fo <G EndFr/?_1 \ EndF^ with n > e , - l 
9-1 

Then 

[TT] O /O ZZ/ÏS to EndF1^/_1 \ EndF^, with n' = n + es. 

Proof of Theorem 2.1. — Theorem 2.1 follows by induction from Proposition 3.1 and 

Proposition 3.2. Let / > 2s + 1 and let f0 G (OS + TT1DOD) \ (OS + T T ^ O D ) . Write 

fo = c + [7T]F0 ° #o with c G 0S and #0 G A^2OD \ (OS + TT1D'1OD). By induction #0 

lifts to EndF^_2_! \ EndL^_2 with 

ni-2 = a{s - 1) + q8-1 + 
l - l 

2 
-s)es + l 

2qs - 2 

q-1 + 
/ - 1 

2 
- s)es > 

e3-l 

By Proposition 3.2 the endomorphism [TT]F0 °9O, hence /o, lifts to Endi^,_1 \EndF^, 

with n! = ni-2 + es = nj. • 

Remark 3.3. — We now split the proof of Proposition 3.1 into two cases. As we will 

see below, we can use the results of [Vi] in the case n/ + 1 < es. Note that n\ is a 

strictly increasing sequence. 

An easy computation shows that there exists an integer ZQ such that n/0 + 1 < es < 

n/0+i. We obtain 

— ZQ = 2s if L/K is ramified and q > 3. 

- /0 = 25 - 1 if 

L/K is unramified and q > 3. 

L/K is unramified, q — 2 and s = 1. 

L/K is ramified and q = 2. 

- Zo = 2s — 2 if L/iv" is unramified, q — 2 and s / 1. 

Proof of Proposition 3.1 in the case of ni + 1 < es. — Since A'/ÔK is a totally ram­

ified extension of ramification index es, we obtain for n < es an isomorphism of 

0 ^-algebras 

A'/(wT = (OK/(K))W]/(*T 

= k[t]/(t)n. 
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Let /0 e (OS + 7rlD0D) \ (OS + TT^OD) with nt + 1 < es, i.e., with I < l0 (Rem. 3.3). 

Then Fni is a lift of FQ of height 1 over k[t]/(£)n*+1 and we will prove the proposition 

by using the results of [Vi]. 

We have OS -f TTDOD — OK + K1DOD for Z < 2s and by an easy computation 

OS + Tr%+1GD =OKJT 7T2DS+1OD if L/K is ramified. Hence [Vi] Theorem 1.1, shows 

that /0 lifts to EndFnj_1 \ EndFnr This proves the proposition in this case. • 

3 .1 . Let /0 be an element of EndF/7_1. By fn-i E A'n-l ((X)) we always denote the 

unique lift of /0 as an endomorphism of Fn_l. Let / G ̂ 47[[X]] be a lift of fn-i as a 

power series without constant coefficient. As we are interested in endomorphisms of 

formal groups, we make the general assumption that all power series in this article 

have no constant coefficient. We write fk for the residue class of the power series / 

in ^ [ [ X ] ] . Denote by e the commutator 

e = / o [ 7 r ] ^ — F' [ir]F,ofeA'[[X]] 

using the additive operation on A'((X)) induced by F'. Then e has coefficients in (TT')71 

because fn-i is an endomorphism of Fn_x. 

The main technique to prove the lifting theorem is the cohomology theory as 

in [VZ]. Denote by In the 1-dimensional k-vector space (n')71 / (n')n+l. Consider 

the cohomology group H2(F0lIn) as in [VZ] Chapter 3. For fn-\ G EndFn_1 one 

can define a cocycle (A, {Sa}) G H2(Fo,In). Then fn-\ lifts to EndFn if and only if 

(A, {Sa}) = 0, i.e., if and only if ón is a power series in Xq ([VZ] Prop. 3.2, Cor. 3.4). 

We have 

ô7T = emod {ix')n+l. 

Lemma 3.4. — The cohomology group H2(F0,In) is a k-vector space of dimension 1. 

For a cocycle (A, {ôa}) G H2(FQ, 1n); the element ôn = (3(Xq) is a power series in 

Xq and (A, {5a}) =É 0 if and only if p'{0) ^ 0. 

Proof. — By [VZ, Lemma 2.5], every formal module over k is isomorphic to a normal 

module. Then [VZ, Proposition 3.6], shows that H2(Fo,k) is a /c-vector space of 

dimension 1. A basis is given by a cocycle (A, {ôa}) such that 5^ ~ (3(Xq) is a power 

series in Xq with /3'(0) ^ 0. This proves the lemma. • 

Remark3.5. — Let /0 £ EndFn_x. By Lemma 3.4 the power series e is a power series 

in Xq modulo (7r7)n+1, 

(3.1) e = aXq + . . . mod (7r ' )n+1. 

Furthermore, ?v(a) > n and tv(^) = n if and only if /0 0 EndFn. 

Lemma 3.6. — Let fo G EndFn_1 and let k — min{n + es, 1 + qn}. Then [TI]F0 0 /0 

lifts to EndF^_r 

(i) / / 1 + qn < n + es, the endomorphism [TT]F0 0 /0 lifts to EndF^. 
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(ii) If k = n + es and fo ^ EndF^, the endomorphism [TT]F0 ° / 0 does not lift 

to EndF^. 

Proof — We use the notations of 3.1. By equation (1.1) we obtain 

W F ' 0 / 0 TT)F' -F' [K}2F, o / = [TT]F' O e 

(3.2) = Tre H h '^e9 H h ^e9 + . . . 

Since e has coefficients in (TT7)71, we have 

[TT]F> O e = 0 mod {ir')k. 

Thus [7T]F/_ o fk_1 commutes with [TT]F'_ , hence it is an element of EndF^_1 ([VZ, 

Cor. 3.11)! We obtain by (3.2) 

(3.3) SAWF* 0 fk-i) = *e + • • • + ueq + - • • + veq2 + . . . mod (TT')*+1. 

2 

If 1 + qn < n + es, the power series (3.3) is a power series in Xq as e is a powe 

series in Xq modulo ( 7 r ' ) n + 1 . Hence [7T]F0 0 / 0 lifts to EndF^. 

If k = n + es, we obtain 
M M F ^ 0 fk-i) = ™Xq + . . . mod (TT')^1 

with i v ( 7 r a ) = n + es. Hence [TT]^ ^ o /n/_1 does not lift to EndF^. 

Proof of Proposition 3.2. — Since n > e s - l 
q-l 

, we obtain min{n + es, l-\-qn\ = n + es = 

n . The proposition follows from Lemma 3.6. 

Proof of Proposition 3.1 in the case of n > es. By Remark 3.3 we have to prove 

the following cases. 

1. L/K unramified and I = 2s + 1. 

2. L/K ramified and / = 2s + 1. 

3. L/K ramified, q = 2 and I = 2s. 

4. L/K unramified, q — 2, I = 2s — 1 and s 7̂  1. 

Note that I > 2. Let f0 be an element of (OS + IT1DOD) \ (OS + nL^LOD). Write 

/ 0 = c + [TTJFO 0 #o with c G ös and go £ TT^T^D \ ( o s + T T ^ Ö D ) - Since elements of 

OS lift to EndF', it is enough to show that [TT]F0 0 go satisfies the claim. As go is an 

element of i?DS~XOD \ {OS + TT2DSOD), it lifts to E n d F ^ \ EndF^ with n = nz_2. We 

have 

(3.4) n = a(s - 1) + 0s"1 + 1 = 
2qs - 2 

q-1 

In the first case, we obtain n/_2 > e . s -1 

q-i 
and the claim follows from the case I = 2s — 1 

from Proposition 3.2. 

Now consider the other cases. Note that in these cases n + 1 < es (Rem. 3.3). 

Let n' — n\. We have to show that [TT}F0 0 go lifts to EndF7/̂ /_1 \ EndF^,. An easy 
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calculation shows that in each case n = qn + 2. By equation (3.4) we see that 

es + n = qn in the second case, and es + n > qn + 2 in the other cases. Now we 

can use Lemma 3.6 (ii) to see that TT O g0 lifts to EndF^,_1. Let / i n ' - i £ EndF?^/_1 

be a lift of [TT]F^ ° go- It remains to show that hn'-i does not lift to EndF^,, i.e., 

8^(hn'-i) G ̂ / [ [ X ] ] is not equal to zero modulo (X)q2. 

Let hnt G A1, [[X]} be a lift of hni-\ as a power series. Then hn' = [TT]f> ogn, +F, ip 

with a power series ip = bX + • • • G (TT,)u ~1[[X]]. Using the notation of 3.1, we obtain 

M ^ n ' - l ) = M ^ F ' , ° 9n'-l) + F', ^ ° H f , " F ' , WF', ° ^ 

n — 1 n' ri ' n' n' (3.5) = [n]F> oe+F> \j)oW\F, raod(7r')n+1-

By (3.1) we obtain from equation (3.5) 

M h n ' - i ) = ( ™ + H ^ 9 + • • • mod (7T/)n,+1. 

It is sufficient to prove the following claim. 

Claim. — We have 

na + bu ^ Omod (7r ' )n '+1. 

Indeed, we have Sn(hn>-i) = 0 mod (^')n since hni-\ is an endomorphism. We 

obtain from equation (3.5) that 

Mftn/_i) = (ué + ' • ' + veq2 + . . . ) +F/7 (bvXq2 + . . . ) mod (TT')"' 

= (uaq + bv)Xq2 + . . . mod (TT')7*', 

hence we have 

(3.6) uaq + bv = 0mod (ivf)n'. 

Since vn'(a) = n (Rem. 3.5) and n' = qn -f 2, we obtain that v^^b) = n' — I. 

We first consider the last two cases. In these cases, we have es + n > n'. Therefore 

ira = 0 mod (7r')n +1 and the claim is satisfied. Thus the proposition is proved h 

these cases. 

Now consider the second case. Let 

g = aX + -- G Af[[X}}, 

Since n -f 1 < es, we obtain from the definition of e 

e = u(a- aq)Xq + . . . mod (7r ' )n+1, 

hence 

a = u(a — cvq). 

As v^'ia) = n, we have vlï'(a) = n — 1. 
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Using equation (3.6), we obtain 

TT a + bu = na — v 1u2a = irua — v luq+2aq mod {ir')n +1. 

The idea is to analyze the solutions of the equation 

(3.7) ira - v~luq+1aq = 0 mod (TT')71''. 

There are q different solutions of this equation for a G ( 7 r / ) n _ i / ( 7 r / ) n . We will identify 

these solutions as first coefficients of endomorphisms corresponding to elements of OS. 

Consider the following general situation. Let fo and fo be two elements of TTDS+1OD 

which are not equivalent modulo TTDS^2OD' AS before, we write fo = [TT]^ o g0 and 

fo = HF' °9O' We obtain 

90-g'o^ TT^-'OO \ rr2DSOD = TT^-'OD \ (OS + 7T2D80D). 

Hence the endomorphism go — g'o hfts to EndF'n_Y \ EndF'n. Write g = aX + . . . and 

g' = afX + . . . as before. We obtain i v ( a — a') = n — 1, hence a and a' are not 

equivalent modulo (^')n• Thus different equivalence classes of endomorphisms belong 

to different equivalence classes of coefficients. As L/K is a ramified extension in the 

division algebra D, we have 

(Os n T&+1OD)/T&+*OD = {(OK + irSOL) n n2ns+10D)/iT2Ds+20D 

= Trs+10L/(n^+20D n TTS+1OL) 

= OL/TTLOL F9. 

Thus the q different solutions of (3.7) correspond to the equivalence classes of endo­

morphisms of OS in Endi7^,. By our assumption [TT]^ O g0 £ OS + TTDS^2OD, hence 

equation (3.7) is not satisfied which proves the claim. • 
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12. INVARIANTS OF TERNARY QUADRATIC FORMS 

by 

Irene I. Bouw 

Abstract. — This paper deals with Gross-Keating invariants of ternary quadratic 
forms over ZL The main technical difficulties arise in residue characteristic l = 2. In 
this case, we define the Gross-Keating invariants in terms of a normal form. We give 
an alternative, less computational approach for anisotropic quadratic forms. 

Résumé (Invariants de Gross-Keating pour les formes quadratiques ternaires) 
Cet article concerne les invariants de Gross-Keating pour les formes quadratiques 

ternaires sur ZL. Les difficultés principales n'apparaissent qu'en caractéristique rési­
duelle l= 2. Dans ce cas, nous déterminons les invariants de Gross-Keating en termes 
d'une forme normale. Pour les formes anisotropes nous donnons une approche plus 
directe. 

This note provides details on [GK, Section 4]. The main goal is to define and com­
pute the Gross-Keating invariants ai1, a2 , a3 of ternary quadratic forms over zl (Def­
inition 1.2). If a1 = a2 mod 2 and a3 > a2 we define an additional invariant e { ± 1 } 
(Definition 2.7, Definition 4.8). If l≠ 2 every quadratic form over TLn is diagonaliz-
able, and it is easy to determine these invariants from the diagonal form (Section 2). 
If £ — 2 not every quadratic form is diagonalizable. Moreover, even for diagonal 
quadratic forms it is not straightforward to determine the Gross-Keating invariants. 
We determine a normal form in Section 3 and compute the invariants in terms of 
this normal form (Section 4) . In Section 5 we determine explicitly when a ternary 
quadratic form is anisotropic. A complete table can be found in Proposition 5.2 (non 
diagonalizable case) and Theorem 5.7 (diagonalizable case). In Section 6, we give an 
alternative definition of the Gross-Keating invariants for anisotropic quadratic forms. 
The results of Section 6 are due to Stefan Wewers, following a hint in [GK, Section 4]. 

Our main reference on quadratic forms over Zi is [C, Chapter 8]. Most of the 
results of this paper can also be found in the work of Yang, in a somewhat different 

2000 Mathematics Subject Classification. — 11E08. 
Key words and phrases. — Ternary quadratic forms, Gross-Keating invariants, anisotropic quadratic 
forms. 
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form. The Gross-Keating invariants are computed in [ Y l , Appendix B]. The question 

whether a given form over Z2 is isotropic or not (Section 5) is discussed in [Y2]. 

I would like to thank M. Rapoport for comments on an earlier version. 

1. Definition of the invariants a% 

In this section we give the general definition of the Gross-Keating invariants ai of 

quadratic forms over Z^ which are used in [GK]. 

Let L be a free Z^-module of rank n and choose a (for the moment) arbitrary basis 

ip = {ipi, ip2, • • • 5 ^n}- For the application to [GK] we are only interested in the case 

n = 3 of ternary quadratic forms. Let (L,Q) be an integral quadratic form over Z^ , 

that is, 

Q(x) = Q xiwi bijXiXjj with bij G Z^ . 

Put bji = for j > i. If we want to stress the dependence of the bij on the basis, we 

write bij(ip) for bij. We write (x, y) = Q(x + y) — Q(x) — Q(y) for the corresponding 

symmetric bilinear form and B = ( (^ /0^) ) for the corresponding matrix. Note that 

B = {Bij) , where B^ = 
vij, id if <j, 
2bij, ifi=j. 

In the rest of the paper we only use the bij and not the B^, for simplicity. We denote 

by ord the £-adic valuation on Z^ . We always suppose that Q is regular, that is, 

d e t ( 5 ) ^ 0. 

Changing the basis multiplies the determinant of B by an element of (Zf )2. There­

fore the determinant is a well defined element of Zi/(Zf)2. 

Lemma 1.1. — Suppose that either £ ^ 2 or n is odd. Define 

A = A ( Q ) = 
1 

2 
det(B). 

Then A G Ze. 

Proof. — The lemma is obvious if £ ^ 2. Suppose that £ = 2 and n odd. Write 

A = J2aesn 26{a)d(o-), where d(a) = ( - l ) s s n M ]J^=1 bia{%) and 5(a) + 1 is the number 

of i £ { 1 , 2 , . . . , n } which are fixed by a. The only problematic terms are those with 

5(a) — — 1. Suppose that a acts without fixed points on {1, 2 , . . . , n). Then a~l ^ <r, 

since n is odd. The matrix ((ipi,^j)) is symmetric. It follows that d(a) = d(a~l), 

hence 25^d(a) + 25^]d(a~l) e Z£. • 

We now come to the definition of the Gross-Keating invariants of a quadratic 

form. Let xf> — (ipi,ip2, • • •, be a basis of L. We write S(ip) for the set of tuples 

y = (yi ,2/2, • • •, Vn) € ^n such that 

(1.1) Vi < V2 < • • • < 2/n, 
Vi + Vj 

2 
< ord(bij(ip)) for 1 < i < j < n. 
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Let S = US(x/>). We order tuples (yi,..., yn) G S lexicographically, as follows. For 

given ( y l , . . . , yn), ( 2 : 1 , . . . , 2n) G 5 , let j be the largest integer such that yi = zi for 

all i < j . Then (yll ...,yn)> (¿1, • • •, zn) if % > z3. 

Definition 1.2. — The Gross-Keating invariants ai,...,an are the maximum o 

(yl,..., 2/n) G 5. A basis 1/? is called optimal if (ai,..., an) G S(ip). 

If t/? is optimal, then 

(1.2) AI+ CLJ < 2 ord(bij(if>)) for 1 < i < j < n, and ai < a2 < • • • < an. 

Since A is well defined up to (Z£ ) , the integer ord(A) is well defined. The following 

lemma will be useful in computing the Gross-Keating invariants. 

Lemma 1.3 

(a) Suppose that n is odd, then 

ord(A) > a\ + «2 + V an-

(b) We have 

ai = min 
x,y£L 

oid (x. y). 

(c) Define p := min^ ord(det(A))7 where A runs through the 2 by 2 minors of B. 

Then 

Q>i + a2 < p-

Proof. — This lemma is proved in [ Y l , Lemma B.l, Lemma B.2]. Note that the 

matrix T in [Yl] differs by a factor 2 from our matrix B. Let (p be an optimal basis. 

We use the notation of the proof of Lemma 1.1. 

First suppose that £ — 2. Write § for the set of equivalence classes in Sn un­

der the equivalence relation a ~ <T_1. The proof of Lemma 1.1 shows that A = 

ecS {~lf^)26'^d{a), where ó'(cr) > 0. The choice of <p implies that 

ord(26'^d(cr)) =<J/(( j)+ordi 

i 

bia(i) > 

n 

i=l 

ai+ao(i) 

2 

n 

i=l 
a{. 

This proves (a) in this case. 

If £ ^ 2, define S'(a) = 0 for all a G Sn. Then the proof works also in this case. 

Since a\ < 02 < • • • < an, it follows from (1.2) that ord(6^-(y?)) > ai for all i < j . 

On the other hand, it is obvious that a\ > mmXjyeL ord (x, y). This implies (b). 

Part (c) is similar to (a), compare to Lemma Bl.ii in [Y l ] . Let ii)I2,ji,J2 £ 

{1 ,2 , . . . , n } be integers such that i\ ^ ¿2 and j \ ^ 32- Write B(i\^2\3x^32) for 

the corresponding minor of B. After renumbering, we may suppose that i\ ^32 

and i2 ^ ji. Then det(B(iu i2; j i , j2)) = ±{2abh,JIbi2,j2 ~ K^^JI), where a G 

{ 0 , 1 , 2 } is the number of equalities i\ = 31^2 = 32 that hold. We conclude that 

ord(det(i3(ii, %2\ j i , 3 2 ) ) > ( « ¿ 1 + Ui2 + a j i + a j 2 ) / 2 > fli + «2- (Here we use that 

« i < «2 < • • • < an and i\ ^ ¿2 and ji ^32-) This proves (c). • 
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2. Definition of the Gross-Keat ing invariants for £ ^ 2 

We start this section with an elementary lemma which holds without assumption 

on £. 

Lemma 2.1. — Choose a basis ip — (̂ i,...,wn of L. Let 7 1 , . . . , 7m G L be linearly 

independent. The following are equivalent. 

(a) There exists 7 m + i , . . . , 7n G L such that the (7^) form a basis. 

(b) The matrix ( 7 1 , . . . , 7m), expressing the 7^ m terms of the basis ij), contains a 

ra x ra minor whose determinant is a p-adic unit. 

(c) / / n 
2=1 

^ 7 i G L for some Vi G Q¿, ¿/¿en v¿ G Z¿. 

Proof — This is straightforward. See also [C, Chapter 8, Lemma 2.1]. 

In particular, a vector a = atibi G L is part of a basis of L if and only if 

minj ord(oij) = 0. We call such vectors primitive. 

We have that 

(2.1) 2 (x, y) = 2[Q(x + y)- Q(x) - Q(y)\ = (x + y,x + y)- (x, x) - (y, y). 

If I 7̂  2, this implies that 

(2.2) mm 
x,yc L 

Did (x. y) — min ord (x. x) . 

In the rest of this section, we suppose that £ 7̂  2. There is a x G L for which the 

minimum in (2.2) is attained. This vector x is primitive. Lemma 2.1 implies that x 

can be extended to a basis of L. We will see in Section 4 that (2.2) does not hold for 

£ = 2; this is the main reason why things are more difficult for £ = 2. 

Proposition 2.2. — Suvnose that £^2. Then there exists a basis ib of L such that 

Q(x) = Q Xi^x 

i 

biiX^ , where ord(òn) < ord(ò22) < • • • < ord(ònn). 

Proof. — Our proof follows [C, Chapter 8, Theorem 3.1]. 

The discussion before the statement of the theorem shows that we may choose tpi 

such that 

ord(Q((/?i)) = ord ((/?i, (fi) = min 
x,ycL 

ord (x, y). 

Here we use the equality (2.2). 

Choose u?2, • • •, tpn £ L such that u> = \ipi, o?2 • • •, tpn} is a basis of L. As before 

we write Q( i xiei 
l< i<j i<n bij(ip)xiXj. Then 

Q(x) = on xi -f 
bl2 

2bn 
xo ^— 

bin 

26n 

2 

f Q(x2l . .. ,xn), 

for some integral quadratic form Q in n — 1 variables. 
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We define a new basis by ipi = <pi, and ipi = p>i — (b\i/2bn)(pi for i ^ 1. The 
choice of wl ensures that ipi G L, since e = ord(26n) < ord{bn). With respect to this 
new basis, the quadratic form is 

Q(x) = b11($)x\ + Q 
i>2 

xlibl 

The proposition follows by induction. 

Remark2.3. — Cassels ([C, Chapter 8, Theorem 3.1]) proves a stronger statement 
than Proposition 2.2. Namely, he gives a list of pairwise nonisomorphic quadratic 
forms such that every integral quadratic form is isomorphic to one of these. This 
stronger statement implies that the definition of the invariants ai of Proposition 2.6 
does not depend of the choice of the orthogonal basis. 

We can give a simpler definition of the invariants ai in terms of a basis tj) as in 
Proposition 2.2. If 7 G L is an element such that Q{^) ^ 0, we may define a reflection 
r7 by 

T*y(x) — x — 
2 ( x , 7 ) 

( 7 , 7 ) 

This is the reflection in the orthogonal complement of 7. Clearly, r7 is defined ove 
!Li if and only if ord (7 ,7 ) = min^^ ord (x, x) . (In fact, this also holds for £ = 2. 
Since r7 is a reflection, it is clearly invertible. The following lemma is a partial analoj 
of Witt's Lemma ([C, Corollary to Theorem 2.4.1]) which holds for quadratic form 
over fields. 

Lemma 2.4. — Suppose that ib,<p G L satisfy 

Q(V) = Q(<p), o r d ( Q M ) = o r d ( Q M ) = min 
xeL 

oid{Q(x)). 

Then there exists an integral isometry a of (L,Q) such that cr(ip) = (p. Moreover, a 
may be taken as a product of reflections r 7 . 

Proof — This is [C, Lemma 8.3.3]. Our assumptions on ip and p> imply that 
Qw+ if) + Q№ -<p) = 2Q($) + 2Q{ip) = 4Q(^). Since ord(Q(^)) = ord (^) = 
m h w ^ ord (x, x) =: e, it follows that one of the following holds: 

(a) ordQ(x/j + cp) = e, 
(b) ordQ(ip — (p) = e. 

Since £ ^ 2, it is also possible that both hold. If (a) holds, then r̂ +(/7 is integral and 

sends i\) to (p. If (b) holds, define a — r^_^ or,/,. • 

Lemma 2.5. — Suppose u,v EZf . Then ux\ + vx\ ~ze %i + uvx\. 
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Proof. — This is proved in the second corollary to [C, Lemma 8.3.3]. We give the 

idea. Since I ^ 2, there exists a, c £ 7L£ such that a2u + c2v — 1. We may assume 

that a is a unit. Then 

C = 
a -cv 

c au 

defines the equivalence of the lemma. 

Proposition 2.6 

(a) Let iß = ( ^ i , ^2 , • • •, ißn) be an orthogonal basis of L as in Proposition 2.2 Write 

Q(x) = bixf. Then the invariants ai (Definition 1.2) satisfy 

a% = ord(6i). 

In particular, iß is optimal. 

(b) Suppose that n is odd. Then 

ord(A) = a\ + • • • + an. 

Proof. — Let cp be a basis such that the inequalities (1.2) hold. We claim that 

ord (<^i, (fi) = a\. Part (b) of Lemma 1.3 implies that a\ = m i n ^ L ord (x, x ) . The 

choice of cp implies moreover that ord ((/?i, cpi) = minxGL ord (x, x). The definition of 

a\ implies therefore that a\ = ord (cpi, c^i). 

We apply the diagonalization process of the proof of Proposition 2.2 to the basis 

cp. Define ip\ = cp± and tpz = (fi — (bii/2bn)<pi for i ^ 1. One computes that 

(rßj,ißi) = 0, (VuWi) = 

b21j 

26n 
+ 2bjj, [ißi,ißj) = -

bubij 

2bn 
+ hj. 

for j / 1 and i ^ l,j. The inequalities (1.2) imply that ord (iftj, tpj) > a3 and 

2 ord (0i, ipj) > CLZ + cij. Therefore the new basis also satisfies the inequalities (1.2). 

This implies that there exists an orthogonal basis tp which satisfies (1.2). It follows 

that the Gross-Keating invariants ( a i , . . . , an) are the maximum of US(i/>), where the 

union is taken over the orthogonal bases and US'(/0) is as in (1.1). 

Let cp and ip be two orthogonal bases. Write Q(x) = b\x\ + 62^2 H h bnx2n with 

respect to the basis tp and Q(x) — d\x\ + d2x\ + • • • + dnx2n with respect to the basis 

cp. We suppose that ord(&i) < ord(62) < • • • < ord(6n) and ord(c?i) < ord((i2) < • • • < 

ord(<in). We suppose moreover that cp satisfies (1.2). (Such cp exists by the above 

argument.) We have to show that ip satisfies (1.2), also. Write C = (cij) for the 

change of basis matrix expressing cp in terms ip. As before, Lemma 1.3.(b) implies 

that ord(6i) = ord(c?i) = a\. Write b\ — ud\, for some unit u. 

Suppose that o r d ^ ) > ord(&i). Then 

di = 
n 

j=l 

c2b3 = c ^ ò i m o d r i + 1 . 
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This implies that u is a quadratic residue. To prove the claim, we may therefore 

assume that Q(ipi) = Q(<fi) in this case. 

Suppose that ord(fri) = ord(&2)- Then Lemma 2.5 implies that Q is Z^-equivalent to 

d\x\Jrub2x\ + b?)x\ + • • •. Hence also in this case we may assume that Q{ip\) = Q(<£i). 

Lemma 2.4 implies that there exists an isometry a of Q which sends tpi to p)\. 

Then D := a~lC fixes ^ i - Write 

D = 
1 

0 D2 
B : = 

2&i 0 

0 26n 

where J^2 is an (n — 1) x (n — 1) matrix. One computes that 

DlBD = 
272^i 

21D\ 

2-yD! 

* 

Our assumption implies that DlBD is a diagonal matrix, with diagonal entries 2aV 

This implies that D\ = ( 0 , . . . , 0). We conclude that D restricts to an integral and in-

vertible map from the sublattice of L spanned by ^ 2 , • • •, f/Vi to the sublattice spanned 

by <̂ 25 • • •, Pn- This implies (a). 

Part (b) follows immediately from (a). • 

Definition 2.7. — Suppose that n = 3 and £ ^ 2. Assume a\ = a2 mod 2, and a3 > a2. 

Choose a basis i/> — ( ^ 1 , ip2, ^ 3 ) of L as in Proposition 2.2. Write bu = £AIUI. We 

define an invariant e = e(t/?) by the Legendre symbol 

(2.3) € = 
-U\U2 

£ 

Lemma 2.8. — Assumptions and notations are as in Definition 2.7. 

(a) The invariant e(ip) does not depend on the choice of the orthogonal basis ip. 

(b) We have that e = 1 if and only if the subspace of L O Z Qi spanned by wl and 

ip2 is isotropic. 

Proof. — Let 1)) = ( ^ 1 , ip2, ^ 3 ) be a basis of L as in Proposition 2.6, in particular ip 

is orthogonal and the valuation of bi = (^ , ipi) /2 is equal to â , for i — 1, 2, 3. 

Suppose that a2 = a\ mod2 and a% > a2. Write a2 = a\ + 27. Write Q' for the 

restriction of Q to the sublattice of L spanned by w2 and if)2- Then Q'(x) = b\x\ + b2x\ 

is equivalent to £ai(xf + w i i ^ 2 7 ^ 2 ) (Lemma 2.5). It follows that Q' is isotropic if 

e = l and anisotropic if e = — 1. This proves (b). 

Let be another orthogonal basis and write Q( i XIIFI) = d\x\ +d2x\ +dzx\. We 

assume that ord(d^) = â . Write C for the matrix expressing cp in terms of if). The 

argument of the proof of Proposition 2.6 together with the assumption that a2 < 03 
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implies that there exists an isometry a such that 

a~1C = 

VA 

0 

0 

0 

V2 

0 

0 

0 

^ 3 , 

where the Vi are units. This shows that di = vfbi. The lemma follows. 

3. A normal form for quadratic forms over Z2 

Not every quadratic form over Z2 is diagonalizable. In this section we give a normal 

form for ternary quadratic forms over Z2, following [C, Section 8.4]. Cassels uses a 

slightly stronger notion of integrality, namely he supposes that bij/2 G Z^, for all 

i ^ j . However, this does not make any difference. 

Lemma 3.1. — Suppose £ = 2. Let Q be a regular quadratic form over Z2. Then Q is 

^-equivalent to a sum of quadratic forms of the form 

(3.1) 2eux2, 

for e G Z>o and u G Z j , and 

(3.2) 2e(b\x\ + uxix2 + b2xl), 

with e G Z>o; and w G Z2X . 

The equality (2.1) holds for £ = 2, but (2.2) does not. However, (2.1) implies that 

min 
x,y^L 

ord (x, y) + 1 > min ord (x, x) . 

Therefore minx YEL ord (x, y) equals either minxGL ord (x, x) or minxGL ord (x, x) — 1. 

Proof. — Let e = minx y cL ord (x, y). We distinguish two cases. 

(a) There exists a 7 G L such that ord ( 7 , 7 ) = e. 

(b) For all 7 G L we have that ord ( 7 , 7 ) > e. 

Suppose we are in case (a). Then o r d ( 0 i , ^ ) > e, by definition. We can now 

proceed as in the proof of Proposition 2.2. Namely, 2bn = 2Q(0i) = (^lj^i) . 

Therefore b\ 1 has valuation e — 1. For i ^ 1, we have that ord(6n) = ord ( ^ 1 , ipi) > e. 

Therefore 

ei=wi- bii w1 

is an element of L and ^ 1 , ^ 2 , . . . , cpn form a basis. With respect to this basis the 

quadratic form Q becomes Q(x) — bnx^ + Q (#2, • • •, xn), for some quadratic form Q 

in n — 1 variables. 

Suppose we are in case (b). Then ord (7, 7 ) > e for all 7 G L. We may choose 

^ 1 , ^ 2 G L such that ord (ipi, ip2) = e. The definition of e implies that ( ,0 i+02)/2 0 L. 

Lemma 2.1 implies therefore that ^ 1 , ip2 can be extended to a basis 0 i , . . . , i/jn of L. 
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The choice of ipi and ijj2 implies that the determinant of the matrix 

2òii2~e 

h22~e 

bl22-e 

2b222~e 

is a unit in ILi. Therefore we can find X{, XJ2 such that 

-2\{bu - X32b12 + bij = 0, -2AJ2Ò22 - AJÒ12 + b2j = 0, 

for j = 3 , . . . , n. Define (fj = ip3 — X]_ipi — A^^- The choice of the Â  implies that 

(<Pj,^i) = ( ^ , ^ 2 ) = 0 , for j = 3, . . . , n . 

With respect to the basis (^i, ^2 , e3 • • • > V?n) the quadratic form Q becomes 

<2(x) = 2e(b11xl + Ò12X1X2 + b22x2) + ( ? ( x 3 , • • • ,xn). 

This proves the lemma. 

Lemma 3.2. — Let Q2{x) = b\\x\ + 612^1X2 + ^22^2 be a binary quadratic form over 

7L2 and L2 the corresponding free ^-lattice of rank two. 

(a) 7/"min(ord(&ii), ord(&22)) < ord(6i2) then Q2 is diagonalizable. 

(b) Suppose that Q2 is not diagonalizable. Then Q2 is anisotropic if and only if 

ord(6i2) = ord(6n) = ord(622). 

(c) Suppose Q2 is anisotropic and not diagonalizable. Then Q2 is equivalent to 

2e{x\ + x i x 2 + X 2 ) , 

for some e. 

(d) Suppose that Q2 is isotropic and not diagonalizable. Then Q2 is equivalent to 

2ex\x2, 

for some e. 

Proof. — Part (a) follows from the proof of Lemma 3.1. 

Suppose that Q2 is not diagonalizable. Then ord(6i2) < min(ord(6n), ord(&22))5 

by (a). Part (b) is an elementary Hilbert-symbol computation using [S, Theo­

rem IV.6]. 

Suppose that Q2 is anisotropic and not diagonalizable. Then (b) implies that e := 

ord(6i2) = ord(bn) = ord(622)- Part (c) now follows from an elementary computation. 

Suppose that Q2 is isotropic and not diagonalizable. There exists a primitive vector 

ipi such that Q ( V t ) = 0- Lemma 2.1 together with the fact that the quadratic form 

is nondegenerate, implies that there exists a vector ip2 £ L2 such that ^ 1 , ^ 2 form a 

basis of L2 and (T/t, I/J2) 7̂  0. After multiplying ip2 with a unit, we may suppose that 

C0i5 ̂ 2) = 2e, for some e > 0. 
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We claim that ord (^2, ^2 ) > ord ( 0 i , T/^). Namely, if ord (^2, ̂ 2) < ord ( ^ 1 , ^ 2 ) 
then Q2 is diagonalizable by (a), but this contradicts our assumptions. Therefore 

0 2 : = ^ 2 -
W>2,^2 

2 ( 0 1 , ^ ) 
•éi e L2. 

Now 0 i , -02 form a basis of L and ( 0 2 , V4) — 0- This proves (d). • 

Proposition 3.3. — Let (L,Q) be a ternary quadratic form over Z2. One of the fol­

lowing two possibilities occurs. 

(a) The form Q is diagonalizable; there exists a basis such that 

Q(x) = b\x\ + 62X2 + 6 3 X 3 , with 0 < ord(6i) < ord(62) < ord(63). 

(b) The form Q is not diagonalizable; there exists a basis such that 

Q(x) = г¿l2Mlx2+2 / i2(^X2+X2Xз+vxз), with v G { 0 , 1 } , /i2 > 0 and m e Z2 . 

Proof. — This follows immediately from Lemma 3.1 and Lemma 3.2. • 

This classification is the same as the classification used (but not explicitly stated) 
in [ Y l , Appendix B]. Note that Yang's matrix T differs by a factor 2 from the matrix 
B we use. In particular, the invariant /3 used in [ Y l , Proposition B.4] satisfies ¡3 > —1 

rather than (3 > 0. 

4. The Gross—Keating invariants for £ — 2 

In this section we compute the Gross Keating invariants of ternary quadratic forms 

(L, Q) over Z2 in terms of the normal form of Proposition 3.3. The computation of 

the ai can be found in Proposition 4.1 (non-diagonalizable case) and Proposition 4.2 

(diagonalizable case). The computation of e can be found in Proposition 4.9. This 

section is based on [ Y l , Appendix B]. 

We start by considering quadratic forms which are not diagonalizable. Recall from 

Proposition 3.3 that if Q is not diagonalizable then there exists a basis i\) of L with 

respect to which we have 

(4.1) Q(x) — u\2lllx\ + 2^2{vx\ + X2X3 + ^x2), with v £ { 0 , 1 } , u\ G Z j • 

We do not suppose that \i\ < ji2. 

Proposition 4.1. — Suppose that Q is given by (4-1)- Then 

(ai,a2,a3) = 
( / i l , / X 2 , / i 2 ) , if fli < \L2, 

(/¿2,/¿2, Mi), if u1 > u2 

Proof. — Lemma 1.3.(b) implies that a\ — min(/ii, ¡12)- We distinguish two cases. 

Suppose that ¡11 < p2. Then a\ = Hi and ord(A) = fii + 2/i2 > a\ + a2 + as 

(Lemma 1.3.(a)). Therefore 02 < (a2 + 0,3)/2 < ¡12- The existence of a basis ip as 

in (4.1) implies that ( /^ , /¿2,^2) £ S(^). We conclude that 02 — 03 — ^2. 
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Suppose that /11 > ¡12- In this case we have that a\ = ¡12- Recall that we defined 

p as the minimum of the valuation of the determinant of the 2 x 2-minors of B. 

One computes that p = min(2/i2,1 + /¿1 + ¡12) — 2/i2, since we assumed that \i\ > 

¡12 + 1. Lemma 1.3.(c) implies that p > a\ + a2, hence a2 < ¡¿2- The existence of a 

basis tp as in (4.1) implies that (/¿2?/¿2? Mi) ^ S(tp). We conclude that ( 0 1 , 0 2 , 0 3 ) = 

(/i2,/i2,/ii). • 

We now consider diagonalizable quadratic forms Q. Contrary to the situation for 

£ 2, a basis tp which diagonalizes Q is not optimal (Definition 1.2). 

Proposition 4.2. — Suppose that Q is diagonalizable. Let tp be a basis of L such that 

(4.2) Q(x) — b\x\ + b2x\ + b^x\, with bi = i^2Mi, m G Zx2 and /ii < /i2 < / /3 . 

(a) Suppose that \i\ ^ /¿2 mod 2. T/z,en ( 0 1 , 0 2 , 0 3 ) = (/¿1, /¿2, /¿3 + 2). 

(b) Suppose that /¿1 = //2 mod 2. 

(i) IfuiJru2 = c2 mod 4 or/i3 < /¿2 + 1, ^en (oi,o2,a3) = (/ii,/x2 + l ,M3 + l)-

(ii) Otherwise, (oi,o2,o3) = (/¿1, /i2 + 2, /13) . 

The proof of this proposition is divided in several lemmas. We use the notation of 

Proposition 4.2. In particular, tp is a basis of L with respect to which Q is as in (4.2). 

Let cp be an optimal basis, i.e., suppose that the inequalities (1.2) hold. We write 

C = (cij) for the change of basis matrix expressing cp in terms of tp. We write the 

quadratic form Q in terms of the basis cp as Q(x) — X ^ < j dijXiXj. In other words, 

the dij are the coefficients of the matrix obtained by dividing the diagonal elements 

of ClBC by two. One computes that 

(4.3) ^ = ^ 6 1 + ^ 6 2 + ^ 3 . 

Lemma 4.3. — Suppose that Q is diagonal and \i\ ^ /¿2 mod 2. Then ( 0 1 , 0 2 , 0 3 ) = 

(/ii,/i2,M3 + 2). 

Proof. — We have already seen that a\ = ul Therefore it follows from the definition 

of the ai that 02 > /¿2- We claim that 02 = ¡12- Suppose that 02 > /¿2-

Write /¿2 = /¿1 + 27 + 1. The inequalities (1.2) imply that ord(d22) > 02 > M2 + 1 

and ord(d33) > 03 > 02 > //2 + 1- Since \i\ ^ ¡12 mod 2, it follows from (4.3) that 

ord(ci2) > 7 + 1 and ord(ci3) > 7 + 1. 

We first suppose that ¡13 > /¿2- Then ord(c22) > 1 and ord(c33) > 1. But this 

implies that det(C) = 0 mod 2. This gives a contradiction. 

If /¿2 = M3> we proceed similarly. In this case C22 = C32 mod 2 and C23 = C33 mod 2. 

This implies again that det(C) = 0 mod 2. We conclude that 02 = /¿2-

Since ord(A) = ord(det(5)) + 2 = /11 + /i2 + /¿3 + 2, it follows from Lemma 1.3.(a) 

that as < /¿3 + 2. To show that 03 = //3 + 2 it suffices to find a basis cp such that 

( / / 1 , /¿2, M3 + 2) G S(cp). We now construct such a basis. 
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Our assumptions imply that /13 is congruent to \i\ or fi2 (modulo 2). We suppose 

that /13 = ii\ mod 2. (The case ¡13 = fi2 mod 2 is similar.) Write \i2 = /¿1 + 27 + 1 

and /¿3 = /ii + 2A. We distinguish two cases: 

— ui + ii3 = 0 mod 4, 

— ?/] + 113 = 2 mod 4. 

In the first case define 

c = 
1 

0 

0 

0 

1 

0 

2A 

0 

1 

With respect to the new basis we have Q(x) = 6ix2^62X2+2A+16i£i£3 + (&3+22A6i)x2;. 

In the second case we define 

C = 

1 

0 

0 

0 

1 

0 

2A 
2 A - 7 

1 

With respect to the new basis we have Q(x) = 6i£2^&2X2 + 2A+16i£i£3 + (&3 + 22A6i + 

22(A~^)fr2)x2 + 2x~1+1b2x2X3. It is easy to check that the basis (p corresponding to C 

satisfies (1.2) for a\ = / 1 1 , a2 = \i2 and as = ¡13 + 2. This proves the lemma. • 

The proof of Lemmas 4.4, 4.5 and 4.6 follows the same pattern as the proof of 

Lemma 4.3. 

Lemma 4.4. — Suppose that Q is diagonalizable, /¿1 = \i2 mod 2 and ¡13 < /¿2 + 1. 

Then (ai, a2, a3) = (/¿1, /¿2 + 1, /¿3 + 1)-

Proof. — Since ai — 111 and ord(A) = /ii + /i2 + /-¿3 + 2 it follows from Lemma 1.3 

that a\ + 2a2 < «i + «2 + «3 < /¿1 + /-¿2 + M3 + 2 < Mi + 2/z2 + 3. This implies that 

«2 < M2 + 1. 

We now construct a basis cp such that (¿¿1, /¿2 + 1, /¿3 + 1) £ ^ (<£>)• The lemma follows 

from this. Let C be the corresponding change of basis matrix. Write \i2 = ¡11 + 27. 

If /¿2 = /i3 define 

C = 

1 

0 

0 

27 

1 

0 

27 

0 

1 

With respect to the new basis we have Q(x) = b\x\ + (2276i + b2)x\ + 27+16i(xix2 + 

X1X3) + (b3 + 22^!)x2 + 21+2761x2x3. 

If 113 — a2 + 1 and i/i + ^2 = 2 mod 4 define 

C = 

1 

0 

0 

27 

1 

0 

27 

1 

1 

With respect to the new basis we have Q(x) = bix\ + (b2 + 2276i)^2 + 27+16i(xix2 + 

X3) + (63 + 2276i + b2)xl + (227+16i + 262)x2x3. 
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If a3 = iii + 1 and u\ + U2 = 0 mod 4 define 

C = 

1 

0 

0 

27 

1 

1 

27 

1 

2 

With respect to the new basis we have Q(x) = bixl-\-(22lbi+b2-\-b3)x2-\-21+1bi(xix2Jr 

X!X3) + (463 + 22^h + b2)x2 + (227+16i + 262 + 4b3)x2x3-

In each of these cases one checks that (/¿1, /¿2 + 1, /¿3 + 1) £ S((f). • 

Lemma 4.5. — Suppose that Q is diagonal, \i\ = /¿2 mod 2 and u\ + U2 = 2 mod 4. 

Then (ai,a2,a3) = (MI ,M2 + 1 ,M3 + ! ) • 

Proof. — By Lemma 4.4 we may assume that /¿3 > ¡12 +2. We claim that a 2 < M2 + 1-

Suppose that a2 > [i2-\-2. As before, we suppose that cp is an optimal basis. As before, 

we write C = (cij) for the change of basis matrix and D — ClBC = (dij) for the 

matrix corresponding to the new basis. Write /¿2 = /¿1 + 27. 

The assumption a 2 > M2 + 2 implies that ord(d22) > a 2 > M2 + 2 and ord(d33) > 

a3 > a2 > [12 + 2. It follows from (4.3) that ord(ci2) > 7 and ord(ci3) > 7. Suppose 

that ord(ci2) = 7. Then ord(c22) = 1 and d22 = 2^(m + u2) ^ 0 mod2^2+2. This 

gives a contradiction. Similarly, we obtain a contradiction if ord(ci3) = 7. Therefore 

ord(cij) > 7 for j = 2,3 and ¿¿22 = ¿22^2 mod2M2+2. Since ord(d22) > M2 + 2 and 

ord(^2) = /¿25 we conclude that ord(c22) > 0. Similarly, d33 = c23&2 mod2M2+2; this 

implies that ord(c23) > 0. But then det(C) = 0 m o d 2 . This gives a contradiction. 

We conclude that 02 < M2 + 1-

To prove the lemma, we construct a basis cp such that (/¿1, /¿2 + 1, /¿3 + 1) £ S (<£>)• 

We distinguish two subcases: 

- /¿3 = Mi mod 2, 

— /x3 ^ //! mod 2. 

Suppose that /¿3 = /¿1 mod 2. Write M2 = Mi + 27 and M3 = Mi + 2A. Let be the 

basis of L corresponding to the change of basis matrix 

C = 

1 27 2A 

0 1 0 

0 0 1 

With respect to the new basis we have Q(x) — b\x\ + (227&i + b2)x2 + 21+1b\X\X2 + 

2x+1b1x1x3 + (63 + 22Xb1)x2 + 27+A+16ix2X3. 

Suppose that fi3 ^ /¿1 mod 2. Write ¡12 — Mi + 27 and /23 = /¿1 + 2A + 1. Let cp be 

the basis of L corresponding to the change of basis matrix 

C = 

1 

0 

0 

27 

1 

0 

2A 
2 A - 7 

1 
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With respect to the new basis we have Q(x) = b\x\ + {22lb\ + b2)x\ + 2lJrlb\Xix2 + 

2x+lblxlx?) + (63 + 22A6i + 22(A-^62)a:3 + (27+A+16i + 2A-7+162)x2X3. 

In each of these cases one checks that ( /¿1, /¿2 + 1, M3 + 1) G S(e). • 

Lemma 4.6. — Suppose that Q is diagonal, \i\ = \i2 mod 2, M3 > M2 + 2 andu\JrU2 '-

0 m o d 4 . Then (a i ,a2 ,a3) = (mi,M2 + 2,//3). 

Proof. — Write /¿2 = Mi + 27. We already know that ai = Mi- We claim that 

&2 < /¿2 + 2. Suppose <22 > /¿2 + 3. The same reasoning as in the beginning of the 

proof of Lemma 4.4 shows that we may assume that /¿3 > ¡12 + 4. If C22 = C23 = 0 

mod 2, we conclude as in the proof of Lemma 4.5 that det(C) = 0 mod 2. This gives 

a contradiction, hence either C22 or C23 is a unit. 

Suppose that C22 is a unit. (The argument in the case that C23 is a unit is similar, 

and we omit it.) Then ord(ci2) = 7. One computes that 

(4.4) d\2 = 2ci2cn6i + 2c2ic22^2 mod2^2+3. 

It follows from (1.2) that 2ord(di2) > a\ + 02 > Mi + M2 + 3 = 2/xi + 2 7 + 3. Hence 

(4.5) ord(di2) > Mi + 7 + 2. 

Recall that Lemma 1.3.(b) implies that ord(dn) = a\. 

First suppose that /¿1 < /¿2, that is 7 ^ 0. Since d\\ has valuation ai, c\\ is a unit. 

It follows from (4.4) that ord(di2) = Mi + 7 + 1- This contradicts (4.5). 

Now suppose that \i\ = M2- Since d\\ = c\2b\ + c l i ^ m o d 2 m + 1 . Since d\\ has 

valuation a\ = Mi, it follows that either 

(i) C12 = 1 mod 2 and c2i = 0 mod 2, or 

(ii) c\2 = 0 mod 2 and c2i = 1 mod 2. 

Since ord(di2) > Mi + 2, it follows from (4.4) that (i) holds and that en = 0 mod 2. 

One computes that 

d23 = 2ci2ci36i + 2c22c23^2 = 2ci36i + 2c23b2 mod2Ml+2, 

since C12 and C22 are units. It follows that C13 = C23 mod 2. But this implies tha 

det(C) = 0 mod 2. (In case u\ +1/2 = 4 mod 8 one could alternatively argue as in th 

proof of Lemma 4.5.) 

Let <p be the basis of L corresponding to the change of basis matrix 

C = 

1 

0 

0 

2 7 

1 

0 

0 

0 

1 

Then &22(y>) = 0 mod2/i2+2. With respect to the new basis we have Q(x) = b\x\ + 

(2276i + b2)xl + 2^1b1x1x2 + 63^3- Therefore (mi,M2 + 1,M3) G S((p). This proves 

the lemma. • 
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The following proposition is an immediate consequence of the computation of the 
invariants â . It illustrates that the ai satisfy similar properties for £ = 2 and £ ^ 2, 
which is not so clear from the definition. 

Proposition 4.7. — Let Q be a ternary quadratic form over 7L£ for £ > 2. Then 

ord(A) = a\ + a2 + a3. 

Proof. — For £ ^ 2 this is Proposition 2.6.(b). For £ = 2 the theorem follows from 
the Propositions 4.1 and 4.2. • 

In the rest of this section we define the Gross-Keating invariant e for £ — 2 and 
show that it is well defined (compare to Lemma 2.8). 

Definition 4.8'. — Suppose that a\ = a2 mod 2 and a3 > a2. Let cp be an optimal 
basis. We define e = e((p) by e = 1 if the subspace of L <g)%2 Q2 spanned by cpi and cp2 
is isotropic, and e = — 1, otherwise. 

Proposition 4.9. — Suppose that a\ = a2 mod 2 and a3 > a2. 

(a) The invariant e does not depend on the choice of the basis. 
(b) (i) / / Q is not diagonalizable we may write Q(x) = u\2^xx\ + 2il'2(yx\ + 

x2x3 + vx\) with v G { 0 , 1 } and /ii > /i2. In this case 

e = ( - l ) » . 

(ii) 7/Q 2s diagonalizable we may write Q(x) = u\l^xx\ + n22M2x2 + w32M3x3 
with г¿l + n2 = 0 mod 4, /ii = ji2 mod 2 and /¿3 > fi2 + 2. IFe Zia^e £/ia£ 

e = (_i)(ui+u2)/4> 

Proof. — The fact that one of the two cases of (b) holds follows immediately from 

Propositions 4.1 and 4.2. 

Suppose that Q is not diagonalizable. Write Q(x) — u\2^x\ + 2M2(ra2 + x2x3 -f 

vx\), as in the statement of the proposition, and let ift be the corresponding ba­

sis. Write Q2 for the restriction of Q to the sublattice spanned by the basis vectors 

^2,^3. Lemma 3.2 implies that Q2 is isotropic if and only v = 0. This implies 

that e(V0 = (-l)v. 

We now show that e is well defined in this case. It suffices to show that e(cp) = 

e(t/)) for optimal bases cp and tp with respect to which Q is in a normal form as 

in Proposition 3.3. By assumption, Q is not diagonalizable. (In fact, it follows 

from Proposition 4.2 that no quadratic form Q(x) = u\2^xx\ + 2^[vx\ + x2x3 -f 

vx\) with v G { 0 , 1 } and fii > /i2 is diagonalizable. Hence we could have dropped 

this assumption from the statement of the proposition.) Write Q'(x) = u'l2^ilx\ + 

2^2[v'x\ + x2xs + Î /X3) for Q expressed with respect to the basis ip. Since A(Q) = 

A(Q') we have that u\(4v2 — 1) = i^/1(4(i;/)2 — 1), therefore v = vf implies that u\ = u[. 
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Hence, to show that e(cp) = e(/0), it suffices to show that v = v . We assume that 

v — 1 and v' = 0, and derive a contradiction. 

The basis vector (p2 is isotropic. Write <p2 = ciVa + c2ip2 + ^ 3 ^ 3 . The fact that 

Q((f2) — 0 implies that \i\ = \i2 mod2. Moreover, it follows that ord(cj) > (/¿1 — 

[i2)j2 > 0 for j = 2 ,3 . Since (f2 is primitive, it follows that c\ = 1 mod 2. An easy 

computation shows that ord (<p2, ipi) > /i2 for i = 1, 2, 3. In particular ord (ip2, (fs) > 

/¿2- But this contradicts the assumption that ord (ip2, (ps) = \i2. 

Next we assume that Q is diagonalizable, and let Q(x) be as in the statement 

of (b.ii). Write i/> for the corresponding basis of L. Let Q2 be the restriction of 

Q to the subspace spanned by ipi,ip2. Then Q2 is isotropic if and only if — det(Q) 

is a square ([S, Theorem IV.6]). It is easy to see that this happens if and only if 

ui + u2 = 0 mod 8. 

We now show that e is independent of the choice of the optimal basis in this case. 

Let (p be an optimal basis. Let C — (c^) be the corresponding change of basis matrix 

expressing cp in terms of w Write \i\ = \i2 + 27. 

We suppose that \i2 > / ¿1 , that is 7 > 0. (The case \i\ = \i2 is analogous and left to 

the reader.) We use the notation of the proof of Lemma 4.6. In particular, we write 

Q(x) — J2i<j dijXiXj for the representation of Q in terms of the basis cp. 

We showed in the proof of Lemma 4.6 that either c22 or C23 is a unit. Suppose 

that C22 = 0 mod2 and C23 = 1 mod 2. It follows that ord(^33) > as — /13 > \i2 + 3. 

Therefore (4.3) implies that ord(ci3) = 7. We showed in the proof of Lemma 4.6 

that en is a unit. Since d\s = 2c\\C\sb\ + 2c2ic2362 mod2M3+1, we conclude that 

2ord(<ii3) = 2 + 27 + 2/ii = + /JL2 + 2. (Here we use that 7 > 0.) But this 

contradicts 2 o r d ( d i 3 ) > a\ + as = /¿1 + M3 ^ Mi + M2 + 3. We conclude that C22 is a 

unit. Recall from the proof of Lemma 4.6 that this implies that c\2 = 1 mod 2 and 

C21 = 0 mod 2. Therefore the determinant of the submatrix 

C = 
en 

C21 

C12 

C22 

of C is a unit. We may define 

D = 
c-1 

0 

0 

1 

With respect to the basis corresponding to CD, the quadratic form Q becomes Q(x) = 

(61 + 52bs)x\ + (62 + S2bs)xl + 25ib3xix2 + x3(other terms), for certain ¿1,^2 £ ^ 2 -

Since ord(63) > ord(62) + 3 this implies that the subspace spanned by ipi and ip2 is 

isotropic if and only if the space spanned by 0i and ijj2 is isotropic. • 

5. Anisotropic quadratic forms 

The goal is to classify all anisotropic ternary quadratic forms over Z2, starting from 

the normal form of Proposition 3.3. We will see that for anisotropic forms we may 
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choose an optimal basis cp so that ord(Q(^)) = ai similar to what we had for £ ^ 2 

(Corollary 5.8). 

Proposition 5.1. — Let Q be a ternary quadratic form over Q£. Write Q(x) = b\x\ + 

62X2 + 6 3 X 3 . We denote by det(Q) = b\b2b3 the determinant of Q. Then Q is isotropic 

if and only if 

( - L , - D E T ( Q ) ) = 

i<j 

(bi,bj). 

Here (•, •) denotes the Hilbert symbol. 

Proof. — This is [S, Theorem IV.6.ii]. • 

Proposition 5.2. — Let Q be a ternary quadratic form over Z2 which is not diagonal­

izable. Let tp be an optimal basis such that Q(x) = u\2^x\ + 2^2(vx2 + x2x3 + vx\) 

with v G { 0 , 1 } . Then Q is isotropic if and only if v = 0 or \i\ = ji2 mod2. 

Proof. — If v = 0 then Q is obviously isotropic. Therefore suppose that v = 1. To 

decide whether Q is isotropic, we may consider Q as quadratic form over Q2. We have 

Q(x) ^Q2 u\2ilxx\ + 2M2(x2 + 3x2). The proposition follows from Proposition 5.1 by 

direct verification using the formula for the Hilbert symbol [S, Theorem 111.1]. • 

Lemma 5.3. — Let Q be a ternary quadratic form over Z£. We do not assume that 

£ = 2. Suppose that a\ = a2 = 03 mod 2. Then Q is isotropic. 

Proof. — If Q is not diagonalizable then the lemma follows from Proposition 5.2, 

since (ai, 0,2,0-3) e {( / i i , / i2 , / i2) , (M2,M2,Mi)}-

Suppose that Q is diagonalizable. Write Q(x) = ui£^x\ + u2£^2x\ + u^3x\. If 

£ 7̂  2 we have that \±i — a{ hence ¡11 = \i2 = ¡13 mod 2. To show that Q is isotropic, 

it suffices to consider Q over Q£. After multiplying the basis vectors by a suitable 

constant, we may assume that /¿1 = /¿2 = Ma = 0- The lemma now follows immediately 

from Proposition 5.1, since the Hilbert symbol is trivial on units for £ 7̂  2. 

Suppose that £ = 2 and Q is diagonalizable. Proposition 4.2 implies that \i\ = 

/¿2 = M3 mod 2 and u\ + U2 = 0 mod 4. As for £ ^ 2, it is no restriction to suppose 

that Q(x) — u\x\JrU2x\ + U3x\. One computes that this quadratic form is anisotropic 

if and only if u\ = U2 = U3 mod 4. Hence in our case Q is isotropic. • 

For future reference we record from the proof of Lemma 5.3 when a diagonal ternary 

form over Z2 is anisotropic. 

Lemma 5.4. — Let Q(x) = u\2llxx\ + U22^x\ + U32Pj?>X\ be a diagonal, ternary 

quadratic form over Z2. Suppose that ji\ = fi2 = ¡13 mod 2. Then Q is anisotropic if 

and only if u\ = u2 = U3 mod4. 
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Lemma 5.5. — Let Q(x) = u\2^xx\ + u22^x\ + u32^3x2 be a diagonal, ternary 

quadratic form over Z2. Suppose that pi = ¿¿2 mod 2 and ps ^ /ii mod 2. 

(a) Suppose that u\ = u2 = us mod 4. Then Q is anisotropic if and only ifu2 = ± ^ 1 

mod 8. 

(b) Suppose that the u% are not all equivalent modulo 4. Then Q is anisotropic if 

and only if u2 = ± 3 ^ i mod 8. 

Proof — The proof is similar to the proof of Lemma 5.3 and is left to the reader. • 

Notation 5.6. — Let Q be a ternary quadratic form with Gross-Keating invariants 

(ai, a2, as). For every l<i<j<3we define 

oi= ai + aj 

2 

where \a] is the smallest integer greater than or equal to a. 

Theorem 5.7. — Let Q(x) — u\l^xx\ Jru22ll'2x\ + US2Pj3X\ be a diagonal anisotropic 

quadratic form over Z2 with p\ < \i2 < /¿3. Then one of the following cases occurs. 

(a) Suppose p\ = /13 ^ p2 mod2 and u\ = 3n3mod8. Then (a\,a2las) = 

(/ii,/i2,/i3 + 2) and a\ ^ a2 mod2. There exists an optimal basis with respect 

to which 

Q(x) = 2aiu1x21 + 2a2u2xl + 2ôl3u1x1x3 + 2a3mxl. 

(b) Suppose pi = ps p2 mod2 and ni = W3 mod4. Then (a\,a2las) = 

(/ii,/i2,/i3 + 2) and ai ^ a2 mod 2. Moreover, u2 = u\ mod4 if us = u\ mod 8 

and u2 = —u\ mod 4 if us = hu\ mod 8. There exists an optimal basis with 

respect to which 

Q(x) = 2aiu1x{ + 2a2u2xl + 2ôl3u1x1x3 + 2Ô23u2x2x3 + 2a3u1vxj. 

Here v = (u\ -\-u2)/2 if u2 = г¿l mod4 and v = (3ui + ^ / 2 if u2 = —ai mod 4. 

(c) Suppose pi ^ /i2 = /13 mod2. TTzen (a i ,a2 ,a3) = (pi,p2lps + 2) and a2 ^ ai 

mod 2. Tfte quadratic form with respect to an optimal basis is as in (a) and (b) 

with the role of x\ and x2 reversed. 

(d) Suppose pi = p2 mod2 and p2 = ps- Then (a\,a2las) — {p>i,p>2 + 1 ,^3 + 1) 

and a\ ^ a2 mod 2. Moreover, u\ = u2 = us mod4. There exists an optimal 

basis with respect to which 

Q(x) = 2aiUlxl + 2a2v2x\ + 26l3u1(x1x2 + £1X3) + 2b23uxx2xs + 2 a ^ 3 ^ . 

Here ^ = (ul + i^)/2 for i — 2, 3. 
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(e) Suppose fii = /12 mod2; /¿3 = /¿2 + 1 and u\ = u2 mod4. Then (01,02,03) = 

(¡11,112 + 1,M3 + 1) and <22 ^ ai mod 2. Moreover, U2 = ^ 1 mod 8 i/ u3 = ni 

mod4 and U2 = 5i£i mod 8 2 / ^ 3 = —ni mod4. There exists an optimal basis 

with respect to which 

Q(x) = 2aiU!xl + 2a2v2xl + 2ôl3u1(x1x2 + £1X3) + 2Ô23v2X2X3 + 2a3i;3x^. 

Here V2 = (ni + 162)/2 and ^3 = (i£i + 1*3)/2 (Vesp. (3г¿l + t/3)/2,) depending on 

whether u3 = U\ mod 4 or not. 

(f) Suppose /ii = /¿2 mod2; /i3 = /¿2 + 1 and ul = —^2 mod4. T/ien ( 0 1 , 0 2 , 0 3 ) — 

(/ii, /¿2 + 1, /¿3 + 1) and oi = 02 mod2. Moreover, U2 = 3ni mod8. There exists 

an optimal basis with respect to which 

Q(x) = 2aiulx\ + 2a2v2^ + 25l3ni(xix2 + xix3) + 2623v23x2x3 + 2a3v3x23. 

Here v2 = (^i + u2 + 2u3)/2, v23 = (ui Jru2Jr 4^3)/2 and v3 = ^ 1 + 2n3. 

(g) Suppose /ii = /12 = /¿3 mod2 and ni = ^2 mod4 and fi3 > /12 + 2. Then 

(oi, 02, 03) = (/ii, /i2 + 1, /i3 + 1) and a2 ^ ai mod2. Moreover, u3 = u\ mod4. 

There exists an optimal basis with respect to which 

Q(x) = 2aiu1x\ + 2a2i;2x^ + 2<5l2mxix2 + 2(5l3i/iXix3 + 2Ô23uix2x3 + 2 a 3 ^ 3 -

Here Vi = (u\ + ui)/2 for i = 2,3. 

(h) Suppose fix = /12 ^ /¿3 mod 2 and iti = U2 mod4 and /i3 > ¿¿2 + 2. Then 

(01 , 02, 03) = (/ii, /¿2 -f- 1, /i3 + 1) and 02 ^ ai mod 2. One of the following two 

cases holds: 

u2 = ni mod 8 and 7/3 = u,\ mod 4, 

u2 = 5ni mod 8 and 03 = — u\ mod 4. 

There exists an optimal basis with respect to which 

Q(x) = 2aiuix\ + 2a2v2xl + 2Sl2u1x1x2 + 26l3u1x1x3 + 2(523v2^2^3 + 2a3v3z§. 

Here V2 = ( ^ 1 + ^ 2 ) / 2 and v3 = ^ 1 + ^ 3 ) / 2 (Vesp. ^3 = ( 3 ^ 1 + ^ 3 ) 7 2 ^ depending 

on whether u\ = u3 mod 4 or not. 

(i) Suppose /ii = /12 ^ fi3 mod2; /i3 > ¡12 + 2 and -02 = 3ÜI mod8. T/ien 

( 0 1 , 0 2 , 0 3 ) — (/ii,/i2 + 2 , / i3) and oi = 02 mod2. There exists an optimal basis 

with respect to which 

Q(x) = 2aiulx\ + 2 a 2 ^ 2 ^ + 2<5l2i/ixix2 + 2a3n3x^. 

Here V2 = (u\ + г¿2)/2. 

Proof. — This follows from the results of Section 4 together with the Lemmas 5.4, 

5.5. • 

Corollary 5.8. — Suppose that Q is anisotropic. Then there exists an optimal basis cp 

such that 

OYd(bii(cp)) = a% 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2007 



132 I. I. BOUW 

fori = 1,2,3. 

Proof — This follows immediately from Theorem 5.7 (diagonal case) and Proposi­

tion 5.2 (non-diagonal case). • 

In Section 6, we give a more conceptual proof of Corollary 5.8. In fact, we prove 

that any optimal basis has the property in Corollary 5.8. The following lemma gives 

a list of the small cases. 

Lemma 5.9. — Let Q be an anisotropic ternary quadratic form over Z2 and suppose 

that as < 1. Then one of the following possibilities occurs. 

(a) We have (ai, «22,^3) = (0,0,1) . In this case Q is not diagonalizable; it is of the 

form 

Q(x) = x\ + x\x2 + x\ + u32x\. 

(b) We have (a i ,a2 ,a3) — (0,1,1) and Q is not diagonalizable. Then Q is of the 

form 

Q[x) = u\x\ + 2{x\ + x2x3 + x2). 

(cj We have {a\, a2, as) — (U, 1 , 1 ) and Q is diagonalizable. 1 hen Q is as in 1 heorem 

5.7. (d) with a\ = ¿13 = 0 and a2 = as = #23 = 1. 

6. Alternative version of the Gross—Keating invariants for anisotropic 

forms 

We fix an arbitrary prime number £ and a free quadratic module (L, Q) over 

of rank n. We assume that (L,Q) is anisotropic, i.e., that Q(I/J) = 0 implies 0 = 

0. Under this assumption, there is an alternative definition of the Gross-Keating 

invariants and a very useful characterization of optimal bases; see the remark at 

the end of section 4 in [GK]. In this section we do not suppose that n = 3 to 

streamline some arguments. Recall that n > 5 implies that (L,Q) is isotropic ([S, 

Theorem IV.6]). Therefore the only additional case is anisotropic quadratic forms in 

four variables. 

We define a function v : L — > Z U { o o } b y the rule 

v(ïp) := ord^Q^) . 

For ijj G L and x G Zp we have 

(6 .1) v(xip) = 2 ord^(x) + V(I/J). 

Lemma 6.1. — The function v satisfies the triangle inequality 

(6.2) V(I/J + w ^ min(v(^), v^1)). 

Moreover, if the inequality in (6.2) is strict we have v(ijj) = v(ip'). 
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Proof. — If tp and tp' are linearly dependent the claim is obvious. We may hence 

assume that they are linearly independent. For x,y £ 7L£ we write 

Q(xtp + yip') — ax2 + y2b + cxy. 

Suppose that v(ip + ip') < v(tp),v(tp'). Then ord^(a + b + c) < ord^(a), ord^(6). The 

usual triangle inequality for ord^ implies 

ord^(c) = ord^(a + b + c) < ord^(a), ord£(6). 

Lemma 3.2.(b) implies that (L,Q) is isotropic. This and proves (6.2). The second 

assertion of the lemma follows from (6.2), applied to a suitable combination of the 

vectors ±tp, ±tp' and tp + tp'. • 

Remark 6.2. — If n < 3, one gets an alternative proof of Lemma 6.1 by noting that 

(L, Q) is represented by the quaternion division algebra D over Q^, equipped with its 

norm form. The function v is then the restriction of the standard valuation of D. 

Let tp = (ipi) be a basis of L. For i = 1 , . . . , n, let L^-i C L be the subspace (of 

rank i — 1) spanned by ip\,..., ^ ¿ - 1 - We define a function V{ : L/Li-i —» Z > o U { o o } 

bv the rule 

^(^ + Li-x) := max(v('0/)|^/ £ tp + L*_i). 

Note that Vi(tp) = oo if and only of tp £ L^-i-

Definition 6.3. — A basis tp = (tpi) of L is called ideal, if 

v(wsi)= ^(^ + Li-i) = min(^('0 + Li-i)) 
ipeL 

holds for z = 1 , . . . , n. 

It is clear that there exists an ideal basis of L. The next lemma gives a usefu 

characterization of an ideal basis. 

Lemma 6.4. — A basis tp = (tpi) of L is ideal if and only if 

(6.3) v(tpi) < v(tpj) for i < j , 

and for all (xi) £ ZJ? we have 

(6.4) v 
i 

Xi*Pi) = min v{Xitpi) 

Proof. — Let tp — (ipi) be a basis of L. If (6.3) and (6.4) hold, then one easily checks 

from Definition 6.3 that tp is ideal. 

Conversely, suppose that tp is ideal. The inequality (6.3) follows directly from 

Definition 6.3. It remains to prove (6.4). Fix (xi) £ Z™ and k with 1 < k < n. Set 

ek:= i<k xitpi. We claim that 

(6.5) v(cpk + xktpk) = mm(v(ipk), v(xktpk)). 

From this claim, (6.4) follows by induction. 
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For k = 1, the claim is obvious. To prove it for k > 1 we may assume that it holds 

for k' = k — 1. Also, by the triangle inequality (6.2), the left hand side of (6.5) is 

greater than or equal to the right hand side. Suppose that the left hand side is strictly 

greater than the right hand side. Then we have v(<pk) — v(xkipk)- Using (6.1), (6.3) 

and the claim for k' = k — 1, we find that ordp(xk) < ord^(x^) for all i < k. After 

dividing by Xk, we may therefore assume that Xk = 1- However, by the definition of 

an ideal basis we have 

v'(ek)= v(wk)>v(ek+wk) 

This contradicts our assumption and proves the claim. 

Let us fix an ideal basis ij) — (ipi,..., ipn) of L, and set 

a2 := vtyi), i = 1,... , n . 

We want to show that the ai are the Gross-Keating invariants of (L,Q). We first 

check that (a^) lies in the set S (Section 1). For this we write the quadratic form Q 

as follows: 

q 
i 

xiwi) 

i .1 

bii X^X j . 

We set ciij := ord^fr^). Note that ai = an. 

Proposition 6.5. — For l<i<j<nwe have 

o>ij > 
Oi + Oj 

2 

Proof. — The case i = j being trivial, we may assume that i < j . Our proof is by 

contradiction. First we assume that 2a^ + 1 < + aj. We set c := max(a^ — ai + 1 , 0) 

and look at the right hand side of 

Q(lcwi+wj) = viil2c +bjj+bijlc. 

The three terms of this sum have £-valuation ai + 2c, aj and aij + c, respectively. B> 

aij + c < min(a^ + 2c, a?). 

It follows that 

v[£c^)l + i/jj) = ai3 + c < min(v(£cilJi), v(i/jj)). 

This contradicts the triangle inequality and excludes the case 2a^ + 1 < + aj. 

It remains to exclude the case 2a -̂ + 1 = ai + a3. Since < aj we have c := 

O'ij — cii > 0. Let x £ Zf be a ^-adic unit. Then 

(6.6) Q(£cxipi + ^ - ) = bu£2cx2 + 6ij + fr^x. 

By our choice of c we have 

at + 2c = a7 — 1 = a^- + c. 
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We see that on the right hand side of (6.6), the first and the last term have the 

minimal valuation a3- — 1, while the middle term has valuation a3. Therefore, for an 

appropriate choice of x, we get 

v(£cxïpi + tpj) > dj > min(v (£cxtpi), v(tp3)). 

But this contradicts Lemma 6.4, (6.4). The proposition follows. • 

Proposition 6.6. — An ideal basis is also optimal (Definition 1.2). Moreover, if tp — 

(tpi) is an ideal basis of L, then (ai := v(tpi)) are the Gross Keating invariants 

of(L,Q). 

Proof. — The previous proposition says that (ai) is an element of S. It remains to 

show that (ai) is a maximal element, with respect to the lexicographical ordering. 

Let tp' = (tp[) be an arbitrary basis of L, and let (a[) be an element of S(tp') 

(Section 1). We will show that a'k < ak for k — 1, . . . , n, which proves the proposition. 

Write 

wi= 

3 

%ij ̂ Pj i with (xij) G GLN(Z£). 

The condition (a'-) G S(tp') together with Lemma 6.4 shows that 

(6.7) a[ <v(tp[) = min((2j + 2ovà£(xij)). 
j 

Using that (x^) is invertible, one shows that there exists at least one pair of indices 

(ij) with k < i and j < k such that x^ is a unit. Applying (6.7) and (6.3) we get 

Q>'k — ai — aj — ak-

This is what we had to prove. • 

Corollary 6.7. — Let tp = (tpi) be an ideal basis of L and (yi) G Qnl with yz ^ 0. Set 

tp' := (tp'i), where tp[ := yitpi G L ®z£ Qi, and let L' denote the 7L£-lattice spanned 

by tp'. Let (ai) be the Gross-Keating invariants of L. 

(a) The basis tp' of L' is ideal. 

(b) The Gross-Keating invariants of L' are the numbers 

a[ := al + 2ord^(?/2), 

in some order. 

Proof. — Choose an integer r such that £ry% G Z^, for all i. For (x^) G Z ^ , Lemma 6.4 

shows that 

v 

i 

XitpA = v 

i 

^rxxyttpi \ - 2r 

= min [v(£rXiyitpi)) - 2r 

= min v(xitp[)). 
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Again by Lemma 6.4 we conclude that tp (in some order) is an ideal basis of V. This 
proves (a). Part (a) of the corollary follows now from the previous proposition. • 

Remark 6.8. — Corollary 6.7 (a) is false without the assumption that (L, Q) is 
anisotropic. Consider, for instance, the (isotropic) quadratic form Q(x) = x\ — x\+/±x\ 
over Z 2 . Dividing the last vector of the standard basis by 2 we obtain the quadratic 
form Qf(x) =x21- x22+ x23 According to Proposition 4.2(b), the Gross-Keating 
invariants of Q are (0, 2, 2), while the invariants of Qr are (0,1,1) . 

Proposition 6.9. — Let (L,Q) be an anisotropic free quadratic module over Z^. Then 
every optimal basis is an ideal basis. 

The proof of this proposition uses the following lemma. 

Lemma 6.10. — Let ( a i , . . . , an) be the Gross Keating invariants of (L, Q), and let ip 
be an optimal basis. Then v(ijji) = ax. 

Proof. — Let \j) be an optimal basis and suppose that v(t/ji) > az, for some i. It 
follows from the definition of the Gross-Keating invariants (Definition 1.2) that there 
exists a j ^ i such that 

ord(bij) = (ai + aj)/2. 

In particular, we have that a% = a3- mod 2. Lemma 5.3 implies therefore that a^ ^ 
Oi mod 2 for all k 7̂  i,j, since (L,Q) is anisotropic. (The case that n = 4 easily 
reduces to the case that n = 3 by using the existence of an ideal basis.) 

Consider the restriction Q\ of Q to L\ = (ipi, ipj). We distinguish three cases. First 
suppose that ai = a3. Then (L\,Q\) is isotropic by Lemma 3.2.(b). 

Next we suppose that ai < aj. Then i < j . We have already seen that a^ ^ 
ai mod 2 for all k ^ i,j. Renumbering the indices, if necessary, we may assume that 
ai < a^+i and aj-i < aj- Define (ai) by di = ai + 1 and a3 = aj — 1, and dk = a^ for 
all k ^ i,j. Then (dk) G S(ip). This contradicts the definition of the Gross Keating 
invariants. 

Finally, we suppose that a% > aj. Then i > j . If v(ijjj) > aj, we interchange i 
and j and obtain a contradiction by the previous case. Therefore v(t[)j) = a3. Since 
ah = a3 mod 2, Lemma 3.2.(b) implies that L\ is isotropic. This gives a contradiction. 
We conclude that v(ipi) = ai for all i. • 

Proof of Proposition 6.9. — Let i\) be an optimal basis which is not ideal. Lemma 6.10 
implies that v(ipi) = ai for all i. Let k be minimal such that there exists a 
if = Yli=i xir[lJi G L with v((f) 7̂  mmi(xii/jt). Lemma 6.4 implies that k exists. It 
follows from the triangle inequality that v(ip) > min^(x^). Write (p = Yl^i xi1JJi' 
The choice of k implies that v((p) = mm^k v(xi^i). Since v(ip) = v((p + Xk^k)-> we 
conclude from Lemma 6.1 that v((p) = vixh^k)- This implies that 

(6.8) 2ord(xz) + ai > 2ord(xk) + a&. 
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In particular, ord(a^) > ord(xk), for all i. Therefore it is no restriction to assume 

that Xk is a unit. 

We define a new basis cp = Up A by (pz = tpi if i ^ k and cp^ = (p. Write 

Q 

i 

wiei 

i<j 

bijViVj. 

One computes that 

b3k = 
2X 1 b n n —\~ i=j bijXt for j < k, 

'i 
b%jX{ for j > k. 

Equation (6.8) implies that ord(bjk) > (a3 + ak)/2. Therefore cp is again an opti­

mal basis. But v(cpk) = v(cp) > min^ v(xiipi) = v(xkipk) = o>k- This contradicts 

Lemma 6.10. • 

Lemma 6.11. — Let M c L be a sublattice, i.e., a sub-TLa-module of rank n. Let 

6 i , . . . , bn be the Gross-Keating invariants of (M, Q\M)- Then b{ > a{. 

Proof. — We choose ideal bases (tpi,..., tpn) for L and (cpi,..., <pn) for M. Then 

ax = v(ipi) and bt — v(cpi). Let us fix an index i G { 1 , . . . , n } and show bi > a{. For 

an element tp = ^ . x3tp3 of L, we set tp' : = ^23<t Xjtpj and tp" := Yl3>i xjtlJ3- Then 

ip = ip' + W/' and v(tb") > a7. Since the vectors ^ , . . . , <z?'- lie in a subspace of rank 

i — 1, there exist X i , . . . , xi G Z^, not all zero, such that '3<i 
Xjcp'- = 0. Then 

3<i 

Xjipj — 

j<i 

x3ip"3. 

Applying Lemma 6.4 (6.4) to the left hand side and the triangle inequality (6.2) to 

the right hand side, we conclude that 

min(ò? + 2ord^(x?-)) > 
3^ 

mini 
3<i 

v(ip-) +ordi(Xi)) > min (at + 2orde(xj)). 

For the index j for which orde(xj) takes its minimal value we get ai < bj < bi. This 

proves the lemma. • 
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13. D E F O R M A T I O N S O F I S O G E N I E S O F F O R M A L G R O U P S 

by 

Michael Rapoport 

Abstract. — Let (f1 , F 2 , F 3 ) : E —»• E' be a triple of isogenies between supersingular 
elliptic curves over Fp. We determine when the locus of deformation of ( f 1 , F 2 , F 3 ) 
inside the universal deformation space of (E, E') is an Artin scheme, and in this case 
we give a formula for its length. These results are due to Gross and Keating. 

Résumé (Déformations d'isogénies de groupes formels). — Soit (F1 , F2, F3) : E —> E' un 
triplet d'isogénies entre des courbes elliptiques supersingulières sur FP. Nous donnons 
un critère pour le lieu de déformation de ( f i , F 2 , F 3 ) dans l'espace de déformations 
universel de (E,E') d'être un schéma artinien, et nous donnons dans ce cas une 
formule pour sa longueur. Ces résultats sont dûs à Gross et Keating. 

Let A and A' be abelian varieties of the same dimension n over Fp. The universal 

deformation space M of the pair A, A' is the formal spectrum of a power series ring in 

2n2 variables over W(Fp). Given an isogeny f : A —» A' one may pose the problem of 

determining the maximal locus inside M, where f can be deformed. More generally, 

given an r-tuple f1,..., fr of isogenies from A to A', one may ask for the maximal 

locus inside M where f 1 , . . . , fr deform. And, one may ask when this maximal locus 

is the spectrum of a local Artin ring, and if so, to give a formula for its length. 

These questions are very difficult and it even seems likely that no systematic an­

swers exist in general. In this chapter we consider the case n = 1, i.e., when A and A' 

are elliptic curves. More precisely, we present the solution due to Gross and Keating 

[GK] to this problem when A and A' are supersingular elliptic curves. Their proof 

is a clever application of results on quasi-canonical liftings and their endomorphisms. 

Unfortunately, some parts of their proof are not so easy to implement in the case 

p = 2, which requires special attention. In fact, I only managed to deal with the case 

p = 2 by making use of the classification of quadratic forms over Z2, comp. [B], and 
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Key words and phrases. — Formal group, quasi-canonical lifting, Kummer congruence, Gross-Keating 
invariants. 
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using a case-by-case analysis. Fortunately, S. Wewers afterwards found a uniform ar­

gument for this part of the proof which makes use of deeper properties of anisotropic 

quadratic forms over Z2. This proof is presented in the next chapter. We decided to 

present both proofs because the more pedestrian approach here gives insight into the 

subtleties of the Gross-Keating invariants in the case p = 2. 

Let us comment on the general problem above in another example, the case of 

ordinary elliptic curves, comp. [Me2]. The case when A and A! are ordinary elliptic 

curves has been known for a long time and is part of the Serre-Tate theory of canonical 

coordinates, comp. [Mes, Appendix]. Let A and A' be ordinary elliptic curves and 

fix isomorphisms 

A[p°°r - Qp/Zp, A ' [ p ° T - QP/ZP, 

which then induce, via the canonical principal polarization, isomorphisms 

A[p°°}0 = Gm, Ä\p°°}° = Gm. 

The isogeny / : A —» Af determines 

(20,21) ^ %l 

where / is given by multiplication by z\ on the et ale part and by multiplication by 

ZQ on the connected part of A(poo) On the other hand, we have 

M = Spf W{Wp)lt,t'i 

(Serre-Tate canonical coordinates). Then setting q — 1 + £, q' — 1 + £', the locus inside 

A4 where / deforms is defined by the equation 

qZl = qZ(\ 

cf. [Mes, Appendix, 3.3], comp, also [Me2, Example 2.3]. On the other hand, it is 

easy to see that, for any r-tuple of isogenies / 1 , . . . , / r : A —» A'', the locus where 

/ 1 , . . . , / r deform is never of finite length, comp. [Go2, proof of Prop. 3.2]. These 

remarks show that already the case n = 1 in the above-mentioned general problem 

defies a uniform solution. 

I wish to thank I. Bouw, U. Görtz, Ch. Kaiser, S. Kudla, S. Wewers and Th. Zink 

for their help in the preparation of this manuscript, and the referee for his remarks. 

1. Statement of the result 

Let E and E' be supersingular elliptic curves over ¥p. Denoting by W the ring of 

Witt vectors of Fp, the ring 

R = w[[tJ}] 
is the universal deformation ring of the pair E,E'. Let E,E; be the universal de­

formation of E,E' over R. Let / i , / 2 , / 3 • E —• E' be a triple of isogenies. The 
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locus inside Spf R to which / 1 , / 2 , / 3 deform is a closed formal subscheme. Let 

I = minimal ideal in R such that / 1 , / 2 , / 3 : E —> E' lift to isogenies E — > E ' (mod I). 

The problem in this chapter is: Determine 

a ( / i , / 2 ) / 3 ) = l g w f i / J 

(in particular, determine when this length is finite). 

This problem reduces to a problem on formal groups, as follows. Let T = E resp. 

V = E' be the formal group over R corresponding to E resp. E'. By the Serre-Tate 

theorem we have 

1 = minimal ideal in R such t h a t / 1 , / 2 , / 3 : E—>& lift to isogenies L—>T' (mod / ) . 

Now E and E' can both be identified with the formal group G of dimension 1 and 

height 2 over ¥p (which is unique up to isomorphism). In this way / 1 , / 2 , / 3 become 

non-zero elements of End(G) = OD- Here D denotes the quaternion division algebra 

over QP. 

On Hom(^,E/) we have the quadratic form induced by the canonical principal 

polarization, 

<?(/) = 7 ° / = deg/ . 

This Z-valued quadratic form is induced by the Z„-valued quadratic form 

Q(x) — x • Lx 

under the inclusion Hom(E, E') C End(G). Here x ^ Lx denotes the main involution 

on D characterized by (reduced trace) 

tr(x) = x + Lx . 

We also write Q(x) = Nm(x) (reduced norm). 

Let L — Zp/i + Zp /2 + ^p/3 be the Zp-submodule of OD, with the quadratic form 

Q obtained by restriction. Then 

/ = minimal ideal in R such that L C Hornby/(T, V). 

Assume that (L, Q) is non-degenerate, i.e., L is of rank 3. Then to (L, Q) are associ­

ated integers 0 < ai < a2 < ^ 3 , the Gross-Keating invariants. Recall ([B, section 2]) 

that if p ^ 2 these invariants are characterized by the fact that in a suitable basis 

ci, 62, e3 of L the matrix T = 1 
2 1 (eiiej))i,j is equal to 

(1.1) T = ciicig(u1pai,U2pa2,u3pa3) with uuu2,u3 e Z*. 

Here (x, y) — Q(x + y) — Q(x) — Q(y) is the bilinear form associated to the quadratic 

form Q. 
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Theorem 1.1. — The length of R/I is finite if and only if (L, Q) is non-degenerate. 

In this case, \gwR/I only depends on the Gross-Keating invariants (ai, 0/2,0,3) and 

equals a(Q) where 

a(Q) = 

a i - l 

i=0 

(i + l)(ai + a2 + a3 - 3i)pl + 

( a i + a 2 - 2 ) / 2 

2 = a i 

(ai + l)(2ai + a2 + a3 - Ai)pl 

ai + 1 

2 
> 3 - a2 + l)p(fll+a2)/ , z/ai = a2 (mod 2) 

a(Q) = 

a i - l 

z=0 

?/ ai ^ a2 (mod 2) 

(z + l)(ai + a2 + a3 - 3i)p' + 
( a i + a 2 - l ) / 2 

z = a i 

(ai + l ) ( 2 a i + a 2 + a3-4z)p l , 

Remark 1.2. — Recall from [B, Lemma 5.3] that, since (L,Q) is anisotropic, not all 

ai, a2, <23 have the same parity. Hence the RHS of the formulas above is an integer in 

all cases. 

Remark 1.3. — The formulas above imply that the length of R/I only depends on 

the isomorphism class of the quadratic module L. This can be seen in an a priori way 

as follows. 

First of all, there is an action of (Dx)2 on the universal deformation ring R, given 

by changing the identification of the special fibers of r , r ' with G, G by a pair of 

automorphisms of G. More precisely, an element d G Dx defines a quasi-isogeny 

of G, as the composition Frob-7' o d. Here Frob denotes the Frobenius endomorphism 

and v = v(d) is the valuation of d. Since this is a quasi-isogeny of height 0, it is an 

automorphism of G. Note however, that this is only a semi-linear automorphism, and 

therefore also the induced automorphism by (<ii, ¿¿2) G (Dx)2 on R is only semi-linear. 

It follows that for ((¿1,^2) G (Dx)2 with v(d\) = i;(<i2), the length of the deforma­

tion ring R/I for L = Zp/i + Z p / 2 + Z p / 3 is equal to the length of the deformation ring 

R/I' for L' = Zpf[ + Z p / 2 + ^ / 3 ^ where /2' = difd^1. Hence it suffices to show that 

for any two isometric ternary lattices L and L' in Op, there exists (<ii,<i2) G (Dx)2 

with i>(<ii) = 17(^2) and iv7 = diLd^1. 

Fix a nondegenerate ternary form Q over Zp. We want to show that for any two 

isometries a,a' from Q to OD , there exists (¿¿1,^2) G (Dx)2 as above with Lr = 

diLd^1, where L resp. L; denotes the image of a, resp. a'. By [ W d l , Lemma 1.6], 

we may identify SO(D,Nm) with the group 

{(di,da) e (Dx)2 I Nm(d!) = Nm(d2)}/Qpx. 

By [ W d 2 , 1.3], the group SO(D, Nm) acts simply transitively on the set of isometries 

cr, hence there exists a unique (<ii,<i2) G SO(D,Nm) with a' — dicrd^1. The pair 

(<ii,<i2) has the required properties. 

To start the proof of Theorem 1.1, we first recall the following proposition. 
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Proposition 1.4. — Let ifj G End(G) be an isogeny, i.e., ip = 0. Let J be the minimal 

ideal in R = W p , £']] such that ip lifts to an isogeny T —» T' (mod J). T/zen £/ie closed 

formal subscheme T of S — Spf R is a relative divisor over Spf W. In other words, 

J is generated by an element which is neither a unit nor divisible by p. 

Proof. — This is the special case of [ W w l , Prop. 5.1], where (in the notation used 

there) K = QP. A different proof that T is a divisor is (at least implicitly) contained 

in [Z, section 2.5]. • 

Let us prove the first statement of Theorem 1.1. If (L,Q) is degenerate, then 

L is generated by two elements. Hence the deformation locus is by Proposition 1.4 

the intersection of two divisors on a regular 3-dimensional formal scheme and there­

fore cannot be of finite length. Now assume that (L, Q) is non-degenerate. Now 

Hom(£', Er) (8) Zp = End(G), so we find isogenies / i , / 2 , / 3 • E —» E' with Zp-span 

equal to L. Let T = Spec VK[[t, £']]/J. Then / i , / 2 , / 3 deform to isogenies from E^ to 

E^. Hence at any point t of T we have rg Hom(E^,Ej) > 2, hence the elliptic curves 

Et and E't are supersingular. Since supersingular points are isolated in the moduli 

scheme, it follows that T is an Artin scheme, as was to be shown. 

From now on we assume that (L, Q) is non-degenerate. Let ipi,ip2, ^ 3 be an optimal 

basis of L. If p ^ 2, this means that the matrix of the bilinear form Q in terms of 

this basis is diagonal as in (1.1). 

Corollary 1.5. — Let % c S be the locus, defined by the ideal Ii in R, where ipi lifts 

to an isogeny T —> T^mod IA. Then 

\gw R/I = (7Ï • T2 • %)s • 

Here on the RHS there appears the intersection product of divisors on a regular 

scheme, defined by the Samuel multiplicity or via the Koszul complex of the equations 

9i of 

X ( ( # l , # 2 , # 3 ) ) = (-iyig(Ht(K.(gi,g2,g3))) 

(comp. [F, Ex. 7.1.2]). 

Proof. — By our non-degeneracy assumption, the gi form a regular sequence in a 

regular local ring. • 

The corollary allows us to apply the intersection calculus of divisors on a regular 

scheme. In particular, the RHS is multilinear in all three entries. 

Theorem 1.1 will be proved by induction on a\ + a2 + 0,3. It will follow from the 

following three propositions. 

Proposition 1.6. — Let a3 < 1. Then 

a(Q) = 
1 a2 = 0 

2 02 = 1. 

Hence Theorem 1.1 holds true in this case. 
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Proposition 1.7. — Let tp% = p • tp3 with tp'3 G End(G). Then 

(Ti • T2 • T3)s = (T, • T2 • T3')s + (Ti • T2 • Sip))s • 

Here % (i = 1, 2, 3) resp. T3 denotes the deformation locus for tpt resp. tp3 and <S(p) = 

S xspf w Spf Fp is the special fiber of S. 

Proposition 1.8. — If a\ = a2(mod 2) then 

(Ti-T2- S(p))s = 

a i — 1 

¿=0 

2{i + l)pl + 

( a i + a 2 - 2 ) / 2 

i = CL\ 

2(ai + i y + (ai + l)p(ai+a2^2 

/ fa i # a2(niod 2) then 

(7i-T2' S(p))s = 

a\ — 1 

2 = 0 

2(2 + l)pl + 

( a i + a 2 - l ) / 2 

i—a\ 

2(ai + i y . 

These propositions indeed imply Theorem 1.1. For this recall ([B, Cor. 5.8]) that 

we can (and do) choose ipz such that v(ips) = as. Here, as elsewhere, we denote 

by v the valuation function on D. Now, if a% > 1, then there exists tp'3 G End(C) 

with ips = vxb'n. 

Lemma 1.9. — Let (tpi, ^2, ip^) be an optimal basis of the lattice L. Let tps = ptp3 

with ip3 G L and denote by U the lattice generated by ipi,ip2,ip3. Then the invariants 

of V are given in terms of the invariants (0 ,1 ,02 ,03) of L by 

( a i , a 2 , a 3 - 2) 

(in some order so that they form a weakly increasing sequence). 

This is obvious for p ^ 2 from the characterization in (1.1). For p = 2, the proof 

is given in the appendix, using the classification of quadratic forms over Z 2 . An 

alternative, more conceptual proof can be found in [B, Cor. 6.7]. 

Using this lemma, the above propositions give an inductive procedure for calculat­

ing (7i 'T2 '%)s- The formula in Theorem 1.1 follows from this calculation. 

We now devote one section each to the proof of these three propositions. For 

Propositions 1.6 and 1.7 the case p — 2 presents additional problems. In order not 

to obscure the argument, the problems arising for p = 2 are relegated to the ap­

pendix to this chapter. In the chapter following this one, a variant of the proofs of 

Propositions 1.6 and 1.7 is given which avoids any case-by-case considerations. 

2. The induction start: Proposition 1.5 

Since not all a% have the same parity, we have a\ — 0. Hence tpi is an automorphism 

of G. Since T7 is a universal deformation of G, the ideal Ii in VF[[t,t7]] defining the 

deformation locus of tpi is of the form Ii — (t' — hit)), for some h G W[[£]]. For I D h , 
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it follows that tpi lifts to an isogeny r —» V (mod I) if and only if Lipi o ipi lifts to an 
endomorphism of T (mod I fl VFp]])- Let 

(p2 = Lt/j1 o ifj2 , ^3 = Li>i ° ^3 in End(G) . 

We see that 

7i D T2 D % = locus in Spf Wp]] where (^2 and (/93 lift to endomorphisms of T. 

More precisely, for i = 2 or i = 3, let be the minimal ideal in Wp]] such that 
lifts to an endomorphism of T(mod Ji). Then 7i D T2 fl 73 is isomorphic to the closed 
formal subscheme of Spf VFp]] defined by J2 + J3-

Now let p 7̂  2. Then we have from the definition of an optimal basis 

( 2 . 1 ) 
Lifi — — (fi and N m ( ^ ) = u\Uipai , i — 2, 3 . 

VW3 = - ^ 3 ^ 2 • 

Let K = Qp(v/~uiu2pa2) . Since « 2 < 1, we deduce from (2.1) that (p2 generates the 
ring of integers OK- Hence T(mod J2) is the canonical lifting of G relative to the 
quadratic extension K of Q p , comp. [ W w l , Def. 3.1]. Applying the following lemma. 

WP obtain 
^3 ena30D\(0K +ua^+1oD) , 

with <23 = 1. Now applying [ W w l , Thm. 1 .4], or [VI, Thm. 2 . 1 ] , we have 

lg Wlty(J2 + Js) = 

a3 + l 
2 

= 1 if a2 = 0 

a3 + l = 2 i fa2 = l . • 

Remark 2.1. — The proof shows more generally Theorem 1.1 in the case where p ^ 2 
and ai = 0: one appeals to [VI, Thm. 2.1]. 

Lemma 2.2. — We allow p — 2. Let K be a quadratic extension of QP contained in 
D, which is unramified or tamely ramified. Let x G OD which anticommutes with K, 
i.e., such that conjugation by x induces on K the non-trivial automorphism of K. Let 
r = v(x). Then 

xeWOD\(0K + W+lOD) 

Here n denotes a uniformizer of OD • 

Proof. — We distinguish cases. 

Case K/QP unramified. — In this case we can choose a uniformizer II of On with 
n2 = p and anticommuting with K. Then 

OD = OK 0 OK • n 

where the first summand commutes with K, and the second summand anticommutes 
with K. Then 

OK + ^ O D ^ O K ^ P ^ O K - K -
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Now if x anticommutes with K, then r = v(x) = 2 t + l is odd and x 0 0 K + n r + 1 0 D =Okopt+lOk .TT. 

Case K/Qp tamely ramified. — In this case we can write OK = Zp[7r] with 7 r 2 = u-p, 

for wGZpx. Then 

O D = O K 0 O K - Ì , j2 = u' e Z$\Z$>2 , 

where the first summand commutes with K and the second summand anticommutes 

with K. Then 

0K + TlSOD = 0K(B7rSOK-j 

If x anticommutes with K, it lies in nrOK • j but not in 7rr+1(9x • j , hence x 0 

(9K + W+XOD = Ok® nR+LOK • J- • 

Remark 2.3. — In the case of wild ramification (p = 2) it can happen that x can be 

corrected by an element of OK to have higher valuation than r — v(x). 

3. The induction step: Proposition 1.6. 

It suffices to prove 

(C-T3)s = (C-n)s + (C-Sip))s , 

for every irreducible component C of T\ n T2. Let 

J — minimal ideal in Wp]] such that Li\)\ o ip2 lifts to an isogeny T—>T (mod J) 

J' — minimal ideal in W[[£']] such that I/J2 o Ltpi lifts to an isogeny T' —>T7 (mod J7). 

We have an obvious inclusion 

TinT2 <—> x = spf {w[[q/j)®w(w[[t'yj') . 

The proof of [ W w l , Prop. 5.1] shows that J is generated by one element. Now 

Lipioijj2 is not scalar. Hence the generator of J is not divisible by p, because otherwise 

*"4>i ° ^ 2 would extend to the universal deformation of G over Fp [[£]], contradicting 

[Vi, Thm. 1 . 1 ] . The same argument applies to J7 instead of J. Hence all irreducible 

components of X have dimension 1, and each irreducible component of 71 fl T2 is also 

an irreducible component of X. We now determine the irreducible components of X. 

The endomorphisms (p = Lipi o ip2 and (p' = rb2 o ̂  generate quadratic extensions 

K = Qp(^) resp. K7 = Qp((pf) which are conjugate inside D. 

Lemma3.1. — The order Zp[(p] in K has conductor [(a\ + a2)/2\. 

Proof for p 7^ 2. — In this case the fact that the ^ form an optimal basis, i.e., diag-

onalize the bilinear form as in ( 1 . 1 ) , implies that 

tr(<p) = 0 , <p2 = -Ulu2pai+a2 

Hence Zp[ip] = Zp+pROK, with r = [(ai + a2)/2\. 
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We therefore obtain an equality of divisors on Spf W [[£]], 

Spf W\[t]}/J = 

[ ( a i + a 2 ) / 2 ] 

s=0 

ws(e) 

Here Ws((p) is the quasicanonical locus of level s, with respect to the embedding of K 

in D defined by <p. Hence Ws((p) is a reduced irreducible regular divisor such that the 

pullback of T to Ws(<p) has as its endomorphism algebra the order OS — 7LV + PSOK 

of conductor(^ s in K. We may choose an identification 

WS(IF) = Spf W8 , 

where Ws is the ring of integers in the ray class field extension Ms of the completion 

M of the maximal unramified extension of K with norm group O*. 

Analogously we have 

spf WWYJ' = 

[ ( a i + a 2 ) / 2 ] 

s=0 

ws(e') 

We apply the following simple observation. 

Lemma 3.2. — Let M be a discretely valued field. Let M C K C L be finite field 

extensions such that K 0 M L = L^K:M^ (e.g. K/M Galois). For each field embedding 

r : K —• L with T\M — id; let TT be the graph of the corresponding morphism 

SpecC^ —» Spec OK- Then 

Spec OK ®OMOL = 

T 

Tr 

Proof. — Obviously, the RHS is a closed subscheme of the LHS with identical generic 

fibers. But the LHS is flat over OM, hence is the closure of its generic fiber. • 

Note that Wr C Ws whenever r < s. The lemma implies that each irreducible 

component of Wr(<^) D WS{(F') is isomorphic to Spf VKm, where m = max{r, s}. 

Hence each irreducible component of 7[ D T2 is isomorphic to Spf Ws for some s with 

0 < s < [(ai + a 2 ) / 2 ] . 

Proposition 3.3. — Let Fr,Fs be quasi-canonical liftings of G of level r,s (with respect 

to the quadratic extension K of Qp) defined over the ring of integers O of a finite 

extension of Frac W. Assume that ^ i , ^ lift t° isogenies Fr Fs over O. Let I 

resp. V be the minimal ideal in O such that ip3 — ptp'3, resp. ^ 3 lifts to an isogeny 

Fr Fs( mod I) resp. Fr —» Fs( mod / ' ) . Then I = pi'. 

^^It is more traditional to attribute the conductor ps to this order. 
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Proof. — Perhaps replacing the isogenies by their duals, we may assume r < s. First 

assume r = s. All quasi-canonical liftings of level r are conjugate under Gal (Mr/M). 

By [ W w l , Remark 3.3], there exists an isomorphism of the underlying formal groups 

7 : Fs —> Fr 

such that 

ip o 7 = 7 o (p 

However, 7 is in general not an isomorphism of deformations of G, since 7 conjugates 

the subfield K — QP{ip) of D into the subfield K' = Qp (</?')? hence 7 may be a 

non-central element of D. Let 

3.1) u = N111(7) £ Zxp • 

We set 

ei= 7 o à e End(Fr) , z = 1, 2, 3 

Then 

If O (fi = (Ci o <p , ¿ = 1,2 . 

Lemma 3.4. — Ŵ e foai;e 2r < a2 and 2r < 03. 

Proof for p ^ 2. — Since Fr is a quasi-canonical lifting of level r, it suffices for the 

first statement to show that the conductor of one of the orders Zp[(pi] resp. Zp[(/?2] is 

at most a2/2. Now v(<pi) = â . But (/̂  is not traceless. Set 

ei=ei- 1 

2 
tr(^) , i = 1,2 . 

Then is traceless and hence the conductor of Zp[pl] = 7Lv\p!\\ is equal to [u(</??)/2]. 

Hence it suffices to show 

(3.2) viytf) < a2 for z = 1 or i = 2 . 

We distinguish cases. 

Case K/QP unramified. — Then a\ and a2 are even and 

Vi = \iPai/2 , A , e ö * , z = l ,2 . 

Then t r (^ ) = (A, + ^)pa*/2 and 

1 

2 
; A , - ^ A , ) - ^ / 2 

Hence v{<$) = ai unless the residue class [Â ] of Xz lies in ¥p. But since the ^ 

diagonalize the bilinear form, we have 

(3.3) V i 0 ^2 = - V 2 0 • 

Hence not both [Ai] and [A2] can lie in ¥p whence the claim (3.2). Now if a3 = 2r, 

then 2r = a2 = 03. Hence a\ would have to be odd, which is impossible. 
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Case K/QP ramified. — Let TT G OK be a uniformizer with LTT = —TT. Let 

<Pi = \i7rai , A i G O j , i = l , 2 . 

Then 

eoi= 1 

2V 
yi-(-l)ai.yi).ttai 

Hence v(ipi) = ai if is odd. Now the identity (3.3) implies 

( - l )a i^A1A2 = - ( - l )a2-A1^A2 . 

Hence a\ and a2 have to have different parities which shows (3.2) in this case. Now if 

as = 2r, then a\ < 2r would have to be odd which contradicts 2r < v((fi) — a\. • 

Lemma3.5. — We have cp3 G Ua30D \ (OK + UA^LOD). 

Proof for p 7̂  2. — Again using that the ipi diagonalize the bilinear form, we have 

E3e=iee3 

Since v(tps) = o<3, an application of Lemma 2.2 gives the result. 

We now apply [VI, Thm. 2.1]. Since as > 2r — 1, we are in the "stable range" of 

that result. Hence I is the n-th power of the maximal ideal of O, where 

(3.4) n = 2 
pr - 1 

p - 1 
\0: Wr\ + 

a3 + l 

2 
— r \0:W\ . 

Now v(tp3) — as — 2. Since as — 2 > 2r — 1, we are again in the stable range and the 

ideal V is the n;-th power of the maximal ideal of O, where n' is given by (3.4) with 

as replaced by as — 2. Hence n — n' — \0 : W\. This proves the proposition in the 

case r = s. 

To prove the general case, we use the following lemma. For the proof we refer to 

[ W w l , Cor. 5.3]. Note that the element TT\ appearing in the statement below has the 

same valuation as a uniformizer of Ws+\, by [ W w l , Cor. 4.8]. 

Lemma 3.6. — Let r < s and let Fr, Fs and Fs+i be quasi-canonical liftings of level 

r, s, and 5 + 1; all defined over O. Let TT : Fs —+ Fs+i be an isogeny of degree p defined 

over O and write TT in terms of a formal parameter 

7T(X) = TT1X + 7T2X2 + . . . , TTi G O . 

Let ijj G End(G) \ { 0 } and let 7(r, s) be the minimal ideal in O, such that Ì/J lifts to an 

isogeny Fr —> Fs (mod 7(r, s)). Let 7(r, s + 1) be the minimal ideal in O, such that 

TT o i\) lifts to an isogeny Fr —> Fs+i (mod 7(r, s + 1)). Then 

7(r, s + 1) = 7Ti7(r, s) 
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The lemma shows that if the assertion of Proposition 3.3 holds for ?/T,W2 ^ 3 , ^3 : 
Fr —» FSl it holds for TT o ^ 1 , 7 r o w2 7r o w3 7r o ^ 3 : Fr —>• Fs+i as well (note that 
(VT, ^2? ^3) is an optimal basis of their Zp-span if and only if (TT O I/JI , 7r O -02? ?r 0 ^3) 
is an optimal basis of their Zp-span). We note the following lemma. 

Lemma 3.7. — Let r < s and let Fr,Fs+\ be quasi-canonical liftings of level r, s + 1 
defined over O. Then all isogenies I/J : Fr —>• Fs+i factor through an isogeny Fs —• 
Fs+i 0 / degree p, where Fs is a quasi-canonical lifting of level s. 

Proof. — This follows from the proof of Prop. 1.1 in [Ww2]. After choosing suitable 
isogenies from the canonical lifting to Fr and to Fs+i, we may assume that the Tate 
modules of Fr and Fs+i are of the form 

Tr = (Zp • p~r + OK) • t, Ts+1 = (Zp • p-(s+1) + OK) •1 . 

Let Fs be defined by Ts = (Zp • + OK) • t. Then (loc. cit.), 

Hom(Fr,Fs+1) = { a e Ok \ aTr C Ts+1} 

= {aeOK\aTrcTr} 

= { a e OK I cvTr c Ts } . 

Therefore all isogenies Fr —> Fs+i factor through Fr Fs. • 

Using the previous two lemmas we now prove Proposition 3.3 by induction on the 
difference s — r. Indeed, the induction step from (r, s) to (r, s + 1) is obvious, except 
in the case ^ when the result ^ 3 : Fr —> Fs of dividing ^ 3 : Fr —> i^s+i by TT is 
not of the form ^ 3 = p^3, for a suitable ipf3 : Fr —> Fs. However, in this case we 
have as = V(I/JS) = 2 and hence r = s — 0 and v(tp'3) = 0 . In this case the ideal I' 
describes the locus where the quasi-canonical lifting F\ is isomorphic to the canonical 
lifting F0. By [ W w l , Cor. 4.7], the ideal I' is equal to the n-th power of the maximal 
ideal of (9, where n = e/ei with e the absolute ramification index of O, and e\ the 
absolute ramification index of W\. By [VI, Thm. 2.1], the ideal 7(0, 0) is equal to the 
e-th power of the maximal ideal of O. On the other hand, the element i\\ occurring 
in Lemma 3.5 has valuation e/e\ in 0 , cf. [ W w l , Cor. 4.8]. Hence 7(0,1) = pVas 
required. 

4. Intersection with S(v\\ Proposition 1.7. 

For the proof of Proposition 1.8 we will make use of the Kummer congruence ( [KM, 
13.4.61). We first recall the statement. 

(2)l thank S. Wewers for pointing out this possibility, which I had overlooked. 
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We denote by JV[ the moduli stack of elliptic curves over Spec ¥p. For integers a, b 

with a > 0, b > 0 and a + b = n, we form the fiber product stack Aia,b, 

MxM M x M 

Ma,b M 

Here A denotes the diagonal morphism and the upper horizontal morphism sends 

{E,E') to (E^a\E'(pb)). Here we denoted by E ^ the pullback of E under the 

ath power of the Frobenius morphism. Then A4a,b classifies pairs (E, E') with an 

isomorphism a : E'(pa) E'^ph\ 

We consider the moduli stack A4(pn) over Spec Fp classifying isogenies E Ef oi 

degree pn (in [Go2], this stack is denoted by Tpn ?F ). We obtain a morphism 

ea,b M(pn) 

It sends (E, E'a) to the composition isogeny 

E Fa E(pa) 
a 

£ ' ( P ) 
t Fb 

E' 

Letting a, 6 vary we obtain a morphism 

cp : 
n.-\-h—n. 

a>0,6>0 

M a , 6 > M{pn) 

Theorem 4.1 ([KM, 13.4.6]). — The morphism cp is an isomorphism outside the su­

persingular locus. The inverse image of a supersingular geometric point x G M.(¥p) 

in A1(pri)(Fp) consists of precisely one point x and the completed local ring of x is 

isomorphic to 

Fp((x,u))/ 

a+b=n 
a>0,6>0 

{Xpa - Yp ) 

in such a way that M.a,b is defined by the equation Xpa — Yp = 0. 

Recall the ideal Ii in Wp]] defining the divisors %, for i = 1,2. By the Kummer 

congruence there exist for i = 1 and 2 uniformizers ti of Fpp]] and t\ of Fpp']] and 

generators gi of Ii such that 

9L EE (U - (t'tfai) • (t? - (t;)"0'" ) - . . . . ( i f - f j (mod p) . 

Hence % H 5(p) is the union of irreducible components Vip (¡1 — 0 , 1 , . . . , a^), where 

is the divisor in Stp\ = Spf Fpp, £']] defined by tp^ - (^)pa* *\ Hence 

(4.1) (Ti-T2- S(p))s = 

ai 

u=0 

«2 

i/=0 

vlu.v2v)s 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2007 



152 M. RAPOPORT 

We write 

t2 = u-t! , ue¥p[[t]]x 

tf2 = u'.t[ , u'eiïPWl* 

Lemma 4.2. — Let a± = a2(mod 2). T/ien u(0),u'(0) ^ ¥P2 AND ^(°) 7̂  u'(0)pa2. 

Lemma 4.3. — VKe have 

(V1/Ll-V2„) = p " , 

with n = min{ai — \±JrV,a2 — v + \±\. 

It is an elementary matter to use Lemma 4.3 to calculate the sum on the RHS 

of (4.1). The result is Proposition 1.8. 

Proof of Lemma 4-3 (assuming Lemma 4-2). — We must show 

(4.2) lgFp((t,t'))/(tpu-(t')pal-u,(ut)pu-(u'.-t')pa2-v)=pn . 

By symmetry it suffices to consider the following two cases. 

Case 1: p < a\ — /i, v < a2 — v 

Case 2: a < a\ — a. a2 — is < v. 

In case 1 the LHS of (4.2) is equal to 

lg Fp[[t,t']]/(t - t>vai^y\{ut - (u'tya2-2 )pay ^ 

P ^ • lg fplt'y(u • t'pai~2" - {u'tY2-2v) ( i ) P M + - + M I N { A 1 - 2 M , A 2 - 2 , } = pn 

Here in (1) we used the formula ([Go2, Lemma 4.21) 

lgA B/xi ...xn = 

i 

\gAB/xl , 

valid for any 74-algebra B and non zero divisors x i , . . . , x n in 5 . In (2) we used 

Lemma 4.2 which implies that if a\ — 2p = a2 — 2v, then u(0) ^ ^'(O)^2 " — ^(O)^2. 

In case 2, the LHS of (4.2) is equal to 

lg Fp[[t,t']]/((t - t ' ^ r , ( u > t > - ( u t f - 2 r - ) = 

p»-pa^-\g Fp[[t,t'y{t-t'vai-2u\u't' - (utf"~a2) = 

P<»-»+H . lg Fpp']]/(uY - Up2"~°2 • t'Pai^+^a2)(3=pa2-v+u=pn.. 

Here in (3) we used Lemma 4.2: if a\ — 2fi + 2v — a2 — 0, then a\ — 2\i and a2 = 2v 

are both even and u'(0) ^ w(0)^~a2 = u{0). • 
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Proof of Lemma 4-2. — Let £ = (a2 — ai) /2. Let 

I[ = minimal ideal in w((t,t')) t7]] such that p£ipi lifts to an isogeny T—>r'(mod 

By the Kummer congruence we can choose uniformizers t\ of Fpp]] and t[ of Fpp']] 
and a venerator ai of Ti with 

g[ = (h - if 2 ) • (*? - IT 2_ ) • . . . • (*? - *;)(mod p) 

Now ^ 2 = & o (p£ipi), where a G Aut(G). By the universal property of T there 
exists a unique VK-algebra homomorphism h : W[[t]] —• W p J such that a lifts to an 
isomorphism 

&:T - h*(T) 

Hence /2 is generated by g2 with 

(4.3) g>2 = (Mil) - i f " ) • (M*i)P " i f 2 " ' ) • • • • • (Hhf2 - *'i)(mod p) . 

The two elements gf2 and g2 differ by a unit and 

(4.4) g2 = (uh - (U't'Y2) -((u-hf- (u'ti)""2"1) • . . . • ((uhYa2 - u ' * i ) (mod p) . 

The first factor on the RHS of (4.4) is irreducible and can only divide the first factor 
of the RHS of (4.3). Hence the first factors differ by a unit. Let 

(4.5) h(ti) = v • ti (mod p) with v G Fppi]]x , 

and put c = v(0). Comparing coefficients we obtain 

c = u(0)/u'(0)pa2 , 

The remaining factors on the RHS of (4.4) are not irreducible: (uti)p^ — (u;t[)pa2 * 
is the pu-th power of an irreducible element, where v = min{/i, a2 — An analogous 
comparison of coefficients gives 

c = u(0)/u\0)pa2 2" , /i = 0 , . . . , a2 . 

It follows that ^'(0) G ¥P2 and by symmetry г¿(0) G FP2. It remains to show c ^ 1. 

Now c is the induced action of a on the tangent space of the universal deformation of 

G over Fp. And a is given in terms of the formal group law by 

a(X) = aiX + a2X2 + . . . , OL% G ¥p . 

Then OL\ G FP2 = OD/ROD is the residue class of a. By the lemma below, the action 

of a on the tangent space of the universal deformation space is by multiplication by 

Oi\lóL\. Hence c = OL\JOL\. But OL\ 0 Fp and hence C = 1. Indeed, otherwise for any 

a G 7LV with residue class OL\ modulo p, we would have 

(4.6) v(ìjj2 - aplìpi) > v(il)2) . 

But the optimal basis ^ 1 , ip2, ^ 3 may be chosen so that tjj2 has maximal valuation in 

its residue class modulo Zpipi. Indeed, if p ^ 2, any optimal basis has this property 

(otherwise an easy application of Hensel's lemma would imply that L is isotropic). 
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If p = 2, we take the optimal basis constructed in table 1 of the appendix. By 

assumption a\ = a2(mod 2). Going through all cases in table 1, we see that this can 

only happen in cases A2 and B3 a). In the case A2, we have v(t/ji) > v(il)2) which 

contradicts (4.6). In the case B3 a), we get 

(ip2 - V V i , ^ 2 - a p V i ) = 2/32 O i + U2 + 4 (a2 - a) m), 

which has valuation a2 — v(ip2) = fo + 2, since in this case u\ + u2 = 4(mod 8). • 

Remark 4.4. — In fact, even for p — 2, it is true that any optimal basis has the 

property that jp2 has maximal valuation in its residue class modulo Zpipi. This 

follows from [B, Prop. 6.9]. 

Lemma 4.5. — Let a G Op = Aut(G), with action on Lie G given by (multiplica­

tion by) ai G ¥P2. The induced action of a on the tangent space of the universal 

deformation space of G over¥p is by multiplication by OL\/6L\. 

Here we denote by x \-+ x the non-trivial automorphism of ¥P2. 

Proof (comp. [Z, Lemma 78]). — The tangent space can be canonically identified 

with 

Hom(Lie *G, Lie G) . 

For <p G Hom(Lie *G, Lie G) we have 

a*((p) = OL\ o ip o ta1 1 

Identifying fG with G replaces 1OL\ by the residue class of La, i.e., by a\. 

A . Appendix: The case p = 2 

In sections 2 and 3 we made the assumption p > 2. In this appendix we treat the 

case p = 2. In this case one has to take into account the delicate theory of quadratic 

forms over 7L2. We will proceed according to the following table. The table gives 

— the normal form of the quadratic space (L, Q) in terms of a suitable basis 

6 1 , 6 2 , 6 3 (we give the matrix T = (^(e^, e^))), 

— an optimal basis ^i, 7/̂ 2, ^ 3 , 

— the Gross-Keating invariants (ai,a2,as) of (L, Q). 

We go through all cases of anisotropic ternary lattices, according to the table in [ Y l , 

appendix B], comp. also [B, Thm. 5.7]. 
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Table 1 

A) T = diag (?xi2a, 2 ^ ( 2 i ) ) , a > 0,ß > - 1 , a = ß mod 2 

(the condition a = ß mod 2 is due to the anisotropy of T, comp. [B, section 5]). 

1) a < ß + 1. Then = e i , V>2 = e2,^3 = e3 and 

GK(T) = (a , /? + ! , / ? + ! ) 

2) a > /3 + 1. Then 0r = e2, 02 = e3, 03 = ei and 

Gür(T) = ( /3+ ! , / ? + ! , a ) 

B) T = diag(wi2^,ifc22^,u32^3) with 0 < ft < ft < ßs 

This matrix is anisotropic if and only if 

( - 1 , u2u3) = (u^ums) • (2, Ulu2)ßl+ß3 • (2,Ulu3)ßl+ß* , 

cf. [Y2], or [B, section 5]. 

1) ß2 ^ ft mod 2. Then 0r = ei, 02 = ^2, ^3 — ciei + c2ß2 + e3 for suitable 

c i , c2 G Z2, and 

G K ( T ) = ( f t , f t , f t + 2) 

2) ft = A mod 2 and ft < ft + 1. 

a) ft = #2- Then 0r e i , ^ 2 = 2 
Bl-b2 

2 ei + e2,03 = 2 
/32-/3i 

2 • e i + e 3 

and 

G K ( r ) = ( f t , f t + l , f t + l ) 

b) ft = ft + 1 and Tii = i^2 mod 4. Then - 0 i = e i , ib2 = 2 
/32-/3i 

2 ei + e2, 

^3 = 2 
8n-8i 

2 ei + e2 + e3 and 

GK(T) = ( f t , ft + l , f t + l ) 

c) ft = ft + 1 and wi = —Î/2 mod 4. Then 0 i = ei, -02 = 2 
ßo.-ßi 

2 e i + 

Ê2 + e3, 03 = 2 
/32- /3 i 

2 • ei + e2 + 2e3 and 

GK(T) = (ßuß2 + l,ß3 + l) 

3) do = 8A mod 2 and ft > 3?. + 2. 

a) = —î 2 mod 4. Then T/T = ei, 02 = 2 2 • ei + e2, 03 = e3 and 

Giv(T) = ( f t , f t + 2 , f t ) 

b) ifci = ii2 mod 4. Then 0 i = ei, ^ 2 = 2 
. /32- /3 i 

2 ei+e2, /03Ciei-r-c2e2+e3 
for suitable c\.c2 G Z2 , and 

Gif(T) = (ft,/?2 + l , Ä + l) . 
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A . l . The induction start. — Let a3 < 1, i.e., ai = 0 and as — 1. We follow the 

proof of Proposition 1.6 in each of the following cases. 

T = diag (T/12,2-1 
'2 Is 

1 2 
hence GK(T) = (0,0,1) 

Then (f2 — Lipi ° ip2 = L^2 ° es and 

tr((p2) = (e2,e3) = 1 and N m ( ^ ) = 1 

Hence K — Q2(ip2) = Q2[X]/(X2 — X + 1) is an unramified extension of Q 2 , and 

OK — Z2[ip2]. Therefore T(mod J2) is a canonical lifting relative to K. 

Now (fs = ^ 1 0 ^ 3 — Le2 0 ei and 

tr((^3) = 0 and N111(^3) = ?ii • 2 . 

Furthermore 

trUp2 0 V 3 ) = tr('e3 o e2 o 'e2 o ei) = Q(e2) • tr('e3 o ei) = (ei, e3) = 0 . 

Hence —(f2 0 ^ 3 + ^ 3 0 V 2 = 0, i.e., (/?3 anticommutes with K. Since K/Q2 is 

unramified, an application of Lemma 2.2 gives 

<p3 eUOD\(0K + U20D) . 

Hence, applying [ W w l , Thm. 1.4], 

lg Wlty(J2 + J3) = 
1 + 1 

2 
= 1 = 

«3 + 1 

2 

which proves the claim in this case. 

T = diag lui, 
2 1 

1 2 
, hence GK = (0,1,1) . 

Then <̂ 2 = ^ 1 0 ̂ 2 = 6ei o e2 and 

tr((^2) = (ei, e2) = 0 and N m ( ^ ) = u\ • 2 

Hence K — Q 2 ( ^ 2 ) = Q2[X}/(X2 + u\2) is a ramified extension of Q2, and OK = 

^2[^2]- Therefore r(mod J2) is a canonical lifting relative to i^. 

Now Lps = Lipi o = 6ei o e3 and 

tr((/?3) — 0 and Nm((/?3) = u\ • 2 . 

Furthermore 

tr((^2 0 V 3 ) = tr(Ae2 o ei o ' e i o e3) = 1x1 • (e2, e3) = iti • 2 . 

Hence 

(A. l . l ) ¥2 0 ^ 3 + ^ 3 0 ^2 = -^1 • 2 . 

We use the presentation of D resp. 0£> from [G, Prop. 4.3]. Namely, assume that 

the different V of K/Q2 has valuation equal to e. Then 

(A.1.2) D = K®K-j , 
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where j anticommutes with K and where j2 G ZX2 satisfies v(j2 — 1) = 2(e — 1). Let 

7r be a uniformizer in K. Then a := n~2(l + j) G 0 £ and 

(A.1.3) OD = OK^OK'OL . 

In the case at hand the extension K/Q2 is wildly ramified, with different V of valuation 

e — 3. Hence v(j2 — 1) = 4. As uniformizer 7r we take (p2. 

Write (fs = a + ba. Then 

^ 2 0 ^ 3 + ^ 3 0 ^ 2 = (ÛTT + bircv) + (a7r + &a7r) 

= (air + 67T 1 + bn 1 j ) + (a7r + bix — bir j) 
= 2 • (aTT + for-1) 

Comparing with (A. 1.1) we get 

air + b7v 1 = — u\ . 

Hence = 1, i.e., (p3 G n O D \ (OK + n2(9D). Applying [ W w l , Thm. 1.4], we 

obtain 

lg W[[t}} /(J2 + J 3 ) = 1 + 1 = 2 = a2 + a3 , 

which proves the claim in this case. 

T = diag(^1, ^ 2 , us) , hence GK(T) — (0,1,1) . 

Then <̂ 2 = wl o ip2 — Le\ o (ei + e2) = 6ei o e2 + u\ • 1, hence 

tr(<p2) = u\ • 2 , N m ( ^ ) = M r ( w 2 + ^i) • 

Hence if = Q2(y?2) = Q 2 [ X ] / ( X 2 — 2'UiAT + 'Ui • (u2 + ^ i ) ) - Since T is anisotropic we 

have u2 + u\ = 2 mod 4. Hence we are dealing with an Eisenstein polynomial and 

OK = Z2[y>2]. 

Now <£?3 = ^ 1 ow3 = 6ei o (ei +e3) = 6ei 063 + ^ 1 • 1. At this point it is advantageous 

to consider instead of <ps the endomorphism (p3 — le\ oe3. It is obvious that the locus 

where (f2 and (p3 deform is the same as the locus where (f2 and (p3 deform. Now 

tr((^3) = (ei ,e3) = 0 and Nm((/?3) = U1U3 . 

Furthermore 

tr(V2 o (p3) = tr('(ei + e2) o ei o ^ 1 o e3) 

= ^ 1 • ((ei,e3) + (e2,e3)) 

= 0 . 

Hence 

L(f2o(p3- (p3ocp2 =0 . 

Hence if3 anticommutes with K. Writing, as in the previous case, D — K © K • j we 

have 

OD = OK © OK • a 
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Here a = TT x(l + j ) G OD- Indeed, TT = (f2 is a uniformizer for K and the different 

T> has valuation e = 2. Writing ip'3 = a + ba we get 

a + ba = (a-\-bn l)+bTT 1 • j . 

Hence a + bn 1 = 0. Since (/?3 G Op it follows that the valuation of b is equal to 1, 

hence 

^ e n o D \ ( o K + n2oD) . 

Applying now [ W w l , Thm. 1.4], we get 

lg WM/(J2 + J3) = 1 + 1 = a2 + a3 , 

which proves the claim in this case. The induction start is now complete. 

A . 2 . The induction step: L e m m a 3 .1 . — In this section we prove Lemma 3.1. 

We go through all cases of the table. 

Case AI: Here tr(^) = 0 and Nm(^) = m • 2a+/3+1 

Since a + (3 + 1 is odd, we get K = Q2W ~u\2) and OK = Z 2 [ v ^ i 2 ] and, since 

m = 2 
a + 0 

2 • 7T, where TT = J—u\2 is a uniformizer, Z 2 M Z 2 4-
c* + £ 

2 • Ox- Hence the 

conductor of Z2 [if] is equal to a+0 
2 

A+(0+D 
2 

AI+A2 
2 

Case 4 2 ; Here tr(^) = 2^+1 and Nm(^) = 22^+l\ 

Hence K = Q2[X}/(X2 — X + 1) is an unramified extension and O x = Z 2 [ £ ] , 

where £ is the residue class of X. Then cz> = 2^+1 • £ and Z O M = ZO + 2/3+1 • O x has 

conductor 3 -+ 1 = 
(/3+l) + (/3+l) 

2 
AI +A? 

2 

Case £ 7 : Here tr(^) = 0 and Nm(<p) = uiu2 • 2^1+/̂ 2. 

Since ft + ft is odd, we have K = 0 2 ( V — u \ U o 2 ) and O x — Z2 [ A / ^ + Ô Ô ^ I . Now 

Z 2 M = Z2 + 2 
/3i+/32-L 

2 O x has conductor /31+02-1 
2 

01+02 
2 

Q 1 + Q 2 " 

2 

Case B2 a): Here tr(y?) = u\-2 
3I+/32 

2 f l and Nm(^)wi • 2^1+f32(u1 + u2). 

Now by the anisotropy condition on 1 we have + u2 = 2 mod 4, hence K = 

Q 2 P ^ ] / ( X 2 — 2u\X + t 6 i + U2)) is defined by an Eisenstein polynomial and O x = 

Z O M , where 7r denotes the residue class of X. Then w2 1 ? • 7r and Z 2 M = Z2 + 

2 
1̂ + tfo 

2 O x has conductor 
Bl,b2 

2 
/3i + (/32 + l) 

2 
a i + a 2 ' 

2 

Case B2 b): This is identical with the previous case. 
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Case B2 c): Here tr(<z?) = ui-2 
01 + 02 

2 
f l and Nm(^)w? • 2^1+/32 + uxu2 • 2(3l+(32 +- mu3 • 

B i + B 3 u i 2 ^ + / 3 2 ( 2 ? i 3 + u 2 +- Tii) . 

Hence if = Q 2 [ X ] / ( X 2 — 2u\X + ul • (2^3 + u2 + m)), which is defined by an 

Eisenstein equation since u\ +- u2 = 0 mod 4. Hence Ok = Z o M , where TT is the 

residue class of X and (p — 2 01 + 02 
2 7T and Z 2 M = Z2 + 2 

01 + 02 
2 • 0i<- has conductor 

tfi+02 
2 

/5i+/52 + l 
2 

AI +A2 " 
2 

Case 5 5 aj: Here t r M = 2 
01 +/39 

2 
•fl ui and Nm(/9 = 2^1+^2 • 1 /1 (^1 + ^ 2 ) . 

Hence if = Q2[AT]/(X2 — 2uiX + ^ 1 • (u\ + 1^2))- Now since T is anisotropic, it 

follows that u\ + u2 = 4 mod 8. Hence writing ui + u2 = Arj with 77 G Z £ , we have 

if = Q 2 [ X i l / ( X 2 - ^ i X i + ^ i 7 7 ) . Hence i f /Q2 is unramified and O k = Z2f£l, where £ 

denotes the residue class of A i . Now cp = 2 01 +09 
2 

+ 1 £and Z 2 M = Z2 + 2 01+02 
2 +l Ok 

has conductor 01+02 
2 

• f l 0i + (#2+2) 
2 

rai+a2 " 
2 

Case 5 5 6 :̂ Here the trace and norm are as in the previous case, but this time 

if — Qo\X]/(X2 — 2uiX -\- ^ • (ui + uo)) is defined bv an Eisenstein polynomial. 

Hence OK — Z o M where 7r is the residue class of X and <p = 2 3i + /3o 
2 • TT and Z2 M = 

Z2 + 2 9i +02 
2 OK has conductor 01+02 01+(#2 + 1) 

2 2 
Q1+Q2 

2 

This proves the assertion in all cases. • 

By symmetry we also obtain that <p' = ib2 o ^1 generates an order of conductor 
dì +a2 

2 
in if'. 

A . 3 . The induction step: Lemmas 3.4 and 3 .5 . — We first prove Lemma 3.4. 

We go through all cases, making use of the results in section A.2. Again we wish to 

bound the conductors of the orders 7L2\p)\\ resp. Z2[(p2}. 

Case Al: Here if = Q 2 ( v / 3 ^ ) and OK = Z2[TT] with vr = ^ u ^ 2 . Then LTT = -TT 

and thereby this case is like the ramified case for p ^ 2. We have 

OK = Z2 0 Z2TT , 

the decomposition into traceful and traceless elements. In particular, XX(OK) C 2 -Z2-

Let 

eio=ei-
1 

2 
tr((pz) , i = 1,2 . 

Then Z2[(^i] = Z2[(p°] has conductor 1 
2 

vitf) - 1). Let 

ei=yi.ttai, yicOxk 

Then 

eoi= 
1 

2 
' A i - f - l V ^ A O - T r * , z = l , 2 . 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2007 



160 M. R A P O P O R T 

Writing Â  = a + bix we have a G Z * and 

A2 + 'A, = 2a 

A, - LXl = 2bn . 

Hence v(<p°) = â  if â  is odd and v(ip°) > â  if a* is even. Now according to our 

table, a\ and a2 have different parity which implies that r < (a2 — l ) / 2 . This shows 

the result in this case. 

Case A2: Here K = Q2[X]/(X2 - X + 1) and OxZ2[£], where f is the residue class 

of X . In this case, Z2[(^] = OK or t r (^) G 2Z2. In the first case r — 0 and the claim 

is obvious. Now let tr (^) G 2Z2 for i — 1 and i = 2, and consider 

eoi=ei -
1 

2 
tr(^) . 

Then writing <p° = a + 6£ we have 0 = tr((p°) — 2a + 6. Hence c/?° = a • (1 — 2£) 

and v(ip°) = v(a) = v(b) — 2. The conductor of Z2[(/^] = Z2[(^°] is equal to \v(b) = 

^ ( ^ ° ) + 1. Now 

ei=yi.2ai/2, yi c Oxk. 

ei= 
2 

A,- - LXA • 2a*/2 . 

Hence v(ip°) = ai — 2 if the residue class [Â ] of Â  lies in F4\F2, and is larger otherwise. 

Hence if [Xi] G F4 \ F2, then r < ^ , hence 2r < a2. 

But not both [Ai], [A2] can lie in F2. Indeed, 

<P! o p2 = 'Ai - A2 . 2^+a*>'2 = 'AiA2 • 2^+1 . 

On the other hand Lipi o < 2̂ = u • ip, where u G Z2 is as in (3.1), and where ip is as 

in the previous section. Now <p = 2^+1£. Taking the residues modulo 2/3+1, we prove 

the claim. 

Now assume 2r = a2 = a3. Then a\ < 2r has to be odd, which contradicts the fact 

that a\ = a2 — [3 + 1. 

Case #7 ; Here K = Q2(>/—^1^22) and OK — Z2[7r], with TT = A/—U\U22. This case 

is completely analogous to case AI . 

Case B2 a): Here K = Q2[A"]/(X2 - 2uxX + ux •ul + u2)) and G>x = Z2[TT] where 

TT denotes the residue class of X. Then TT is a uniformizer satisfying an Eisenstein 

equation. Hence tr (OK) C 2Z2. We again consider p\ = ipi — ^ t r ( ^ ) . Then writing 

(p? — a + bn we have 0 = tr(<^°) = 2a + 2bui = 2(a + frai). Hence (p° = b • (—u\ + TT) 

and i>(<£°) = v(6). The conductor of Z2[(/^] = Z2[(^°] is equal to \v(b) = |v(<£°). Now 

^ = A Z . ^ , A , G ( 9 * . 

Let us write 

2^1 - 7T = T] • 7T , V e OK . 
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Then 77 = 1 + 771 • 7T with RJI G OK. We have 

tr (^) = Xi • 7Ta< + 'Ài • (r/7T)a* 

= (\I + L\IRIAI)"IRAI . 

Hence 

eoi= 1 
2 

yi-iyinai).ttai. 

Let = 1 4- [Ai] • 7T (mod n2). Then 6Ai = 1 — [\i]ir (mod 7r2). If ai is odd, we get 

Xt - LXiTfai = (1 + № ) - (1 - [\i]7r) • (1 + r / i7r ) (mod TT2) 

= r/i • 7r (mod 7r2) . 

Hence in this case v(ip°) = ai — 1. We get r < \{a% — 1)- Since a\ or a2 are odd, we 
obtain the assertion. 

Cases B2 b) and c): These cases are identical to the previous one. 

Case B3 a): In this case K — Q 2 [ X ] / ( X 2 — u\X + u\r\\ for some n G Z j . Hence 
K/Q2 is unramified and OK = Z2[£], where £ is the residue class of X . This case 

is similar and almost identical to case A 2 ) . If t r ( ^ ) ^ 2Z2, then Z2[(^i] = OK and 

r = 0 and the claim is obvious. If t r ( ^ ) G 2Z2 for i = 1 and i = 2, we consider 

again ip° = (fi — I tr((^i). Writing <£>° = a + 6£ we get 0 = tr(</?°) = 2a + fa/i. Hence 

^ ° = a ( l - 2 ^ r 1 0 and v(<£?) = v(a) = v(6) - 2. The conductor of Z 2 [ ^ ] = Z2[^°] is 

equal to \v(b) = ^v(ip°) 4- 1. Now  

Qi — Li. 2ai/2 ; Li E OXK 

eoi = 
1 

9, 
Xi -L\A'2ai'2 . 

Hence v(<Pi) = ai — 2 if the residue class [Ai] of Ai lies in F4\F2, and is larger otherwise. 

If [Ai] G F4 \ F2, then r < a2/2, hence 2r < a2. But not both [Ai], [A2] can lie in F2. 

Indeed, 

V i o <p2 = % A 2 - 2 ^ a ^ ' 2 = LXXX2 • 2 
01 +Po 

2 
+ 1 = u • tD2 = u • 2 

01 +0o 
2 +l.£. 

Taking the residue modulo 2 
01+02 

2 f l , we get the claim. 

Now assume 2r = a2 = a3. Then a\ < 2r has to be odd which contradicts the 

condition that a\ — 8\ has to have the same parity as 82 4- 2 = a2 = 2r. 

Case B3 b): This is again identical to cases B2 a)-c). 

The Lemma 3.4 is proved. • 

We now turn to the proof of Lemma 3.5. Again we inspect the various cases. 

Case AI: We write D = K 0 K • j as in (A.1.2) in section A. l , where j anticommutes 

with K and where j2 G Z - satisfies v(j2 — 1) = 2(e — 1), where the different V has 
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valuation e. Then OD = 0K^0K-5a, where a = vr^6"1) • ( 1 + j ) G O * , cf. (A.1.3). 

In the case at hand e = 3, hence a — 7 r ~ 2 ( l + j). Now 

(A.3.1) ^ o V 3 + V 3 0 ^ + 1 ^ e i , 

where e\ — 7 o e\. This follows from (/? = iwi o ̂ 2 and the definitions i/^iei, ^ 2 = e2, 

^ 3 = e3 . Now writing ^ 3 — a + ^ f°r suitable a, 6 G OK and writing (f — 2s - TT with 

S = \{a + /?), we get from (A.3.1) 

26 • 7r(a + 6a) + (a + 6a) • 2(5TT2/3+1 • l~ex , 

i.e., 2(5+1(a7r + for-1) = 2^+1 • Lëu hence 

(A.3.2) 6 - 2 
/ 3 - a 

• Lë\Tï — an2 . 

Now v(Lei) — a, hence the first summand of the RHS of (A.3.2) has valuation / 3 + 1 . 

Since v((fs) = (3 + 1, it follows v(b) = (3 + 1 = a3l which proves the claim in this case. 

Case A2: Here we write OD = OK © OK • II where n2 = 2 and where n anticommutes 

with K. In this case we have 

eoie3+ie3oe2B+l.iei . 

Writing L&3 = a + 6n and (p2^+1 • £ we obtain 

20+1(2a£ + 6(£ + i O - n ) = 2 / 3 + 1 - 4 e i , 

z.e., 

2a£ + 6n = ^ 1 . 

Now v{Le-i) = v(Lcp3) = a. This implies v(bTT) = a, hence <p3 G Ua30D \ iOK + 

na3+10D), since a3 = a. 

Case BI: This case is similar to case A l , except that the identity (A.3.1) is replaced 

by 

V 0 V 3 + V 3 o (̂ 2 • ' ë3 o cp . 

Now </? = 257r with ^ = Bl -I- /#2)/2. Writing as in case A l ) L(p3 = a + 6a, where 

a = 7r~2(l + j ) , we get 

2<m-(a7r + 67r-1) = 2 m - t ë 3 - 7 r , 

z.e., 

6 = 'ë37r2 - a7r2 . 

Now the first summand of the RHS has valuation (33 + 2 and v{ip3) = f33 + 2. Hence 

v(6) = ^3 + 2, which proves the claim, since j33 + 2 = 03. 

Case aj: In this case the valuation of the different is equal to 2 and hence a = 

TT-1 • (1 + j ) - Now 

<p 0 V 3 - V 3 0 ^2 • 'e2e3'ei . 

Writing Lip3 = a + 6a and = 2^7r with 5 = [f3\ + /?2)/2, we get 

(A.3.3) 2(5(((7ra + 6) + bj) - {{na + 6) + 67T-1 • ATTJ)) = 2 • ̂ 3 ^ 1 . 
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Therefore, since lix = 2u\ — 7r, 

25+l j • b - (I - mil'1) = 2-Le2e3Le1 . 

Comparing valuations we obtain v(b) = (33 + 1 = a3, which proves the assertion in 

this case. 

Case B2 b): Here again a = TT_1(1 + j ) , and the same equation (A.3.3) holds. The 

case is identical with the previous case. 

Case B2 c): The same again. 

Case BS a): This case is similar to case A2. We write OD — OK © OK • n as in that 

case. Now 

ip o Lcp3 - Lcp3 o ip = - 2 • 'e3e2'ei . 

We write L(p3 = a+bU and cp — 2s-£ where S = 01+02 

2 
f 1 and £ satisfies £2—ui£+uiri 

0 for some 7/ G Z2 . Then 

26 • ((of + 6£n) - (a£ + b • AfII)) - 2 • ̂ 3e2'ei . 

Now £ — ̂  = 2£ — ui, hence 

2 ( 5 - 6 - n - ( 2 £ - ^ i ) = -2^e3e26ei . 

Comparing valuations we get v(b) = (53 — 1 = a3 — 1. Hence (^3 G na3(9c> \ (Ox + 

IP3+1 OD), as claimed. 

Case BS b): This case is similar to cases B2 a)-c). Again the valuation of the different 

is equal to 2 and a — 7r_1(l + j). Now 

ipoL<p3- L(p3 o cp2 • 'e2e3'ei . 

Writing Lip3 = a + ba and cp26 • 7r with S = (Bl + /32)/2 as in case B2 a), we get just 

as in that case 

26+1 • j -6(1 -urn'1) = 2Le2e3Le1 . 

Comparing valuations we get v(b) = j33 -f 1 = a3l which proves the assertion in this 

case. • 

A . 4 . Lemma 1.9. — The proof of Lemma 1.9 for p / 2 was very easy. By contrast, 

the case p — 2 is quite elaborate and uses more information than used so far on the 

construction of an optimal basis. We go through all cases of the table 1. It turns out 

that in the passage from the type T of L to the type T' of L' a number of things can 

happen, as can be read off from the following table. 
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Table 2 

T y p e T Type T' 

A l a ^ ß 
a = ß 

B l 
B2 b) 

A2 A2 

B l ß2<ßs~2 

ß2=ßs~l 
ß2=ß3 

Bl 
B2 b) or c) 
A l or B2 a) 

B2 a) ft < ß2 

ßl=ß2 

B3 b) 
B2 b) or c) 

B2 b) ßx < ß2 

ßi = ßi 

B3 a) 
A2 

B2 c) ßx < ß2 

ßl = ß2 

B3 a) 
A2 

B3a) / 3 3 > Ä + 4 

ßs < ß2 + 4 

B3 a) 
B2 c) 

B3 b) ß3 > ß2 + 4 

ßs = ß2 + 3 
ß3 = ß2 + 2 

B3 b) 
B2 b) 
B2 a) 

The calculations exhibit in fact not only the type of T1 but also the precise normal 
form of T' from which one can then read off the Gross-Keating invariants of T'. In 
all cases, the assertion of Lemma 1.9 is confirmed. 
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Since these calculations in the 16 cases are quite tedious, we will sometimes be 

brief. 

Case Al: Here GK = (a,/3 + l,/3 + 1), and (^i, ^ 2 , ^ 3 ) = (e i ,e 2 , e 3 ) . Hence ^ 3 | e 3 , 

so 

T' = diag ( u ^ ^ - 1 
4 1 

1 0 
Since 

2 /3 - i '4 

1 

D 

1 
- d i a g ( 3 - 2 ^ 1 , 3 - 2 / 3 - 1 ) 

we obtain 

T'-
diag(?ii • 2 a , 3 • 2 ^ " \ 3 • 2f3~1) iîa^(3 

diag(3 • 2a~\3 • 2 ° - \ ̂  • 2 a ) if a = (3. 

Hence if a / ¡3, and since a = /3 mod 2, then T" is of type Bl and GK{T') = (a, ft — 

1,(3+1) as asserted. If a = (3, then T' is of type B2 b) and GK(T') = ( a - l , a , a + l ) , 

as asserted. 

The case A2 is entirely similar. 

Case Bl: In this case GK(T) = (Pi,/32,f3s + 2) and ( ^ 1 , ^ 2 , ^ 3 ) = (ei ,e2 ,ciei + 

C2e2 + 63) for suitable ci ,c 2 G Z 2 . If #2 < t h e n by [ Y l , proof of Lemma B.6], 

both coefficients c\ and c 2 are divisible by 2. Hence L is generated by (ei ,e2, 1 
2 33 

Hence the matrix of 1/ in terms of this basis is 

T' = d iag( i i 1 2
/ 3 l ,^ 2 2

/ 3 2 ,^ 3 2
/ 3 3 " 2 ) . 

So if (32 < Ps- 2, the type of T is Bl and GK(T') = (/?i,/?2,/%) as asserted. If 

/32 = P3- 1, then T' is of type B2 b) or c) and GK(T') = ( £ 1 , / ? 2 , £3) as asserted. 

If /?o = /fe, then by [ Y l , proof of Lemma B.61, we have 2 I c i . On the other hand, 

we have 2 I Co in this case, because otherwise the valuation of 1 5 ^ 3 ) would be 

/32 < a 3 — P2 + 2 which is impossible. Hence 1/ is generated by e i ,e 2 

1 
2 e 2 + e 3 ) . 

Consider the matrix defined by the basis e 2 

1 
2 

e 2 + 63) of the lattice V of rank 2 

generated by e 2 and 1 (e 2 + e 3 ) , 

X7' 
ix22^2 

* 

c 2 i x 2 2 ^ - 1 

(c22u2 + u3) 2B2-2 

We determine when T' is diagonalizable by determining the valuations of the ideal 

in Z 2 , 

s{L') = 
1 

2 
L',L'\ resp. ra(L') = i c e i ' ) • 

Now 

ord s(L) = min{/? 2, /? 2 - 1, ovd(c2u2 + 163) + (32 - 2} = (32 - 1 
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And 

ord n(L) = min{/32, P2,oià(c\u2 + u3) + (32 - 2} 

{ P2 — 1 if ^ 2 = ^ 3 mod 4 

/?2 if u2 = —us mod 4. 

Hence, by [ Y l , Prop. B.3], 

T'-
diag(?7i2^2 1,rj22^2 x) if w2 = 713 mod 4 

2 0 2 - i 
2 

1 

1 

2, 
if 77 2 —7X3 mod 4. 

Here 771,772 G Z x . For the total matrix T' we get that if u2 = u3 mod 4, then 

V ~ diag (7I12^,7712^-1,7722^-1) is of type B2 a) and GK(T') = (Pi,P2,P2) as 

asserted. If u2 = —7X3 mod 4, then T' ~ diag \ u\l"x ,2r'2 2 
1 

1 

2 
is of type A l and 

GK(T) = (Pi, fo, P2) as asserted. 

Case £ 2 a): In this case Gi^(T) = (Pi, P2 + l, P2 + l) and (ibuib2,ib3) = (ex,Tex + 

e2, 27ei + 6 3 ) , where 7 = 1 
2 /82-/81). 

If 7 > 0, then 1/ is generated by the elements ei, e2, ^ 3 and it follows that T" = 

d iag^]^1 , 7 i32^2-2 ,7 i22^2) . Now by the anisotropy condition we have 

(-\,u2u3) = (uiu2,uiu3) , 

hence m = u3 mod 4. Therefore T' i softypeB3b) and GK(T') = (/3i,/32-l,/32 + l ) , 

as asserted. 

If 7 = 0, i.e., Pi = P2 = P3 =: P, then 1/ is generated by ei, e2, \ (e\ + 6 3 ) and has 

matrix with respect to this basis equal to 

r = 
ul2b 

* 
* 

0 

u22? 

* 

u22^ 

0 

(7X1+7i3)2^-2 

Now u\ = u3 mod 4, hence by an argument similar to the one used in the case 

BI when p2 = p3, the lattice generated by e\ 
1 
2 

6 1 + 6 3 ) is diagonalizable to 

diag(7/i2/3-1,7722/3-1). Hence V ~ diag(7/12^"\ rj22^-\ u22$) is of type B2 b) or c) 

and GK(T') = (P-l,P,P + 1), as asserted. 

Case B2 b): In this case GK(T) = (Pi,p2 + l,P2 + 2) and ( ^ 1 , ^ 2 , ^ 3 ) = ( e i , 2 ^ i + 

e2,27ei + e2 + 6 3 ) , with 7 = \(p2 - Pi). 
If 7 > 0, then V is generated by ei, e2. 1 

2 ' 
62 + 6 3 ) , and has matrix with respect to 

this basis equal to 

T' = 

г¿l2/3l 

* 
* 

0 

u22^ 

* 

0 

no!?*-1 

(7i2 + 27i3)2^-2/ 
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By an argument similar to the one used in the case Bl when /32 = p3, we see that 

T ~ diag(?ii2/3l,7/i2/32-2,7/22/32+1), hence T is of type B3. We claim that T is of 

type B3 a), so that GK(T') = (/3i,/32,/32 + 1)? as asserted. But rji = —u2 = —u\ 

mod 4, whence the assertion. 

There still remains the case when 7 = 0, i.e., Pi = /32 =• P and Ps = /3 + 1. 

Then L' is generated by ei, e2, \ {e\ + e2 + e3). Let L' be the sublattice generated by 

/ 2 = \(ei + e2 + e3) and f3 = \{e2 - ex + e3). Then 

1 

2 : / 2 , / 2 ) = 
1 

2* 
/ 3 , / 3 ) = ^ i 2 ^ 2 + ^ - 2 + ^ - 1 

= (u1+u2 + 2u3)2ß-2 

= n-2^ 

Now 77 G ZX . Indeed, by the anisotropy condition we have 

(-l,u1u3)(2,uiu2) . 

It follows that if ui = ±u2 mod 8, then u\ = u3 mod 4 and if ui = ±3u2 mod 8, then 

u\ = —u3 mod 4. In either case u\ + u2 + 2ti3 ^ 0 mod 8. Similarly, 

1 

2 
; / 2 , / 3 ) = - ^ 2 ^ " 2 + ix22^-2 + ix32/3-1 = (u2 - Ul + 2iz3)2^2 

^ K ; ^ " 1 , with*; G Z * . 

Now an argument similar to the one used previously shows that the quadratic space 

1/ is equivalent to 2^_1(2 2 ) . The orthogonal complement of V in L ®z2 Q2 is the 

line 

(LY = Q2 • ( - 2 
^3 

u2 
e2 + e3) . 

Now V is generated by e\ + e2 and f2 and f3. Hence one easily calculates that 

(LY n L' = Z2 • / , 

where f — —2 
u2 

39 + e-x. Now 

1 

2 ( / , / ) = 
^3 
u2 

2 
2 ^ 2 + ^ + 1 = A - 2 ^ + 1 , AGZ2X . 

Hence Z2 • / + L' has valuation (/3 + 1) + 2(/3 — 1 ) , equal to the valuation of L'. 

Hence V = Z2f + V is equivalent to diag (A • 2^+1, 2/3~1 (2 * ) ) , is of type A2 and 

GK(T') = (/3, /3, /3 + 1 ) , as asserted. 

Case B2 c): Here GK(T) = (px,p2 + l,/32 + 2) and ( ^ 1 , ^ 2 , ^ 3 ) = (ei,27ei + e2 + 

e-*. 27ei + eo + 2e-A where 'Y = 1 
2 /32- /3i ) . 

When 7 > 0, this is similar to previous cases with L' generated by e\, \e2, e3. In this 

case V = diag(^12^,^22/32-2,7i32/32+1) is of type B3 a) and GK(T7)(/3i,/32,/32 + 1 ) , 

as asserted. 
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When 7 = 0, i.e.,fo = P2 =: P and P3 = P + 1, then L' is generated by ei, | ( e i + 

e2), e3. Now the quadratic space generated by e\ and \(e\ + e2) has matrix 

T7 = 
ulB2 

* 

ul2b-l 
( T X I + T Z 2 ) 2 ^ 

Now O i + 772)2^~2 = 77 • 2^ with 77 G Z2. By the usual argument V ~ 2/3~1 ' 2 
1 

1 and 
hence V ~ diag(7x32/3+1,2/3-1 2 

1 
1 
2 is of type A2 with GK(Tf) = (P,P,P + 1), as 

asserted. 

Case BS a): In this case GK(T) = (Pi, p2 + 2, p3) and ( ^ 1 , ^ 2 , ^ 3 ) = (ei, 27ei +e2, e3) 
WITH 7 = I ^ - f t ) . 

Now L7 is generated by ei, e2, ^e3 and has matrix T7 = diag^^^1, 7i22^2, u32^3~2). 

If p2 + 2 < /33 - 2, then T7 is of type B3 a) and GK(T) = (/3i,/32 + 2,/33 - 2), as 

asserted. Let p3 — 2 < p2 + 2. Since not all CK-invariants can have the same parity, 

we have pi = p2 mod 2. Hence p3 = P2 + 3, and T7 = diag(i7i2^, T/22^2, 7i32^2+1) is 

of type B2 c) and GK(Tf) = (Pi, p2 + 1, /?2 + 2), as asserted. 

Case 5 5 6); In this case GK(T) = (Pi, /32 + l, /33 + l) and OI,T/;2,^3) = (ei,2 
/3o-/3i 

2 ei-f 

e2,ciei + c2e2 + e3J tor suitable Ci,c2 G Ŝ2. In this case we need to extract more 

information about the coefficients ci,c2 from [ Y l , proof of Lemma B.8]. If p3 = Pi 

mod 2, then c\ = 2^^l and c2 = 0. Hence V is generated by ei,e2, ^e3, hence its 

matrix is V = diag(ui2^, u22^, u32^-2). If p3 - 2 > p2 + 2, then T7 is of type B3 

b) and GK(T') = (pi,p2 + 1, /33 - 1), as asserted. If /33 = /32 + 2, then T7 is of type 

B2 a) and GK(T') = ( A , # 2 + l,/33 - 1), as asserted. 
If p3 ^ pi mod 2, then by loc. cit., c\ — 2 

(3i - 1 
2 and c2 = 2 03-02-l 

2 Now 

p3 > P2 + 3, hence c\ and c2 are divisible by 2. Hence L7 is generated by ei, e2, \e3, 
and its matrix is V = d i a g ^ ^ 1 , u22^2, u32^~2). If p3 > p2 + 4, then T7 is of type 
B3 b) and GK(T') = (Pi,p2 + 1,P3 - 1), as asserted. If p3 = p2 + 3, then T7 is of 
type B2 b) and GK(T') = (pi,p2 + l,/33 - 1), as asserted. 

Lemma 1.9 is now proved in all cases. • 
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14. A N A L T E R N A T I V E A P P R O A C H U S I N G I D E A L B A S E S 

by 

Stefan Wewers 

Abstract. — We give another approach to the proof of the Gross-Keating intersec­
tion formula. This approach is based on the concept of ideal bases in the theory of 
anisotropic quadratic forms over Zp, and in the case p = 2 is drastically simpler than 
the proof given in the previous chapter. 

Résumé (Une approche alternative à l'aide des bases idéales). — On donne une autre 
approche à la démonstration de la formule de Gross et Keating. Cette approche est 
basée sur la notion de bases idéales de la théorie des formes quadratiques anisotropes 
sur Zp et est plus simple que la démonstration dans le chapitre précédent pour p = 2. 

In this note we give an alternative proof of Proposition 1.5 and Proposition 1.6 
of [R]. This proof uses the concept of ideal bases introduced in Section 6 of [B] and 
thus avoids the difficulties encountered in the case p = 2. In fact, our arguments work 
the same way for any p. 

1. Homomorphisms between quasi-canonical lifts 

1.1. Let p be a prime number and D the quaternion division algebra over Qp. The 

reduced norm gives an anisotropic Qp-valued quadratic form on D which we denote 

by Q. The function v : Dx α—> Z , —» oidp Q(α), is the standard normalized valuation 

on D. 

Let ψ = ( ψ 1 , . . . , ψ n ) be an ordered tuple of linearly independent elements of D, 

and let L C D be the Zp-lattice spanned by if). The restriction of Q to L gives L 

the structure of an anisotropic quadratic Zp-module. We say that ψ is an ideal basis 

of L if 

v(ψi) < v{ψi) for all i < j 

2000 Mathematics Subject Classification. — 14L05, 11F32. 
Key words and phrases. — Formal O-modules, quaternion algebras, modular intersection numbers. 
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and if 

V 

i 

xiwi min v(Xilj)i) 

for all (xi) G Z™. By [B], Lemma 6.4, this is equivalent to Definition 6.3 of loc. cit.. 

In particular, every sublattice L C D has an ideal basis. 

By [B, Proposition 6.6], an ideal basis is also optimal. Moreover, if t/> is ideal then 

the numbers ai := vfyi), i — 1, . . . , n, are the Gross-Keating invariants of L. 

1.2. Let K C D be a subfield which is a quadratic extension of Qp. Then there 

exists an element (p G K such that 

OK = ZP®ZP- (p 

and such that (p is a unit (resp. a uniformizer) if K/QP is unramified (resp. if K/QP 

is ramified). For such an element, we have 

(1.1) v(x + yip) — min{2 ordp x, 2 ordp y + v(<p)}, 

for all x, y G Qp. It follows that (1, pr</?) is an ideal basis of 

OR = Zp 0 Zp • p7^, 

the unique order in OK of conductor pr, for all r > 0. 

1.3. Let G be the unique formal group of height 2 over k — ¥p. We identify the ring 

of endomorphisms of G with the maximal order OD of D. Note that for ifj G OD the 

integer v(ip) is equal to the height of the isogeny ip : G G. 

Fix two positive integers r, s > 0, and let FriFs be quasi-canonical lifts of G of 

level r and s, with respect to the subfield K (Z D. We assume that Fr, Fs are defined 

over A, a complete discrete valuation ring which is a finite extension of the ring of 

Witt vectors over k. We denote by 

Hr,s := RomA(Fr,Fs) 

the group of homomorphisms of formal groups Fr —>• Fs. This is a free Zp-module of 

rank 2. It is also a right (resp. left) module under the order OR = End(iv) (resp. the 

order OS = End(Fs)). 

Reducing a homomorphism Fr —> Fs to the special fibre yields a Zp-linear embed­

ding Hrs ^ D. Via this embedding we may consider Hrs as a quadratic Zp-module. 

Proposition 1.1 

1. As a right OR-module, HRS is free of rank 1, generated by a homomorphism 

VJI : Fr —>• Fs of height \s — r\. 

2. The Gross-Keating invariants of Hrs are (\s — r | , r + s) if K/QP is unramified 

and (Is — r|, r + s + 1) if K/QP is ramified. 
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Proof. — Replacing all isogenies by their duals, we may assume that r < s. Let 

F/A be the canonical lift of G with respect to the embedding K C D. By [ W w l , 

§4], we may identify Fr with the quotient of F corresponding to the superlattice 

Tr D T := OK defined by 

Tr :=Zp.p-r + 0K 

(and similarly for Fs). By [ W w l , Corollary 2.3], this presentation of Fr, Fs yields 

an isomorphism of right (9r-modules 

Hr,s ^{aeOK | aTr C Ts}. 

We let ipi G HriS denote the element corresponding to 1 under this isomorphism. 

Clearly, the height of ipi equals the index of Tr in Ts, which is s — r. To prove Part 1 

of the proposition, it remains to show that aTr C Ts if and only if a G Or. One 

direction is clear. For the other direction, fix a G OK with aTr C Ts. In order to 

show that a G Or, we may add any element of Zp to a. Hence we may assume that 

a = xtp, where x G Zp and (p is as in Section 1.2. Our assumption implies that 

ap~r = xp~rcp G Ts = Zp • p-s eZP'ip. 

We conclude that pr|x and hence a <E Or. This proves Part 1. 

Set ^ 2 : = pr(f^i- Clearly, ( ^ 1 , ^ 2 ) is the basis of Hrs corresponding to the ideal 

basis (l,(f) of Or under the isomorphism Or = Hr^s. This isomorphism is not an 

isometry, but for ip = a • fa G Hr^Sl with cv G Or, we have 

(̂VO = v(a) + (s — r ) . 

Therefore, it follows from (1.1) that ( ^ 1 , ^ 2 ) is an ideal basis of Hr,s. By the choice 

of (f G if in Section 1.2, we get v(ip2) = s + r (resp. ^ ( ^ 2 ) = s + r + 1) if K/QP is 

unramified (resp. ramified). This completes the proof of Part 2 of the proposition. • 

1.4. We choose a uniformizer A of the discrete valuation ring A. For n > 0 we set 

An := A/(An+1). Let HRSN denote the subgroup of OD consisting of endomorphisms 

ip : G —> G which lift to a homomorphism Fr (g) An —• Fs (g) An. 

Given an element ^ G (9D — i^r,s, we define two integers, 

lr,sW := max{^(^ + 0) I 0 G i^r,s} 

and 

rcr>s(^) := max{m | ^ £ # r , s , m } -

We let e denote the absolute ramification index of the discrete valuation ring A. 

Proposition 1.2. — There exists a constant cr^s, only depending on (r, s), such that 

the following holds. If lr,s(ip) > r + s — 1 then 

nrM) = cr« + 
e 

2 
lrs(w). 

S O C I É T É M A T H É M A T I Q U E D E FRANCE 2007 



174 S. WEWERS 

Proof. — First we consider the case r = s. Then we may assume that Fr = Fs. This 
is the case studied in [VI]. By âZoc. cit., Proposition 3.1, we have for lr,s(^) > 2r — 1 

(1.2) ПгА'Ф) =a{r-l)+pr-1 + 
/r>e(^) + l 

2 
— r e + 1, 

where a(k) = (pk — l)(p + l ) / (p — 1). Hence the proposition is true for r — s. 
For the general case, we may again assume that r < s. By induction on s, we will 

reduce to the case r = s. Suppose that the proposition is proved for some pair (r, s) 
with r < s. Let Fr, Fs, Fs+i be quasi-canonical lifts of level r, s, s + 1. We want to 
prove the proposition for the pair (r, s + 1). By Proposition 1.1.1, the group Hs^s+i 
is generated, as a right OS-module, by a homomorphism (3 : Fs —>• Fs+i of height one. 
Moreover, the map ф ^ (Зф is an isomorphism of Zp-modules НГ:8 ^ HR,S+\. 

Let ф G 0])-ЯГ)8+1 with 1г^+\(ф) > s+r . In a first step we will assume in addition 
that either r > 0 or that /r,s+i(V;) > r + s + 1. It is no restriction of generality to 
assume that у(ф) = lr,s-\-i(^)- Then v(^) > 0 and we can write ф = (Зф', with 
ф' £ OD- It follows from the assertions made in the preceding paragraph that we 
have 

(1.3) U i W = M ^ ' ) + i-

In particular, 1Г^(Ф') > r + s. On the other hand, [ W w l , Corollary 6.3], says that 

(1.4) ?V;S+i(V0 = ПгА'Ф') + е / е ^ + ь 

where we use the following notation. Let M = К • W[l/p], and let Ом be its ring 
of integers. By Ms we denote the ring class field of О* С Ок, by Ома its ring of 
integers, and by es its absolute ramification index. Then OMS is the minimal subring 
of A over which Fs can be defined. So for r > 0, the proposition follows from (1.3), 
(1.4) and induction. 

Unfortunately, for r = 0 the above argument proves the claim only for the weaker 
bound lriS > r + s = s. The problem is that for s = 1 and / = 0 the element ф is a 
unit in On, and so we cannot divide by (3 and reduce to the case s = 0. However, 
the argument can be used to compute the value of the constant cr?s. For instance, 
for (r, s) = (0,0) we have co,o = e/2 by (1.2), and so by (1.3) and (1.4) we get 
co,i = e/ei. Therefore, the proposition is proved if we can show that for /0,1 (VO = 0 
we have n = подО) = e/ei-

Since ¿0,1 (VO — 0, the endomorphism ^ is an automorphism of G. Let Fwr denote 

the lift of G obtained from Fr by composing the isomorphism Fr ®A к ^ G with 
ф. Then ф lifts to a homomorphism Fr —> Fs modulo An if and only if the two 
deformations Ff (8) A/(Xn) and Fs 0 A/(\n) are isomorphic. This, in turn, means 
that u(F^) = u(Fs) (mod An) (here u(F) G A denotes the modulus of a lift of G 
defined over A). By [ W w l , Corollary 5.6], the valuation of u(Ff) (resp. of u(Fs)) is 
equal to e/er (resp. equal to e/es). Since er = eo < es = ei, the maximal value that 
n can take is e/e\. This is what we still had to prove. • 
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2. The modular intersection number 

2 .1 . Let p be an arbitrary prime and k = ¥p. Let G be the (unique) formal group of 

height 2 over k. We identify End/e(C) with the maximal order On of the quaternion 

division algebra D over Qp. Let W — W(k) denote the ring of Witt-vectors over k. 

Let ( I \ r " ) be the universal deformation of the pair of formal groups (G, G). It is 

denned over the universal deformation space S = Spf W[[t, t']]. 

Let L C OD be a sub-Zp-module of rank 3. We denote by Q the quadratic form 

induced on L by the reduced norm on OD- For ip G L we define v(^) •= ordp Q(I/J). 

Choose an ideal basis (i/^, ip2, V^) of (L,Q)i see Section 1 .1 . Let â  := v(ipi). The 

numbers ai, a2, 03 are the Gross-Keating invariants of L. 

For i = 1, 2, 3, let % denote the closed subscheme of *S corresponding to the ideal 

I< W[[t, t']] which is minimal for the property that ^ lifts to a homomorphism T —> F' 

modulo I. The following proposition corresponds to Proposition 1.5 of [R]. 

Proposition 2.1. — If as < 1 then as — 1 and 

(Ti • T2 • Ts)s = 
1, 

2, 

for a2 — 0, 

for ao = 1. 

Proof — Since Q is anisotropic, the ai cannot have all the same parity. Therefore, 

&i < 02 < as < 1 implies ao = 0 and a3 = 1. In particular, ipi is an automorphism 

of G. It follows that 71 = Spf and that we may identify r|Tl with T'\Tl via 

-01. So for the rest of the proof, we assume that tpi = 1 G OD and consider 72,73 

as closed subschemes of S' = Spf W [[£]], the universal deformation space of G. For 

i = 2, 3, % is defined by the condition that ^ lifts to an endomorphism of Y. 

Let O = ZpfV^] C OD denote the subring generated by ip2- Since (0i = 1,^2) is 

an ideal basis of O, we have 

a2 = v(ip2) = m&x{v(x + 02) | x G Zp}. 

If a2 = 0, then it follows that O = OK is the maximal order of K C D, an unramified 

quadratic extension of Qp. Therefore, 72 = Spf W C S' and F :— r|r2 is the canonical 

lift corresponding to the subfield K C D. Moreover, in the notation of §1.4 we have 

I = ¿ 0 , 0 ( ^ 3 ) = ^ ( ^ 3 ) = II follows from [ W w l ] , Theorem 3.3 (see the proof of 

Proposition 1.2) that 73 D 72 C 72 corresponds to the ideal (pn) < W, with 

n = ^ 0 , 0 ( ^ 3 ) = 

/ + 1 

2 
e — 

a3 + l 
2 

= 1. 

This proves the proposition for a2 = 0. 

If a2 = 1, then O — OK is also the maximal order of K, but K/Qp is ramified. 

With the same arguments as above, it follows that 72 = Spf OM C SF is the canonical 

locus corresponding to the subfield K C D. Applying again [ W w l ] , Theorem 3.3, we 

ffet 

n = n0,oW>3) i -f- 1 
2 

3 = as + 1 = 2. 

This proves the proposition for a2 = 1. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2007 



176 S. W E W E R S 

2.2. The next proposition corresponds to Proposition 1.6 of [R]. 

Proposition 2.2. — Suppose that ^ 3 = pw'3, for some ^ 3 £ ®D- Let T3 C S be the 

closed formal subscheme corresponding to ip'3 and S(p) C S the special fiber. Then 

(71 • T2 • T3)S = (71 • T2 • T3')s + (71 • T2 • 5(p))5. 

Proof. — Let (Fr,Fs) be a pair of quasi-canonical lifts of G of level r and 5, with 

respect to the same subfield K C D. The set Hr,s := Hom(Fr, Fs) is a sub-Zp-module 

of OD of rank two. We consider all pairs (Fr,Fs) such that ^ I , ^ £ #r,s- Note 

that (-01, ^ 2 ) is, by construction, an ideal basis of its linear span in HriS. Therefore, 

Proposition 1.1.1 shows that 

ai > \r — s\, a2 > r + s + e, 

where e = 0 if K/Qp is unramified and e = 1 otherwise. We claim that 

(2.1) a3 = lr,s{ip3) := max{v(^3 + <p) | <p G #r,s} 

(this notation was already used in the previous section). Indeed, since tpi,ip2^3 is 

an ideal basis of L we have 

(2.2) a3 = v(ip3) = max{?j(xi^i -f x2^2 + ^ 3 ) I ^ 1 , x2 G Zp}. 

Therefore, the inequality in (2.1) follows from the inclusion (ipi,ip2) C Hr,s. On 

the other hand, [B, Corollary 6.7], shows that (2.2) still holds if we allow x\,x2 G Qp. 

Hence the inequality follows from the inclusion Hrs C (ipi, ^ 2 ) Qp, proving the 

claim. We conclude that /r,s(^3) = a3 > a2 > r + s + e. In fact, we even have 

(2.3) IrA^s) > r + s + l. 

For if K/Qp is unramified, then a\ and a2 are even and so a3 must be odd. 

By [B], Corollary 6.7, ( ^ 1 , ijj2, ip3) is again an ideal basis of its linear span (in some 

order). Therefore, we can apply the same argument to ipf3. We get 

(2.4) IrA^s) = IrAfo) - 2 > r + s - l . 

For a G 0 ^ , let F* denote the deformation of G obtained by composing the 

identification Fr®k ^ G with a. Define Cr?s = C(Fr, Fs) C S as the closed subscheme 

where r|Cr>a = Fra and T'\CrtB = Fsa, for some a G Op. It follows from the results of 

[ W w l ] that Cr,s = Spf 0 M t , where £ = max{s ,r} . Moreover, 

7i • T2 = 

(Fr,Fs) 

Crs 

is the decomposition into irreducible components. To prove the proposition it there­

fore suffices to show that 

(2.5) (CR,S • T3)s = (Cr,s • T3f)s + (Cr,s • <S(»))<s 
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for all pairs (Fr, FS). We also may assume that r < s. Then {CR,S • S^)s = es is the 

ramification index of OMS over W. Moreover, in the notation of the last subsection, 

we have 

(2.6) (CR,A - T3)S = nr,a(^3), (Cr,s • T£)S = nrM). 

However, by (2.3), (2.4) and Proposition 1.2 we have nr>s(^3) = nr?s('03) + es. This 

proves (2.5) and finishes the proof of the proposition. • 

References 

[B] I. I. Bouw - Invariants of ternary quadratic forms, this volume, p. 1 1 3 - 1 3 7 . 

[R] M . RAPOPORT - Deformations of isogenies of formal groups, this volume, p. 1 3 9 - 1 6 9 . 

[VI] I. VOLLAARD - Endomorphisms of quasi-canonical lifts, this volume, p. 1 0 5 - 1 1 2 . 

[Wwl] S. W E W E R S - Canonical and quasi-canonical liftings, this volume, p. 6 7 - 8 6 . 

S. WEWERS, I W R , Im Neuenheimer Feld 368, 69120 Heidelberg, Germany 
E-mail : s te fan .wewers@iwr.uni -he ide lberg .de 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2007 





Astérisque 
312, 2007, p. 179-190 

15. C A L C U L A T I O N OF R E P R E S E N T A T I O N D E N S I T I E S 

by 

Torsten Wedhorn 

Abstract. — We calculate for all primes p > 2 the local representation density of a 
ternary quadratic form Q over ZP in a quadratic space of the form NJ-Hr, where Af is 
a quadratic space of rank 4, H is the hyperbolic plane, and r > 0 is any non-negative 
integer. Our principal tool is a formula of Katsurada. This defines a rational function 
/Q,JV M P~r • We also determine the derivative of /Q,JV and relate it to the arithmetic 
intersection number of three modular correspondences. 

Résumé (Calcul de densités de représentation). — On calcule, pour tous les nombres 
premiers p > 2, la densité de représentation locale d'une forme quadratique ternaire Q 

sur ZP dans un espace quadratique de la forme N-LHr, où N est un espace quadratique 
de rang 4, H est le plan hyperbolique, et r est un entier > 0. Notre outil principal 
est une formule de Katsurada. Elle est donnée par une fonction rationnelle /Q,TV en 
p~r. Nous déterminons également la dérivée de /Q,TV et nous la relions au nombre 
d'intersection arithmétique de trois correspondances modulaires. 

Introduction 

In this note we consider local representation densities of ternary quadratic spaces 

and derivatives of associated rational functions. These results are used in [RW] to 

relate the arithmetic intersection number of three modular correspondences (7^ni • 

7^2 • Tm3) to a Fourier coefficient of the restriction of the derivative at s = 0 of a 

Siegel-Eisenstein series of genus 3 and weight 2. We also obtain an explicit formula 

for the integers /3i(Q) which occur in [Go2]. 

Let Q and TV be quadratic spaces over Zp of rank 3 and 4 respectively, and let H 

be the hyperbolic plane over Zp. Denote by ap(Q,N _L Hr) the local representation 

density, compare [ W d l , 4.3]. This is a rational function fq^(X) in X = p~r. 

2000 Mathematics Subject Classification. — 11E08, 11E12, 14G35. 
Key words and phrases. — Representation density, modular correspondence. 
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180 T. WEDHORN 

In the first section we consider the case that TV is anisotropic and that r = 0: 
(1) Let D be "the" quaternion division algebra over QP and N = OD be its maximal 

order endowed with the reduced norm. Then we compute ap(Q,N) for any 
ternary form Q by a direct calculation (Theorem 1.1), following closely [GK, 
section 6]. 

The value obtained is of course 0 if Q is isotropic, and for anisotropic Q we will 
see that it does not depend on Q. 

In general it is very difficult to compute local representation densities ap(Q,N), 
and their computation has a long history. We give only a few references: For p ^ 2 
a general explicit formula has been given by Hironaka and Sato [HS] for arbitrary 
quadratic spaces Q and N over Zp. If the rank of Q is 2, Yang has given a formula 
for ap(Q, N) in the case of p = 2 [ Y l ] . We will use a result of Katsurada [Ka] who 
calculated ap(Q, N) for arbitrary p and Q in the case that N is an orthogonal sum of 
copies of the hyperbolic plane H. 

In the second section we are interested in the following values: 
(2) Let ./V = H2. Then we specialize Katsurada's formula for ap(Q,N _L Hr) = 

ap{Q1Hr+2) to the case where Q is a ternary form and express it in terms of 
a refinement of the Gross-Keating invariants (see [B]) of the ternary form Q. 
This is done in 2.11. 

(3) For Q (ternary and) isotropic we specialize this formula to r — 0 and therefore 
obtain ap(Q,H2) (Proposition 2.1) (for Q anisotropic, ap(Q,H2) = 0). 

(4) Finally we calculate for TV = H2 and for Q a ternary anisotropic quadratic form 
the derivative u/ux fQ,H2(X) at X = 1 (see 2.16). 

We remark that the values obtained in (3) and (4) depend only on the Gross-
Keating invariants of the ternary form Q although the value in (2) depends on a 
refinement of these invariants. 

Acknowledgements. — I am grateful to T. Yang for spotting a mistake in an earlier 
version of the manuscript. 

1. Calculation of the representation density in the anisotropic case 

1.1. We fix a prime number p, let D be "the" quaternion division algebra over Qp, 
and denote by N = OD the maximal order of D which we consider as a quadratic 
space of rank 4 over 7LP with respect to the reduced norm. Let Q be any ternary 
quadratic form over 7Lp. In this section we are going to calculate the representation 
density ap(Q, N). 

As TV is an anisotropic quadratic space, Q is represented by N if and only if Q is 
anisotropic. In this case the result is: 
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15. CALCULATION OF REPRESENTATION DENSITIES 181 

Theorem 1.1. — Let Q be anisotropic. Then 

ap(Q,JV) = 2 ( p + ! ) ( ! + 
1 

V 

1.2. For the proof we quote the following lemma from [Ki] Theorem 5.6.4(e): 

Lemma 1.2. — For any integer r G Z we have 

ap(prQ,N) = ap(Q,N). 

1.3. Proof of Theorem 1.1. — By Lemma 1.2 we can assume that the underlying 
Zp-module of the quadratic space Q is a sublattice A in OD such that A (jL POD-

Clearly any element of 0(12, Nrd) preserves N and hence 0(D,Nrd) acts on 

Apr(Q,N) :={a: Q/prQ —> N/prN | Nrd(cr(x)) = Q{x) mod pr } 

for all r > 1. By definition (see [ W d l , 4.3]) we have 

ap(Q,N) = (pr)-6#Apr(Q,N) 

for r sufficiently large. 
The dual lattice of N = OD with respect to the pairing associated to the quadratic 

form is Nv = m_1 C D where m is the maximal ideal of OD- We claim that the 
induced action of S 0 ( D , Nrd) on 

Bpr{Q,N) :={a:Z3p —> N/p'm^N | Nrd(cr(x)) = Q{x) mod pr } 

is transitive for r > 1. For this it suffices to show that SO(D,Nrd) acts transitively 
on the set M of all isometries CF: Q —> N. But by Witt's lemma, 0(D,Nrd) acts 
transitively on M. For every such a the stabilizer in 0(D,Nrd) is nothing but the 
orthogonal group of the orthogonal complement of the quadratic Qp-space generated 
by cr(Q). As this complement is a one-dimensional space, we see that SO(D,Nrd) 
acts in fact simply transitively on M. 

Using [ W d l , Lemma 1.6] we identify SO(D,Nrd) with 

{ (d,d;) e DX x DX I Nrd(d) = Nrd(d') } / Q ^ . 

This group contains the subgroup of index 2 

G = { (d, d') eO*dxO*\ Nrd(d) = Nrd(d;) } / Z ^ . 

Therefore G acts with two orbits on Bpr(Q, N). Let G be the quotient of G by the 
subgroup generated by 

{ (d,d;) G G | d = d! = 1 (mod prNv) } 

and by 1 +PT~1ODP diagonally embedded in G. Then G acts faithfully with 2 orbits 
on Bpr(Q,N). As 

#Apr(Q,N) = (#BPR(Q,N)) • ( # ( m - V O D ) ) 3 , 
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we see that 

#Apr(Q,N) = 2 ( # G ) ( # ( m - V O D ) ) 3 = 2(p+ l)2p6r-Jpe. 

It follows that 

ap(Q, N) = p-6r2(p + 1) V r _ 1 = 2(p + 1)(1 4 
1 

V 

2. Calculation of the representation density in the hyperbolic case 

2 .1 . Again we fix a prime number p. For any element a G Qp we write ord(a) G Z 

for the p-adic valuation of a. 

We denote by H the quadratic space over Zp whose underlying module is Zp and 

whose matrix with respect to the standard basis is ^ ? Q ^ • This means that the 

quadratic form is given by Zp 3 (x, y) ^ xy. 

Note that H2 ^ (M2(ZP), det). 

Let (M, Q) be any quadratic space over Zp of rank 3. In this section we will compute 

the representation density ap(M, iJr+2). In fact, there is a polynomial /M(X) G Q[X] 

such that fM{p~r) = OLJM.H2^) ([Ka]). We are interested in 

(2.1) fM(l) = ap(M,H2) 

and, for (M, Q) anisotropic, in 

(2.2) 
d 

dx 
IM{X)\X=I-

The first value is given in 2.12 and the second in 2.16. 

2 .2 . We use the formulas by Katsurada [Ka] but we express them in terms of 

the Gross-Keating invariants (cf. [B]) of the ternary space (M, Q), an invariant 

| = | ( M ) G { - 1 , 0 ,1} , and an invariant rj = n(M) G { ± 1 } . 

The invariant rj is equal to + 1 if (M, Q) is isotropic and equal to —1 if (M, Q) is 

anisotropic. 

The Gross-Keating invariants consist of a tuple of integers GK(M) = (ai, (22,03) 

such that 0 < a\ < a2 < a3. In addition, if a\ = a2 mod 2 and a2 < a3 there is a 

further invariant CGK(M) G { ± 1 } . 

In fact, we will not need the invariant €GK{M) directly in the sequel, as £(T) is 

a refinement. But we remark that the final expressions for (2.1) and (2.2) depend 

only on r](M) (that is, whether (M, Q) is isotropic or not) and on the Gross-Keating 

invariants GK(M) and €GK(M). 

If T is the matrix associated to (M, Q) and a Zp-base of M , we also write 77(T), 

GK(T), CGK(T), and £(T). 
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2.3. Recall the Hilbert symbol (a, b)p G {=h l } for a , 6 G Q * . It is uniquely determined 

by the following properties (where a, b, b' G Q * , u, v G Z * ) : 

(a,b)p = (b,a)p, 

(a,bb')p = (a,b)p(a,b')p, 

(p,p)=(-1,p)p 

and, for p odd, by 

(u,p)p= 
u 

JP. 

(u,v)p = 1, 

and, for p = 2, by 

(u,2)2 = 
-hi, if w EE ± 1 mod 8, 

— 1, otherwise, 

(u,v)2 = 
+ 1, if i£ or Î; = 1 mod 4, 

— 1, otherwise. 

2.4. For any symmetric matrix T G Symm(Qp) we denote by h(T) — hp(T) the 

Hasse invariant of the associated quadratic space (M, Q). We use the normalization 

in [Kil. For m = 3 we have 

h(T) = 
(-l)*2p, if (M, Q) is isotropic; 

- ( - l ) * 2 * , if ( M , Q ) is anisotropic 

by [Ki, 3 .5 .1 ] . Here #2p is the Kronecker delta. 

2 .5 . In the next sections we recall some results from [B] (cf. also [Yl]) . We start with 

the case p > 2. In that case there exists a basis (e )̂ of M such that the matrix T = (tij) 

associated to Q with respect to this basis (i.e., tij = ^(Q(ei - f ej) — Q(ei) — Q(ej))) 

is a diagonal matrix. If we write tu — Uipai for ai G Z and ui G Z * , we can assume 

that ai < a2 < a3. Moreover, if ai = a^+i we can assume that Ui+i = 1. Then the 

Gross-Keating invariants are given as follows. We have 

GK(T) = (aua2,a3). 

If a\ = a2 mod 2 and a2 < a3, we have 

£GK(T) = 
' — U\U2 

P 

We set 

£(T)= 
— U \ U 2 

P 
if ai = a2 mod 2; 

if ai ^ a2 mod 2. 
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Finally, let i,j G { 1 , 2 , 3 } with i ^ j and ai = aj mod 2 and define k G { 1 , 2 , 3 } by 

{ 1 , 2 , 3 } \ {i, j} = {A:}. Then T is isotropic if and only if {—UiUj,p)p = 1 or ak = a? 

mod 2. 

2.6. Now assume that p = 2. In the sequel if will denote one of the matrices 

H = 
0 
1 
2 

1 

2 
0 

or Y := 
D 
1 
2 

1' 

2 
1 

There exists a basis IS of M such that the matrix T associated to Q with respect 

to B is of one of the following forms. 

Either Q is not diagonalizable (case A). Then we distinguish two subcases: 

(AI) T = diag(?/2a, 2Bk) where a < (3 are integers and w G Z2X. Then 

GK(T) = (a,(3,(3). 

We set 

£(T)= 1, if ai = Û2 mod 2; 

0, if &i ^ &2 mod 2. 

(A2) T = diag(2aK, i ^ ) where a < (3 are integers and w G Z2X. Then 

GK{T) = (a, a,/?). 

In this case €GK(T) is defined and we have 

6C7X(T) = 
-fl ÏÏK = H; 

- 1 i f K = y . 

We set | ( T ) :=eGK(T) . 

In the nondiagonalizable case A, T is isotropic if and only if K = H or a = (3 

mod 2. 

Now assume that T is diagonalizable over Z2 (case B), i.e., there exists a basis such 

that T = d i a g ^ j ^ 1 , u22^, i ^ 3 ) where 0 < (3X < (32 < (33 are integers and m G ZJ . 

Then there are four subcases (here our subdivision of cases is different from [R]): 

(BI) 0, ± Bo mod 2. Then 

GK(T) = (0i<02,03 + 2). 

We set £(T) := 0. 

(B2) /3i = (32 mod 2 and (mu2 = 1 mod 4 or (33 = (32)). Then 

G X ( T ) = (ft,/32 + l , A + l ) . 

We set | ( T ) := 0. 

(B3) /3i = /?2 mod 2, /?3 = /?2 + 1, and uxu2 = - 1 mod 4. Then 

Gtf(T) = (/?i, & + l,/?3 + l ) . 

We set £(T) := (—U\u2,2)2 where ( , )2 denotes the Hilbert symbol. 
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(B4) ßx EE ß2 mod 2, ß3 > ß2 + 1, and I/IÎZ2 = - 1 mod 4. Then 

GK{T) = (ßuß2 + 2,ß3). 

In this case €GK(T) is defined and we have 

gk(T)= (-ulu2,2)2. 

We set £ ( T ) : = £ G K ( T ) . 

Finally, let i, j G {1 , 2, 3} with z ̂  j and & = ^ mod 2 and define fc G {1 , 2 ,3} by 

{1, 2, 3} \ (z, j} = lk\. Then T is isotropic if and only if 

(-UKUJ1-UIUJ)2 = (-UIUJ, 2)23k+ßj. 

2.7. Going through the cases in 2.5 and 2.6 we see that there are the following 

possibilities for the value of £ if T is anisotropic: 

• If a\ EE a2 mod 2, we either have £ = 0 or we have £ = — 1 and a3 = a2 + I. 

• If CL\ EE a2 mod 2, we always have a2 EE a3 mod 2 and £ = — 1. 

If T is isotropic, the possibilities for the value of £ are the following: 

• If ai EE a2 mod 2, we either have £ = 0 or we have £ = 1 and 0,3 = a2 + 1. 

• If ai EE a2 mod 2, we either have £ = 1 or we have £ = — 1 and a2 EE a3 mod 2. 

2.8. By [Ka] there exists a polynomial fM{X) = / T P O G Q [X] such that fT(p~r) = 

ap(M', H2Jrr). We use the formulas from [Ka] to compute fr- Indeed, by loc. cit. 

p. 417 and p. 428 we have 

fT(X)=%(T-X)Fp{T-X) 

with %(T;X) = 7p(T;p-2X) and Fp(T;X) = Fp{T-p~2X) where JP(T;X) and 

Fp(T; X) are the rational functions defined in loc. cit. p. 417 and p. 451 respectively. 

Thus 

%(T;X) = (l-p-"X)(l-p~'X'). 

The function FP(T; X) is more complicated. We will express it in the next sections 

using the Gross-Keating invariants GK(T) and the invariant £(T). 

2.9. By [Kal we have 

Fp(T;X) = 

S 

2 = 0 

5 7 2 - 2 - 1 

3=0 
pi+3 Xl+^ 

(2.3) 
+£2pO/2Xo-o 

6 

i=0 

Ô'/2-I-L 

7 = 0 

p-jxi+2j 

+ (j2pS''2X~6'-S 

S 

2 = 0 

(5-25/+<5 

j = 0 

C3 X^+J 
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where 77, S, <5, and 5' are the invariants defined on p. 450 of loc. cit. (note that in 

loc. cit. the definitions of 5 and 6 have to be interchanged). 

2 .10. Going through all the cases in 2.5 and 2.6 one sees that 77, <$, 5, and 5f can be 

expressed as follows (where GK(T) — ( 0 1 , 0 2 , 0 3 ) are the Gross-Keating invariants): 

(2.4) 77 = 
+ 1 if T is isotropic, 

— 1 if T is anisotropic, 

(2.5) S = ai + a2 + o3, 

2.Ö o=al, 

(2.7) o' ai + a o , 11 ai = ao mod 2, 

o\ + a2 + 1, if ai ^ a2 mod 2, 

2 .11 . If we set 

o: = 
2, if ai : a2 mod 2, 

1, if ai =é a2 mod 2, 

we can rewrite (2.3) using the invariants 77, (ai, 0 2 , 0 3 ) , and £: 

Fp(T,X)= 
ai 

¿ = 0 

FAI + 0 0 - A)/2 — I 

3=0 

pi+j Xi+2j 

(2.8) + 77 
ai 

2 = 0 

(ai+a2—cr)/2 —z 

3=0 

(A1+A2-CR)/2-J J£A3+CR+I+2j 

_ | _ | 2 ^ ( a 1 + a 2 - ö r + 2 ) / 2 
ai 

2 = 0 

0 3 — a 2 + 2<T — 4 

J = 0 

¿7 J£<l2-<T + 2 + i+j 

2.12. We now specialize to r = 0, ie., X = 1. In that case we have 

ap(T,H2) = fT(l) = (l-p-2)2Fp(T,l). 

If we set 8JT) := FJT, 1), it follows from (2.8) that 

(2.9) 
BJT)=(l+n)( 

d\ — 1 

2 = 0 

(i + i y + 

(a i+a2-o-) /2 

i=ai 

(ai+l)pi 

+p(al+a2-o+2)/2(al+l)R£ 

where 

R£= 

0, if I = 0 

0, if £ = — 1 and a3 ^ 02 mod 2; 

03 — 02 + 2(7 — 3, if £ = 1; 

1, if £ = — 1 and 03 = 02 mod 2. 
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2.13. If T is anisotropic we have ap(T,H2) = (3P(T) = 0, as a three dimensional 

anisotropic space cannot be represented by a four-dimensional hyperbolic space. Al­

ternatively this follows also from (2.9): By (2 .4) we have 77 = —1 and hence it suffices 

to show that = 0 if T is anisotropic. By 2.7 we are in one of the following two 

cases: 

(a) I = 0; 

(b) £ = — 1 and a2 ^ a3 mod 2. 

In both cases we have R£ = 0 by definition. 

2.14. If T is isotropic, (2.9) gives Proposition 6.25 of [GK]: 

Proposition 2.1. — Let T be isotropic. Then: 

(1) If ai ^ a2 mod 2, we have 

ßP{T)=2\ 

a i — 1 

2 = 0 

(i + i y + 

( a i + a 2 - o - ) / 2 

i=ai 

al+l)pi 

(2) If ai = Ü2 mod 2 and Ç = 1, we have 

ßv(T) = 2i 

a i — 1 

2 = 0 

[i + l)pl + 

(ai+a2—<r)/2 

i=a\ 
(ai + l)p*) 

+ (a, +l)(a,-a2 + l)p(0l+02)/2. 
(3) / / a i = a2 mod 2 and £ = —1, we have 

ßP{T) = 2 

a i — 1 

2 = 0 

(i + i y + 

( a i - f a 2 - c r ) / 2 

i = a i 

(ai + i y ) 

+ (ai + iyai+a2j/2 . 

Proof. — We have r\ — 1, and by 2.7 we are in one of the following cases: 

(a) a\ ^ a2 mod 2 and £ = 0; 

(b) ai ^ a2 mod 2, £ = 1, and ¿¿3 = a2 + 1; 

(c) a\ = a2 mod 2 and £ = 1; 

(d) ai = ^2 mod 2, £ = —1, and a2 = as mod 2. 

In case (a), we have R^ = 0 by definition, and in case (b) we also have R^ = 

a>3 — o>2 + 2cr — 3 = 0. This proves (1). 

In case (c), we have Rg — a3 — a2 + 1 and therefore (2). 

In case (d), we have Rg = 1 which implies (3) • 

Corollary 2.2. — Set A(T) = \ det(2T) = 4det(T) and assume that T is isotropic. 

Then ßp(T) = 1 z/ordp(A(T)) = 0. 
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Proof. — For p > 2 the equality ordp(A(T)) = 0 is equivalent to a\ — a2 — a3 = 0 

by definition of the Gross-Keating invariants (see 2.5). For p = 2 the condition 

ordp(A) = 0 implies that we are in case (AI) of 2.6 with a = ¡3 = 0 and K = H. 

Therefore we have again a\ — a2 = 0,3 = 0. Hence the corollary follows for all p from 

Proposition 2.1. • 

2 .15. From now on we assume that T is anisotropic. We are going to calculate 

/ T ( 1 ) = 
d 

d x 
fr(X)ix=i-

As T is anisotropic we have FV(T: 1) = 0 and therefore 

(2.10) & ( 1 ) = 7p(T, 1) 
d 

d x 
FP(T; X ) | x = i 

(2.11) = ( 1 - P " 2 ) 2 
d 

dX 
Fp(T] X)\x=i-

Using (2.8) we see that 

d 

dX 
FJT-X)lx=1=F1+F2+F3. 

Here 

Fi = 

ai 

2 = 0 

(ÛI +a2 — cr)/2 — i 

3=0 

(i+2j)pi+j 

a i - l 

/=0 

3 

2 
[l + l)lpl + 

( a i + a 2 - c r ) / 2 

/ = a i 

( a i + l ) ( 2 Z -
ai 
2 

IP1, 

and 

F2 = -
al 

¿=0 

(a1+a2-cr)/2-i 

3=0 

(a3 + (J + i + 2 j y a i + a 2 - ^ / 2 - J 

-

a i 

2 = 0 

( a i + a 2 - c r ) / 2 

j = 2 

(ai + a2 + a3 + i - 2j)p3 

-
a i —1 

1=0 

(/ + l ) ( a i + a2 + a3 -
3 

2 
l)pl 

-

( a i + a 2 - a ) / 2 

Z = ai 
(ai + l j 

3 

2 
ii + a2 + a3 - 3/)p* 
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and hence 

Fi + F2 = 

01 —1 

/ = 0 

(Z + l ) ( 3 Z - a i -a2 - a 3 y 

+ 
(ai+a2 — cr)/2 

l=ai 

(ai + 1)(4Z - 2ai - a2 - a3)p , 

and 

F3 =p(ai+a2-<r+2)/2 ai + 1 

2 
A£ 

with 

A£ 

0, if | = 0 ; 

(as - a2 + 2a - 3)(ai + a2 + a3), if £ = 1; 

a2 - a3 -2a + 3, if £ = — 1, a2 ^ a3 mod 2; 

3a3 — a2 + ai + 4a - 8, if £ = — 1, a2 = a3 mod 2. 

2.16. We distinguish two cases. The first case is a\ ^ a2 mod 2, z.e., <J = 1. By 2.7 

we either have £ = 0 and hence Ag — 0 or we have £ = — 1 and a3 = a2 + 1 and hence 

again — 0. Therefore we see that for ai ^ a2 mod 2 we have 

(2.12) 

9 

dX 
PP(T; X W = i = 

ai — 1 

/ = 0 

(Z + l ) ( 3 Z - a i - a 2 - a 3 y 

+ 

(oi-ha2-l)/2 

l—a\ 

(a1 + l)Ul - 2oi - a2 - a3)pl . 

The second case is ai = a2 mod 2, i.e., a = 2. Then we have a3 ^ a2 mod 2 and 

hence 

(2.13) 

<9 

dX 
FJT-X\x=i = 

a± — 1 

/ = 0 

(Z + l ) ( 3 Z - a i - a 2 - a 3 y 

+ 
(oi+a2-2)/2 

l=a\ 

(ai + 1)(4Z - 2ai - a2 - a3)p* 

+ p(ai+a2)/2 ai + 1 

2 
(a2 - a3 - 1). 

Therefore we see by [R, Theorem 1.1] that in either case 

d 

dX 
Fp(T;X) |X=i = - lg(OrT^). 
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16. THE CONNECTION TO EISENSTEIN SERIES 

by 

Michael Rapoport & Torsten Wedhorn 

Abstract. — We consider the non-singular Fourier coefficients of the special value of 
the derivative of a Siegel-Eisenstein series of genus 3 and weight 2. We identify these 
coefficients with the arithmetic degrees of non-degenerate intersections of arithmetic 
modular correspondences. 

Résumé (Relation avec les séries d'Eisenstein). — Nous identifions les coefficients de Fou­
rier non-dégénerés d'une valeur spéciale de la dérivée d'une série de Siegel-Eisenstein 
de genre 3 et de poids 2 avec les degrés arithmétiques des intersections de correspon­
dances modulaires arithmétiques. 

Introduction 

In a previous chapter [Go2] an expression was obtained for the arithmetic inter­
section number of three modular correspondences (%ril • 7^2 • %Tl3)1 when their inter­
section is of dimension 0. This expression is quite complicated, and involves certain 
local representation densities f3e(Q) of quadratic forms and a local intersection multi­
plicity ap(Q). It is this expression that is the main result of [GK]. However, already 
in the introduction to their paper, Gross and Keating mention that computations 
of S. Kudla and D. Zagier strongly suggest that the arithmetic intersection number 
(%ni • %n2 • %n3) agrees (up to a constant) with a Fourier coefficient of the restriction 
of the derivative at s — 0 of a Siegel-Eisenstein series of genus 3 and weight 2. 

In the intervening years since the publication of [GK], Kudla has vastly advanced 
this idea and has in particular proved the analogue of this statement for the in­
tersection of two Hecke correspondences on Shimura curves [Ku3]. In fact, Kudla 
has proposed a whole program which postulates a relation between special values of 

2000 Mathematics Subject Classification. — 11E08, 11F30, 11F32, 11G18. 
Key words and phrases. — Eisenstein series, local Whittaker functions, Siegel-Weil formula, local rep­
resentation densities. 
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192 M. RAPOPORT & T. WEDHORN 

derivatives of Siegel-Eisenstein series and arithmetic intersection numbers of special 

cycles on Shimura varieties for orthogonal groups, comp. [Ku4]. 

The purpose of the present chapter is to sketch these ideas of Kudla and to derive 

from Kudla's various papers on the subject the statement alluded to in the introduc­

tion of [GK]. We stress that what we have done here is simply a task of compilation, 

since we do not (and cannot) claim to have mastered the automorphic side of the 

statement in question. We use the results of Katsurada [Ka] on local representation 

densities of quadratic forms, valid even for p = 2, to relate the local intersection mul­

tiplicities to the derivatives of certain local Whittaker functions, comp. [Wd2] . For 

p ^ 2 the corresponding calculations of representation densities are much older and 

are based on results of Kitaoka [Kit]. 

We thank S. Kudla for his help with this chapter. 

1. Decomposition of the intersections of modular correspondences 

1.1. To m G Z>o we have associated the Deligne-Mumford stack which parametrizes 

the category of isogenies of degree m between elliptic curves, 

Tm(S) = {f:E^E'\deg(f)=m}. 

Here E and E' are elliptic curves over S. Then Tm maps by a finite unramified 

morphism to the stack M(2) = M. Xspecz M- parametrizing pairs (E,E') of elliptic 

curves. 

Let now mi ,m2,m3 G Z>o and consider 

T(rai,ra2,ra3) = { f = U1J2J3) \ fi'- E —> E', deg/z = mx } , 

the fiber product of TmilTm2JTm3 over A4^2\ Denoting by Q the degree quadratic 

form on Hom(E, £"), we obtain a disjoint sum decomposition, 

(1 .1 ) r(rai, 7712,7713) = 
T 

TT. 

Here 

TT(S) = {f G H o m 5 ( £ , £ ' ) 3 I 
1 

2 
f , f) = T } , 

where (f, f) denotes the matrix (a^) with a{j = (fi, fj) = Q(fi + f3) -Q(fi)- Q(fj)-

Note that, due to the positive definiteness of Q, the index set in (1.1) is Sym3(Z)>0, 

the set of positive semi-definite half-integral matrices. 

Lemma 1.1. — Let T G Sym3(Z)>0; i-e., T is positive definite. Then there exists a 

unique prime number p such that TT is a finite scheme with support lying over the 

supersingular locus of M(2) = M(2) ®z Fp. 

Proof. — Let (E,Ef) G M(2) be in the image of TT- Since Hom(E,E') has rank at 

least 3, it follows that (E, E') has to be a pair of supersingular elliptic curves in some 

positive characteristic p. To see that p is uniquely determined by T, note that T is 
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16. THE CONNECTION T O EISENSTEIN SERIES 193 

represented by the quadratic space over Q corresponding to the definite quaternion 
algebra ramified in p. However, by [Ku3, Prop. 1.3], there is only one quadratic space 
with fixed discriminant which represents T. • 

1.2. In this chapter we consider, for T G Sym3(Z)>0, the number 

de^(TT) = lg(TT) • \ogp , 

where p is the unique prime in the statement of Lemma 1.1, and where 

i g № 0 = 
£6TT(fp) 

e-l£. lg(Ott,£), 

with = I Aut(£)|. Our aim is to compare deg(7^) with the Tth Fourier coefficient 

of a certain Siegel-Eisenstein series of genus 3 and weight 2. 

We first define a class of Eisenstein series, among which will be the one appearing 

in our main theorem. 

2. Eisenstein series and the main theorem 

2.1 . Let B be a quaternion algebra over Q. We denote by V = VB the quadratic 

space defined by B, i.e., B with its norm form Q. We note that the idèle class 

character usually associated to a quadratic space, x ^ (x, (—l)n(n-1)/2 det(V))Q is in 

this case the trivial character x o (4 | n , and det(V) is a square). Let H = 0(V) be the 

associated orthogonal group. Let W = Q 6 , with standard symplectic form ( , ) whose 

matrix with respect to the standard basis is given by ( Q3 ) . Let G = Sp(VF) = Sp6, 

and denote by P = M.N the Siegel parabolic subgroup, with 

M = {m(a) = 
a 0 

0 ta-l 
I a G G L 3 } , 

N = {n(b) = 
1 

0 

b 

1 
I b e Sym3} 

Let K = Koo.Kf = f i 
V 

Kv be the maximal compact subgroup of G (A) with 

(2.1) KV = 
Sp6(Zp), if v = p < 00; 

{ ( a 
-b 

b 
a 

\a + ibe U3(M) } , if v = 00. 

We have the Weil representation cu of G(A) x H(A) (for the standard additive 

character ^ of A with archimedean component ^^(x) = exp(2nix) and of conductor 

zero at all non-archimedean places) on the Schwartz space 5(1^ (A)3) (the action of the 

elements P(A) x H(A) are given by simple formulae [We], comp. also (4.1) and (4.2) 

below). In the local version at a place v, we have a representation UJV of G(QV) xH(QV) 

cmS(V(Qv)3). 
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194 M. RAPOPORT & T. WEDHORN 

We have the Iwasawa decomposition 

G (A) = P(A)K = N(A)M(A)K 

[f g = nm(a)k G G(A), then 

\a(g)\ = |det(a)|A 

is well-defined. For a character \ of A x / Q x , we have the induced representation of 

G(A), corresponding to s G C, 

I(s, X) = { O G(A) -> C infinite function | 

<f>(nm(a)g) = X(det(a)) • \a(g)\*+2 • $(g) } . 

For if G S{V(A)3), we set 

*(g,s) = (w;(g)<p){0)-\a(g)\: 

In this way, we obtain an intertwining map 

(2.2) S(V(Af) — J(0,Xo), < p ^ $ ( 5 ) 0 ) . 

Note that \a(g)\ is a right K-invariant function on G(A), so O(g, s) is a standard 

section of the induced representation, i.e., its restriction to K is independent of s. 

We will also need the local version I(s,Xv) of the induced representation at a place v 

and the G(Qv)-equivariant map 

(2.3) <SCK?)— mxo,v). 

2.2. Returning to the global situation, we consider the Eisenstein series associated 

totpe S(V(A)3), 

E(g,SiO$) = 

ieP(Q)\G(Q) 

<$>{>yg,s). 

This series is absolutely convergent for Re(s) > 2, and defines an automorphic form. 

It has a meromorphic continuation and a functional equation with s — 0 as its center 

of symmetry. 

We will now make a specific choice of $ which will define an incoherent Eisenstein 

series. Let B = M2(Q) and let V(ZP) = M2{ZP) for any p. We let ipf = ®(pp = 

0char V(ZP), and let 4>/ = ®$p be the corresponding factorizable standard section. 

For we take the standard section uniquely determined by 

$ o c ( M ) =det(£)2, 

where k G i^oo is the image of k G Us(M) under the natural identification in (2.1). 

Then by [Ku3, (7.13)], is the image of the Gaussian (p^ under the local map 

(2.3) for v = oc, where the local quadratic space is V^, the positive-definite quadratic 

space corresponding to the Hamilton quaternion algebra over R, and where 

(2.4) (poo{x) = exp(-7r tr(rr,x)), x G (V+)3. 
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Since vloo <8> V(Af) does not correspond to a quaternion algebra over Q, the stan­

dard section $ = Ooo ® Of is incoherent in the sense of loc. cit., and hence (loc. 

cit, Theorem 2.2), 

£ ( ( / , 0 , * ) = 0. 

Consider the Fourier expansion of E(g,s,Q), 

E(g,s,<!>) = 

TGSym3(Q) 

ET{g,s,Q>), 

where 

s, <Ê>) = 

N(Q)\N(A) 

E(ng, s, $) • ijjrip) ldn, 

with 

(2.5) ^r(n(6)) = ^(tr(T6)), 6 G Sym3(A). 

For T e Sym3(Q) with det(T) ^ 0, the Fourier coefficient has an explicit expression 

as a product 

(2.6) ET{g,s,$) = n wt,v(gv,s,Ov), 

see [Ku3, (4.4)]. Here WT,v(9V,S,$V) is the local Whittaker function, cf. section 5. 

The local Whittaker functions are entire (cf. [Ku3, (4.2) and (4.3)]), and the product 

(2.6) is absolutely convergent and holomorphic in s = 0. More precisely, for Re(s) > 2, 

the identity (2.6) holds and for almost all places p, the local factor at p on the right 

hand side equals (p(s + 2)"1 • CP(2s + 2)"1 = (1 - p's~2) • (1 - p~2s~2), and for all 

places the local factor is an entire function. 

2.3. ForTeSym3(Q)>0 , l e t 

Diff (T, V) = {p | T not represented by V(QP) } . 

Then the cardinality |Diff(T, V)\ is odd, cf. [Ku3, Cor. 5.2]. Moreover we have 

WT,p(gP,0,&p) = 0 for p G Diff(T,V), cf. [Ku3, Prop. 1.4]. On the other hand, 

WT,oo(0<x),O,$oo) + 0, cf. [Ku3, Prop. 9.5]. Hence 

ordET(g,s,<S>)>\Dm(T,V)\. 
s=0 

In particular, if E'T(g, 0, <£) ^ 0, then Diff(T, V) = {p} for a unique prime number p. 

2.4. We may now formulate our main theorem. 

Theorem 2.1. — Let V = M2(Q) and let $ = Ooo ® Of be the incoherent standard 

section as above. Let T £ Sym3(Q)>o with Diff(T, V) = {p}. 

(i) IfT 4. Sym3(Z)v7 then TT = 0 and deg(TT) = 0 and EUg,Q,$) = 0. 
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(ii) Let T G Sym3(Z)v. Then TT has support in characteristic p. For g = 

( # 0 0 5 E, E . . . ) G G(A) with 

9oo = 
1 x 

1 

2,1/2 

2,-1/2 x , 2 / G S y m 3 ( R ) , 2 / > 0 , 

/E£ R = • ¿13 = x + G ¿33- TFTEN 

detfo) de^(TT) • qT = « • ̂ ( p , 0,O) 

where qT = exp(2ni tr (TT)) and where the negative constant K is independent 

ofT. 

Here f)3 = { r G Sym3(C) | Im(r) > 0 } is the Siegel upper half space. 

The proof of the theorem consists in calculating explicitly both sides of the identity. 

The first assertion of (i) is obvious and the second is a consequence of section 5 below, 

where the local Whittaker functions are related to local representation densities (see 

Proposition 5.2 below). The proof of (ii) will be reduced in section 3 to a statement 

about local Whittaker functions which will be taken up in sections 4 and 5. 

2 .5 . In the rest of this section we relate the adelic Eisenstein series to the classical 

Siegel-Eisenstein series, following [Kul , section IV.2]. By strong approximation, 

G(A) = G(Q)G(R)K. 

By our choice of which is right if/-invariant, the Eisenstein series E(g,s,$) is 

determined by its restriction to G(R) (embedded via g^ 1—» ( ¿ / 0 0 , e , e . . . ) in G(A)). 

We have 

G(Z) = G(Q) n (G(R).Kf). 

Also, P (Q) \G(Q) = P ( Z ) \ G ( Z ) , hence for g = goo, 

(2.7) E (g,s,Q) = 
7eP(Q)\G(Q) 

$ o o ( 7 £ o o , s) • $f(l>s) 

= 
7 G P ( Z ) \ G ( Z ) 

$ o o ( 7 # o c , s ) . 

For our choice of and of g^ — 
= x 

1 

y1/2 

y - i / 2 
, we have 

^ 0 0 ( 7 ^ 0 0 , 5 ) =det(y)s/2+1 -det(cT + d) 2 • | det(cr + d)\ s, 

where 

1 = 
a 

c 

b 
d 

GSp6(Z). 

Inserting this expression into the sum (2.7), one obtains from [Kul , IV.2.23], (for 

£ = Pn = 2), 

(2.8) E(g, s, $ ) = det(y) • £ciass(R, S ) , 
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where 

£ c l a s s ( T , s ) = d e t ( y W 2 

(c,d) 

det(cr + d)~2 • I det(cr + d)\-s 

is the classical Siegel Eisenstein series (the sum here ranges over a complete set of 

representatives of the equivalence classes of pairs of co-prime symmetric integer ma­

trices). 

2.6. Using the comparison (2.8) between the adelic and the classical Eisenstein se­

ries, we obtain from Theorem 2.1 the following statement. We consider the Fourier 

exnansion of the classical Eisenstein series. 

^class( î" , S) = 

TGSym3(Z)V 

c(T,y,s)qT. 

Here r = x + iy G $)s and qT — exp(27rz tr (Tr)). 

Theorem 2.2. — Let T e Sym3(Z)^0. 

(1) Then c'(T) — (-§^c(T,y,s))\s=o is independent ofy. 

(2) 7/Diff(T, V) = {p}, then Tr has support in characteristic p and 

de^(Tr) = K • c'(T) 

for a negative constant K independent ofT. 

Corollary 2.3. — Assume that there is no positive definite binary quadratic form over 

7L which represents 7771,7772 and ms, so that the divisors Tmi, T^, and Tm3 intersect 

in dimension 0, cf [Go2, Prop. 3.2]. Then there exists a constant K independent of 

(7711,7772,7773) such that 

(^mi ' 7m2 ' ^ 1 3 ) — ft 

TGSym3(Z)^N 
diag(T) = (mi,m2,m3) 

c'(T) 

Proof — The hypothesis implies that in the disjoint sum (1.1) only positive definite 

T G Sym3(Z)v occur as indices, comp. [Go2, Prop. 3.5]. Therefore the assertion 

follows from Theorem 2.2. • 

3. Use of the Siegel-Weil formula 

3.1 . Let V be the quadratic space associated to a quaternion algebra B over Q. For 

dp G ̂ (V^A)3), there is the theta series 

O(g;h,e)= 

xev{®)3 

(uj(g)(p)(h lx), 

S O C I É T É M A T H É M A T I Q U E D E FRANCE 2007 



198 M. R A P O P O R T & T. W E D H O R N 

and the corresponding theta integral over the orthogonal group H = 0(V) associated 
to V, 

I(g;e)= 

H(Q)\H(A) 

6(g, h; (p) dh. 

Here the Haar measure dh is normalized so that 

vol(#((Q>)\ff (A)) = 1. 

We will only consider the case in which the quadratic space V is anisotropic. If (p 
is if-finite, then I(g;<p) is an automorphic form on G(A). The Siegel-Weil formula 
[KR] states that, if <p gives rise to <j> via the map (2.2), then 

(3.1) E(g,0,$) = 2.I(g;<p). 

Let T G Sym3(Q) with det(T) ^ 0. Then the Tth-Fourier coefficient of I(g;(p) is 
equal to ( [KR, (6.21)]) 

I(g;e)= 

H(Q)\H(A) xev(Q)T 

(u(g)(p)(h lx)dh 

where 

V(QfT = {xeV(Q)3 I 
1 
2 

[x, x) = T } . 

3 .2 . We now return to the situation considered in Theorem 2.1. Let V — M2(Q) 
and let $ be the standard section defined in the previous section. We also fix T G 
Sym3(Q)>o with Diff(T, V) = {p}. Let V be the quadratic space associated to the 
definite quaternion algebra B — B(p) ramified at p, and unramified at all other finite 
primes. Note that V ( R ) = V^. We consider the standard section $ which is the 
image of (p — (foo (g) (pj 0 (pp under 

S(V(Af) — . J(0,Xo), 

where 0^ — epf, where (p^ — (p^ is the Gaussian (2.4) and where (pp — char V(ZP)3, 

with V(ZP) the maximal order of the division algebra B^ ® Qp. Hence «IQO = $oo» 

$ j = $ j and $ is a coherent standard section. Comparing the expressions (2.6) for 

the Fourier coefficients of E(g, «s, <Ë>) and E(g, «s, <I>), we can write, for g = g^ G G ( R ) , 

E'T(g,0,Q) = 
WriP(e,0,*p) 

WT,p(e,0,$p) 
Er(g№). 

We refer to Corollary 5.3 below for a proof of the fact that the denominator here is 
nonzero. Using the Siegel-Weil formula (3.1) for the anisotropic quadratic space V, 
we can rewrite this as 

(3.2) E'T(g,0,t>) = 2 
w't,p(e,o,Op) 

Wr,P(e,0,$p) 
It(g;e) . 
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Now the function (p^ is invariant under H(M). For 

9°o = 
1 x 

1 

y / 2 
y-l/2 a ? , 2 / e S y m 3 ( R ) , 2 / > 0 , 

the value of u;(#OO)<£OO at £ G y(M)3 with \{t,t) = T is equal to 

(u(goo)(poc)(t) = exp(27ri tr(Tr)) det(y). 

SinceH(R) = 0(Vr(R)) is compact, we may write using the product measure dh = 

dooh x dfh. 

(3.3) 2 • JT(0; e = 2 det(2/) • gT • v o l ( # ( R ) , d^h) • J T ( £ / ) , 

IT(<Pf) = 

H(Q)\H(Af) x£V(Q)3T 

<ff(h 1x)dfh. 

3.3 . Let 

H' = { ~g = (g,g') G Bx x Bx | Nmfe) = Nm(</) } . 

Then H' acts on V via 

9 • x = {g.g') - x = g'xg x. 

This induces an exact sequence, where Gm lies in the center of H', cf. [ W d l , 

Lemma 1.6], 

(3.4) l - * G m - > f f ' ^ * S O ( V ) - > l . 

We fix the Haar measure on Hf(A) such that the measure induced by the exact 

sequence (3.4) on SO(V^)(A) is the Tamagawa measure, and with the standard Haar 

measure on the central idele group Ax which is the product of the local measures 
axe 
\xe\ 

with convergence factors \g = 1 — £ , so that vol(Zx) = 1. Let 

K' = H'(Af)n((Oè(g)Z)x x ( O é ® Z ) x ) . 

Proposition 3.1. — Let 

\TT\ = 

$ c Tt(fp) 
H1 

with e£ = I Aut(£)|. Then 

\TT\ = « i -lT(<Pf), 

where K\ — 2 vol(ÜT') 1. 

Proof. — We choose a finite set of double coset representatives hj G H'(Af) such 

that 

H'(Af) = 

j 

H'(Q)hjK'. 
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Since each double coset H'(Q)hjK' is stable under ZXQX = A^, we obtain a disjoint 

decomposition, 

SO(V) (A , ) = 

3 

SO(l/)(Q)pr(/li)pr(X'). 

Let 

f,j^H'(Q)nhJK'hj1. 

Note that vol(SO(V)(Q)\SO(V)(A)) = 2. We have 

H(Af) = SO(Vr)(A/) x / /2(A/) . 

Hence 

l=vol(O(10(Q)\O00(A)) 
1 

2 
vol(SO(V0(Q)\O(V0(A)) 

1 

2 
vol(SO(y)(Q)\SO(y)(A))vol(/x2(A)) 

= vol(/i2(A)) 

and therefore 

v o l ( / / 2 ( Q ) W A ) ) = 
1 

2 

Let us normalize the Haar measure on /12 (M) by vol(/i2(^)) = 1- Then we get 

vol(u2(Q)\M2(Af)) = \. Then we obtain as in [Ku3, (7.28)1, 

IT((ff) = 

SO(V)(Q)\SO(V)(A/) 
,X2(Q)\M2(A/) 

xev(Q)3T 

(pf(h 1cx) dfhdc 

1 

2 

SO(V)(Q)\ SO(V)(Af) 
x£V(Q)3T 

<pf(h 1x)dfh 

i 
2 

SO(t/)(Q)\SO(y)(Q)pr(^)pr(K0 
xev(Q)3T 

(ff(h x)dfh 

1 

2 
vo\(m(K')) ' 

3 x£V(Q)3T 

1 

|r**| 

ef(hj-lx) 

Here Tj,r is the image of f'JX in Q X \ # ' ( Q ) = SO(Vr)(Q). Therefore we have \th x\ = 

I • | r^J. Note that Tj^x is trivial since x spans a three-dimensional subspace of the 

4-dimensional space V. 
(2) 

To make the connection with 7r , note that the supersingular locus of Mp can be 

written as a double coset space (cf. [Mi, 6]), 
(M(2))ss = h'(q)I h'(Af)/K' . 
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16. THE CONNECTION T O EISENSTEIN SERIES 201 

Here we chose (EQ,EQ) as a base point, such that K' is the stabilizer of the Tate 
module T{E$) x T(EQ) (completed by the Dieudonne module at p). To g = (g,gf) G 
H'(Kf) corresponds EG x EG> with the diagonal isogeny, 

(g,g'):E0xEo—+EgxEg,. 

The lattice H o m ( ^ , EG>) in V(Q) = Rom(E0, E0) ® Q is given by 

Kom(Eg,Eg,) = {yeB\ yg(f(E0)) C g'f{E0)} 

= {yeB\g,-1ygeV{±)} 

= {y£B\~g-ly£V{±)}. 

Hence we obtain 

\TT\ = 

[y,g}eH>(®)\(VZ(®)TxH>(Af)/K) 
<Pf(9 1 -V) 

j xev3(Q)T 

(pf{h1 1 -x) 

= 2 - v o l ( p r ( i Y , ) ) - 1 - / T № / ) . 

Since YO\{K') = vol(pr(/Y')), the result follows. 

3.4 . The next result will be proved in section 5.6. 

Theorem 3.2. — The lengths of the local rings OTT € at all points £ G 7 r (Fp) are all 

equal to 

l g ( 0 T T J = -
2 

( P - 1 ) 2 

W't,p(e,O,Op) 

Wr,P(e,0,$P) 
(logp)"1. 

3 .5 . We will now prove Theorem 2.1 using Theorem 3.2. Let 

H' = {g = (g,g) e GL2 x GL2 | det(g) = det(</)}, 

K' = H'(Af) n (GL2(Z) <8> GL2(Z)). 

Then if' is an inner form of if'. 

We now fix Haar measures on H'(A) and on H'(A) following [Ku3, p. 573]. More 

precisely, in loc. cit. Kudla defines for any quaternion algebra B over Q a Haar 

measure on (B ® A)x which is decomposed, i.e., the explicit product of local Haar 

measures on (B ® Qv)x for all places v. By our fixed choice of Haar measure on Ax, 

we therefore also obtain a decomposed Haar measure on H(B)/(A)1 where 

H{B)' = {g = (g,gf) G Bx x Bx | Nm(g) = N m ^ ) } . 

By loc. cit., the induced Haar measure on SO(V(B))(A) is the Tamagawa measure, 

as required above. 
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We apply this construction to B = M2(Q) and to B = B = B&\ the definite 
quaternion algebra, ramified at p and unramified at all other finite places. Then we 
have for these Haar measures (comp. [Ku3, Lemma 14.10]), 

v o i ( j g 

v o l ( ^ ) 
= (P - 1 ) 2 

and 
v o l ( i f ' ) 

vol(K') 
= ( p - l ) 2 . 

Hence 

qT • O W ( T T ) = qT \K(OTT) • l o g p 

= qT lg(OrTi,)- |TT|. logp 

2 

(p — 1) • vo\(Kf) 
• 2 -

WriP(e,0,*p) 

WT>P(e,0,$p) 
• qT • IT(<Pf) 

2 

vol(K') 
E't(g,o,O) det(y)-l v-l , 

where we used (3.2) and (3.3) in the last step, and where v — vol(HCR), d^k). This 

Droves the main theorem with the negative constant K = — 2 
vo\(K') 

v-l 

4. The Wei l representation 

4 .1 . The remainder of this chapter is devoted to the proof of Theorem 3.2. This is 
a purely local statement. 

We fix a prime number p and change our notation: We replace V by V 0 Qp, G 
by G 0 Qp, t/j by its localization ipp (of conductor zero), etc. At the same time we 
consider a more general situation. 

4.2 . Instead of the quadratic space associated to a quaternion algebra, we now let 
V be any Qp-vector space and ( , ) a symmetric nondegenerate bilinear form on V. 
Then Q[x) = i}(x,x) is a quadratic form on V. 

We assume that n := dim(V) is even. In fact, we will only need the case V — B _L 
Hr where B is a quaternion algebra over Qp endowed with the reduced norm, and 
where Hr is the orthogonal sum of r copies of the hyperbolic plane H. 

We denote by det(V) the image in Qp/(Qp)2 of the determinant of the matrix 
{(yi,Vj))ij where (i>i, . . . , vn) is some basis of V. As in 2.1 we have the quadratic 
character \ v °f Qp associated to V given by 

Xv(x) - (x,(-l)n^/2det(V))p = ( ^ ( - l ^ d e t ^ t ^ O p , 

where ( , )p denotes the Hilbert symbol. 
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4.3 . Let (W, ( , )) be the space Q2RRI endowed with the standard symplectic form 

whose matrix with respect to the standard basis is given by (_°j ) . We consider 

W as vector space of row vectors, in particular the canonical GL2m-action is from the 

right. To prove Theorem 3.2 we will need only the case m = 3. 

As in 2.1 we denote by P = MN the Siegel parabolic subgroup of G = Sp2m(Qp) 

over Q P where M = { m(a) = 
a 

0 

0 
ta'1 I a G GLm(Qp) }, 

7V = {n(6) = Im 

o 

b 

Im 
I b e Symm(Qp) } . 

Let K = Sp2m(Zp) C G the standard maximal compact subgroup and set 

w := 
0 

h-rn 

dm 

0 
eG. 

4.4. In the sequel we let a G GLm act on Vm = V <g> via right multiplication, 

which we denote by x \—> xa. 

Moreover for x, y G V771 we set 

(x,y) := {{xl,yJ))lJ G Symm(Qp). 

4.5 . Associated to the quadratic space V and the fixed additive character t\) there is 

a Weil representation ujy of G on the vector space <S(Vm) of Schwartz functions on 

Vm. For g = (acbd) G G, tp G S(Vm), and x e Vm we have by [Ku2, Prop. 4.3] (cf. 

also [Rao, Lemma 3.2], and [We]), 

(wv(9)(<pMx)='r(V,w,g) 

Vm/Kev(c) 
^(tr( 

1 

2 
{xa, xb) + (#6, yc) -f 

1 

2 
^yc, yd))) (p(xa + yc) dgy 

where ^(V^ip^g) is a certain 8 root of unity depending on V, if), and g such that 

^y(V,ip,e) = 1 and where dgy is a suitable Haar measure. We make this more explicit 

in three special cases: 

(4.1) (u)y(m(a))ip)(x) = xv(det a)\ det a\n^2(p(xa), 

(4.2) (cjv(n(b))(f)(x) = ip 
1 

2 
tr((x,x)b))cp(x), 

(4.3) W ^ - M ì ^ f x ) = 7 0 0 
yva 

if)(-tr((x, y)))(p(y)dy 
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where in (4.3) dy is the Haar measure on Vm which is self dual for Fourier transform 

and where ^(V) = 7(V, I/J, w~l) is the 8th root of unity explicitly given in [Ku3, A.4]. 

5. Local Whittaker functions and representation densities 

5 .1 . We keep the notation of section 4 and assume from now on that m = 3 and 

hence G — Sp6(Qp), and n = 4. 

For s G C let I(s, \v) be the degenerate principal series representation of G induced 

from P, i.e., I(s, xv) consists of i^-finite functions <£(•, s): G —> C such that 

$(nm(a)g,s) = xv(det a)\ det a\s+2<$>(g, s) 

for all n G N, a G GL3(QP), and g G G. 

We also set for T G Sym3((Q)p), as in (2.5), 

WT: N —> C x , ^T(n(b)) = ^(tr(T6)). 

5 .2. For 5 G C, $ G J(s, x v ) , T £ Sym3(Qp) with det(T) 7̂  0, and g G G we define 

the local Whittaker function by 

WT(q,s,o) = 
A/" 

<$>(w-ln(b)g, s) ^T(n(b))-1 db 

where db is the Haar measure on Sym3((Q)p) which is selfdual with respect to the 

pairing 

i>N : Sym3(Qp) x Sym3(Qp) C, (b, b') x/>(tr(bb')). 

As the conductor of ip is zero, we have 

(5.1) {be Sym3(Qp) I r/jN(b,bf) = 1 for all b' G Sym3(Zp) } = Sym3(Zp)v. 

Therefore 

voU(Sym3(Zp))voU(Sym3(Zp)v) = 1. 

As the index of Sym3(Zp) in Sym3(Zp)v is 23Ô2p, we obtain 

(5.2) voU(Sym3(Zp)) =2~(3/2^. 

It is known that WT(<7, s, 3>) converges for Re(s) > 2 and admits a holomorphic 

continuation to the entire complex plane, if <I> is standard, i.e., if its restriction to K 

is independent of s [Ku3, Prop. 1.4]. Moreover, we will see in Proposition 5.2 below 

that Wrfe, s. <E>) is a polvnomial in v~s'. 
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5.3. For ip G S(V3) we set 

*(g,s) =(wj(g)tp№.\a{g)\*. 

It follows from (4 .1 ) and (4.2) that $(g,s) G I(S, x v ) - I*1 this way, we obtain a 
G-equi variant map similar to (2.2), 

S(V3) l ( 0 , x v ) , e - * (5 ,0 ) . 

5.4. For r > 0 we denote by the Hr the quadratic space Q2rp whose associated bilinear 

form has the matrix ^ (j gr) with respect to the standard basis, and set 

Vr = V ± Hr. 

It is known [Ku3, Lemma A.2] that cuyr = uoy (g) ujur as representations of G on 
S(V3) = S(V3)^S(H3). 

We also recall Lemma A.3 from [Ku3] (see also [Ral, Remark II.3.2]): 

Lemma 5.1. — Let (p® G S(H3) be the characteristic function of M2r,3(Zp) and (p G 
S(V3) with associated $(g,s) G I(s,xv)- SetipW = eoeor e s(y^ = S(V3)®S{H3). 
Then we have for all g G G and r > 0 

*(5)r) = (wvr(ffV[r])(0). 

5 .5. We fix a Zp-lattice L of V such that ( , ) is integral on L. Choose a Zp-basis 
of L and let Sr be the matrix associated to the quadratic form on Vr = V © ifr 
with respect to the chosen basis of L and the standard basis of Hr. In particular, 
the matrix of the bilinear form ( , ) with respect to the chosen base of L equals 
2S0. 

Let (p G S(V3) be the characteristic function of L3 with associated <1> = $(g, s) G 
I{siXv)- Then the local Whittaker function Wr(e, s, $ ) interpolates the local repre­
sentation densities: 

Proposition 5.2. — For all integers r > 0 we have 

WT(e, r, $ ) = 2-(15/2)^ | det S0\3/HV)ap(T, Sr), 

where we denote by ap( , ) the local representation density as normalized in [ W d l , 
(4.4)1. In varticular. Wr(e. s. <&) is a, nolunomial in X — r>~s. 

S O C I É T É M A T H É M A T I Q U E D E FRANCE 2007 



206 M. RAPOPORT & T. WEDHORN 

Proof. — The right hand side is a polynomial in X = p~r [Kit] and the left hand 

side is an entire function in r. Hence it suffices to show the identity for r > 2. Now 

we have 

Wr(e ,r , <£>) = 

Sym3((g)p) 

$(w~1n(b),r)w(- tr(TM) db 

( 5 T ) 

Sym3(Qp) 

( a ; y r ( ^ - 1 n ( 6 ) ) e r M ) ( 0 ) ^ ( - t r ( T 6 ) ) ^ 

(4_3) 

Sym3(Qp) 

1(V) 

v3 
r 

w 
1 

2 
tr(6(y, y))) • er (y) dy w ( - tr(TM) d& 

y(V 
£—•00 

p- 'Sym3(Zp) V3 

w(tr(b( 
1 

2 
2 / , y ) - T ) ) ) ^ M ( y ) d 2 / d 6 

5.1 
y(v) t—>-oo 

voU(p * S y m 3 ( Z p ) ) • 

è(3/,3/)-TGp* Sym3(Zp)v 

p[r](y)dy 

(5 2) 
7 ( n 

t oo 

2-(3/2)(52p 6t 

y G M 2 R + 4 , 3 ( 2 P ) 

tySry-Tep1 Sym3(Zp)v 

dy 

Now { y G M 2 r + 4 , 3 ( ^ p ) I Z/S'r?/ - T e p Sym3(Zp)v } is a union of 

Âpt (T, 5r) := # { y G M2r+4,3(Zp/2p*Zp) | 'ySry - T G p* Sym3(Zp)v } 

cosets for 2ptM2r+4,3(Zp). Moreover, by the definition of dy (4.3) we have 

vol^(M2r+4,3(Zp)) = 1 det 2^|3/2 

- | d e t 2 5 0 | 3 / 2 

= 2 - 6 ^ | d e t 5 0 | 3 / 2 , 

and hence 

vol^(2ptM2r+4,3(Zp)) = 2 - 6 ^ | d e t 5 0 | 3 / 2 2 - 3 ( 4 + 2 ^ ^ p - t 3 ( 4 + 2 r ) . 

Therefore Wrfe, r, O is equal to 

7 ( y ) 2 - 6 ^ P | d e t Sn |3/22(-(3/2)-3(4+2r))52p 
t- oo 

6t-t3(4+2r)yi (T)5r). 

УСУ? 

Now we have 

Àpt (T, Sr) = 23(4+2r^» Apt (T, 5r ) 

with 

A t p ( T , Sr) = # { y € M 2 r + 4 , 3 ( Z p / p % ) I 4ySry - T e / Sym3(Zp)v } . 
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By definition we have 

ap(T, Sr) = 
t—+oo 

p6t-^4+2^Apt(T,Sr) 

and this proves the proposition. 

Corollary 5.3. — For $ as in Proposition 5.2, Wr(e ,0 , <£>) / 0 ?/ and only if T is 
represented by So. 

5.6. We will now prove Theorem 3.2. 
As CYP(T, Sr) is a rational function in X = p~r, it follows from Proposition 5.2 that 

(5.3) W 4 ( e , 0 , $ ) = -log(p)2-(15/2)&"|det50|3/27(^) 
d 

dX 
ap(T, Sr)\x=i-

Let D be the division quaternion algebra over Qp and denote by OD its maximal 
order. We denote by 5 = So (resp. S — So) the matrix associated to the quadratic 
space V = M2(Zp) (resp. V = OD) endowed with the reduced Norm. Then we have 
(see e.g., [ W d l , (4.5) and (4.6)]) 

|det(S„)| =24*2", 

|det(50)| =2iS*p-2. 

Moreover we have by the explicit formulas in the Appendix of [Ku3] 

7(V) = - 7 ( V ) . 

Using the notation of Theorem 3.2, we therefore have by Proposition 5.2 and (5.3) 

(5.4) 
W't,p(e,O,Op) 

WT,P{e№p) 
l o g p ) 1 = P3 

a 
ax ap{T, Sr)\X=i 

ap(T,So) 

But now by [Wd2, Theorem 1.1 and 2.16] we have 

(5.5) ap(T, S0)=2(p+l)2p-1 

and 

(5.6) 
d 

dX 
MT,Sr)lx=1 = -p~4(P2 - l)2lg(0TT,c). 

Therefore we have 

lg(Orr,«)log(p) 
(5.5) 
(5.6) 

P4 

(p2 - l )2 

2 ( p + D 2 
8 

dX (T,Sr)\x=i 

P ap(T,S0) 

(5=4) _ 2 
(p-l)2 Wt(e,O,Op) 

which proves the theorem. 
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