quatrième série - tome 48 fascicule 2 mars-avril 2015

$$
\begin{aligned}
& \text { ANNALES } \\
& \text { SCIENTIFIQUES } \\
& \text { de } \\
& L^{\prime} \text { ÉCOLE } \\
& \text { NORMALE } \\
& \text { SUPÉRIEURE }
\end{aligned}
$$

## Habib AMMARI \& Eric BONNETIER \& Faouzi TRIKI \& Michael VOGELIUS

Elliptic estimates in composite media with smooth inclusions: an integral equation approach

# Annales Scientifiques de l'École Normale Supérieure 

Publiées avec le concours du Centre National de la Recherche Scientifique

Responsable du comité de rédaction / Editor-in-chief

## Antoine Chambert-Loir

## Publication fondée en 1864 par Louis Pasteur

Continuée de 1872 à 1882 par H. Sainte-Claire Deville
de 1883 à 1888 par H. Debray
de 1889 à 1900 par C. Hermite
de 1901 à 1917 par G. Darboux
de 1918 à 1941 par É. PiCARD
de 1942 à 1967 par P. Montel

Comité de rédaction au $1{ }^{\text {er }}$ janvier 2015
N. Anantharaman B. Kleiner
E. Breuillard E. Kowalski
R. Cerf P. Le Calvez
A. Chambert-Loir M. Mustaţă
I. Gallagher L. Saloff-Coste

## Rédaction / Editor

Annales Scientifiques de l'École Normale Supérieure, 45 , rue d'Ulm, 75230 Paris Cedex 05, France. Tél. : (33) 1443220 88. Fax : (33) 144322080. annales@ens.fr

Édition / Publication<br>Société Mathématique de France<br>Institut Henri Poincaré<br>11, rue Pierre et Marie Curie<br>75231 Paris Cedex 05<br>Tél. : (33) 0144276799<br>Fax : (33) 0140469096

## Abonnements / Subscriptions

Maison de la SMF
Case 916 - Luminy
13288 Marseille Cedex 09
Fax : (33) 0491411751
email:smf@smf.univ-mrs.fr

## Tarifs

Europe : $515 €$. Hors Europe : $545 €$. Vente au numéro : $77 €$.

## © 2015 Société Mathématique de France, Paris


#### Abstract

En application de la loi du $1^{\text {er }}$ juillet 1992, il est interdit de reproduire, même partiellement, la présente publication sans l'autorisation de l'éditeur ou du Centre français d'exploitation du droit de copie (20, rue des Grands-Augustins, 75006 Paris). All rights reserved. No part of this publication may be translated, reproduced, stored in a retrieval system or transmitted in any form or by any other means, electronic, mechanical, photocopying, recording or otherwise, without prior permission of the publisher.


# ELLIPTIC ESTIMATES IN COMPOSITE MEDIA WITH SMOOTH INCLUSIONS: AN INTEGRAL EQUATION APPROACH 

By Habib AMMARI, Eric BONNETIER, Faouzi TRIKI and Michael VOGELIUS


#### Abstract

We consider a scalar elliptic equation for a composite medium consisting of homogeneous $\mathscr{C}^{1, \alpha_{0}}$ inclusions, $0<\alpha_{0} \leq 1$, embedded in a constant matrix phase. When the inclusions are separated and are separated from the boundary, the solution has an integral representation, in terms of potential functions defined on the boundary of each inclusion. We study the system of integral equations satisfied by these potential functions as the distance between two inclusions tends to 0 . We show that the potential functions converge in $\mathscr{C}^{0, \alpha}, 0<\alpha<\alpha_{0}$ to limiting potential functions, with which one can represent the solution when the inclusions are touching. As a consequence, we obtain uniform $\mathscr{C}^{1, \alpha}$ bounds on the solution, which are independent of the inter-inclusion distances.


Résumé. - Nous étudions des milieux composites constitués d'inclusions homogènes de forme $\mathscr{C}^{1, \alpha_{0}}$, immergées dans une phase matrice constante. Lorsque les inclusions ne se touchent pas, la solution de l'équation de diffusion peut être représentée à l'aide de potentiels de surface, solutions d'un système d'équations intégrales. Nous étudions ce système lorsque la distance interinclusion tend vers 0 . Nous montrons que les potentiels de surface convergent dans $\mathscr{C}^{0, \alpha}, 0<\alpha<\alpha_{0}$, vers des potentiels limites, qui permettent d'obtenir une représentation intégrale du problème limite. Nous en déduisons des estimations sur les solutions dans $\mathscr{C}^{1, \alpha}$, uniformes par rapport à la distance inter-inclusions.

## 1. Introduction

In a bounded domain $\Omega \subset \mathbb{R}^{2}$, we consider a composite medium consisting of a finite number of inclusions embedded in a matrix phase. We assume that the inclusions and the matrix have (different) constant, scalar conductivities. The resulting, spatially varying, piecewise constant conductivity is denoted by $a(\cdot)$. Given a current $g$ on the boundary $\partial \Omega$, with $\int_{\partial \Omega} g d \sigma=0$, we consider the solution $u$ to the elliptic equation

$$
\nabla \cdot(a(\cdot) \nabla u)=0 \quad \text { in } \Omega, \quad \text { with } \quad a(\cdot) \partial_{\nu} u=g \quad \text { on } \partial \Omega,
$$

in other words, we consider the continuous function $u$, which is harmonic in each inclusion as well as in the matrix, which satisfies the usual transmission conditions across the inclusion
boundaries, and which has the prescribed co-normal derivative $g$ on $\partial \Omega$. To make $u$ unique we impose the condition $\int_{\partial \Omega} u d \sigma=0$.

In this paper, we are interested in a priori estimates for the solution $u$, and in particular its gradient. We assume that $\Omega$ has a smooth boundary, and that the imposed current is smooth. When the inclusions are merely Lipschitz, it is well known (from elliptic theory in domains with corners) that $\nabla u$ is generally not uniformly bounded, i.e., generally not in $L^{\infty}$. On the other hand, when the inclusions are smooth (say $\mathscr{C}^{1, \alpha_{0}}, 0<\alpha_{0} \leq 1$ ) and when they are not mutually touching and do not touch $\partial \Omega$, it is equally well known that $\nabla u$ is bounded. A natural question is whether $\nabla u$ stays uniformly bounded, even as some of the inclusions get close.

This question has been addressed in several papers (see for example [11] and [18]). It has been established that $\nabla u$ is bounded in $L^{\infty}(\Omega)$ independly of the distance between the smooth inclusions. The answer given in [18] is actually quite a bit more general. It addresses the case of a divergence form elliptic equation with 'piecewise Hölder coefficients': assume there exist numbers $0<\alpha_{0}, 0<c_{0}, \mu \leq 1,0<\lambda_{0}<\Lambda_{0}$, and a positive integer $M$ such that
i. $\Omega$ contains $M$ possibly touching inclusions $D_{l}, 1 \leq l \leq M$, each of which is a $\mathscr{C}^{1, \alpha_{0}}$ subdomain.
ii. For any $1 \leq l \leq M$, $\operatorname{dist}\left(\overline{D_{l}}, \partial \Omega\right)>c_{0}>0$,
iii. In each inclusion, and in the remaining part $D_{M+1}:=\Omega \backslash \cup_{1 \leq l \leq M} \overline{D_{l}}$, the conductivity satisfies $\lambda_{0}<a_{\mid \bar{D}_{l}}<\Lambda_{0}$, and has $\mathscr{C}^{\mu}$ regularity.

Then

$$
\begin{equation*}
\sum_{l=1}^{M+1}\|u\|_{\mathscr{C}^{1, \alpha}\left(\overline{\left.D_{l} \cap \Omega_{\varepsilon}\right)}\right.} \leq C\|g\|_{L^{2}(\partial \Omega)}, \quad \text { for any } 0<\alpha<\min \left\{\mu, \frac{\alpha_{0}}{2\left(\alpha_{0}+1\right)}\right\} \tag{1}
\end{equation*}
$$

where $\Omega_{\varepsilon}, \varepsilon>0$, denotes the set

$$
\Omega_{\varepsilon}=\{X \in \Omega, \operatorname{dist}(X, \partial \Omega)>\varepsilon\} .
$$

The constant $C$ depends on $\varepsilon, \alpha, M, \lambda_{0}, \Lambda_{0}, \mu, \Omega$ and the appropriate $\mathscr{C}^{1, \alpha}$ "norms" of the parametrizations of the inclusion boundaries. But note that $C$ is independent of the interinclusion distance. The proof given in [18] uses elliptic blow-up techniques and maximum principles, and is thus restricted to scalar problems.

In a subsequent paper [19], Y.-Y. Li and L. Nirenberg extended the above result to strongly elliptic systems, with the same restriction $0<\alpha<\min \left\{\mu, \frac{\alpha_{0}}{2\left(\alpha_{0}+1\right)}\right\}$ for the regularity "measure" of $u$. Recently, G. Citti and F. Ferrari [13] followed the approach of [18], using more precise estimates and obtained an improved regularity result. They show that the solution $u$ is locally in $\mathscr{C}^{1, \alpha}$, for $\alpha \leq \min \left\{\mu, \alpha_{0}\right\}$. However, they assume that the inclusions are strictly separated from one another, and their proof yields regularity estimates that may depend on the inter-inclusion distance. The uniform character of the estimates is the cardinal point of [18] and of our work.

In the case of perfectly conducting or perfectly insulating inclusions the gradients may blow up as the inter-inclusion distance, $\delta$, approaches 0 . The estimates (1) are therefore not
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uniform in the magnitude of the conductivities. In [7], the solution for perfectly conducting inclusions is shown to satisfy

$$
\begin{cases}\|\nabla u\|_{L^{\infty}} \leq \frac{C}{\sqrt{\delta}}\|u\|_{L^{2}(\partial \Omega)} & \text { for } n=2  \tag{2}\\ \|\nabla u\|_{L^{\infty}} \leq \frac{C}{\delta \mid \ln \delta}\|u\|_{L^{2}(\partial \Omega)} & \text { for } n=3 \\ \|\nabla u\|_{L^{\infty}} \leq \frac{C}{\delta}\|u\|_{L^{2}(\partial \Omega)} & \text { for } n=4\end{cases}
$$

where $n$ is the ambient dimension. The case $n=2$ was derived independently by Yun, using conformal mapping techniques [22]. The picture is less complete for the case of insulating inclusions, see [8].

For $n=2$ and for circular inclusions, one can obtain very precise bounds in terms of both contrast and inter-inclusion distance, since the solution has a series representation that lends itself to asymptotic analysis [5, 3, 12, 20]. Optimal upper and lower bounds on the potential gradients are derived in [5, 3] for nearly touching pairs of circular inclusions. In the case of two disks, a decomposition of the solution into a singular part, and a part that remains uniformly bounded with respect to $\delta$, is given in [4].

When the conductivity is piecewise constant, and when the inclusions are $\mathscr{C}^{1, \alpha_{0}}$, mutually separated and separated from the boundary, then one can represent $u$ in the form

$$
\begin{equation*}
u(X)=\sum_{l=1}^{M} S_{l} \varphi_{l}(X)+H(X) \tag{3}
\end{equation*}
$$

where $H$ is a harmonic function, where each $\varphi_{l}$ is defined on $\partial D_{l}$, and where $S_{l}$ denotes the single layer potential on $\partial D_{l}$. Invoking the transmission conditions on $\partial D_{l}$ and the Neumann condition on $\partial \Omega$, we can derive a system of integral equations, for the $\varphi_{l}$ 's, and an associated (implicit) formula for $H$. As each inclusion has $\mathscr{C}^{1, \alpha_{0}}$ regularity, results from classical potential theory (see, e.g., [15]) show that this system is invertible. Detailed facts about the regularity of $u$ may be deduced from the representation (3).

The aim of this paper is to show that the system of integral equations for the $\varphi_{l}$ 's is uniformly invertible in $\mathscr{C}^{0, \alpha}$ as inclusions get close. The associated uniform estimates on the inverse can then be used to derive a priori estimates for the solution, $u$, in $\mathscr{C}^{1, \alpha}$ norms.

The integral representation (3) of solutions has also been used in other related contexts. In particular, recent works have focused on the connection between the bounds on $\nabla u$ and the spectral properties of the kernel of the integral equation system (the Neumann-Poincaré operator) for varying coefficient contrast and inter-inclusion distance [1, 10].

For simplicity we always assume that the inclusions are convex, and that any two that asymptotically meet only meet at one point. Since the regularity of $u$ and the corresponding estimates only depend on the geometry of the inclusions locally, we shall restrict ourselves to the case of two inclusions, $D_{1}$ and $D_{2}$, of size $O(1)$, that asymptotically meet (with a horizontal tangent) at the point 0 , see Figure 1. We denote $\Gamma_{i}:=\partial D_{i}, i=1,2$. For simplicity, we assume that the matrix phase has conductivity 1 and that both inclusions have conductivity $k \neq 1$. For $\delta>0$, we consider the situation where the inclusions are at a distance $\delta$ apart, say in the unit vertical direction $e_{2}$. As we shall see, the corresponding system of


Figure 1. The touching and near-touching configurations. $D_{1}^{\delta}=D_{1}-\frac{\delta}{2} e_{2}$, and $D_{2}^{\delta}=D_{2}+\frac{\delta}{2} e_{2}$.
integral equation for the potential functions $\left(\varphi_{1}^{\delta}, \varphi_{2}^{\delta}\right)$ may be written

$$
T^{\delta}\binom{\varphi_{1}^{\delta}}{\varphi_{2}^{\delta}}:=\left(\begin{array}{cc}
\lambda I-K_{1}^{*} & L_{2}^{\delta}  \tag{4}\\
L_{1}^{\delta} & \lambda I-K_{2}^{*}
\end{array}\right)\binom{\varphi_{1}^{\delta}}{\varphi_{2}^{\delta}}=\binom{g_{1}^{\delta}}{g_{2}^{\delta}} .
$$

Here, $\lambda=\frac{k+1}{2(k-1)}$, $\left(g_{1}^{\delta}, g_{2}^{\delta}\right)$ are known functions (given in terms of the boundary flux $g$ ), $K_{i}^{*}$ denotes the trace on $\Gamma_{i}$ of the normal derivative of the single layer potential on $\Gamma_{i}$, and $L_{2}^{\delta}$ denotes the normal derivative on $\Gamma_{1}$ (or rather, on the $-\delta$ vertical translate of $\Gamma_{1}$ ) of the single layer potential defined on $\Gamma_{2}$. To be precise

$$
L_{2}^{\delta} \varphi_{2}^{\delta}(X)=-\nu_{1}(X) \cdot \nabla S_{2} \varphi_{2}^{\delta}\left(X-\delta e_{2}\right), \quad X \in \Gamma_{1},
$$

and similarly for $L_{1}^{\delta}$. We notice that even though the physical situation is as in the right picture of Figure 1, we use potentials $\varphi_{i}^{\delta}$ that live on the $\delta$ independent curves $\Gamma_{i}=\partial D_{i}$, as in the left picture of Figure 1. Thus, vertical translations (by $\pm \delta$ and $\pm \delta / 2$ ) appear in appropriate places. We also notice that the parameter $\lambda$ always satisfies $|\lambda|>1 / 2$.

Throughout the paper, we assume that the inclusions are $\mathscr{C}^{1, \alpha_{0}}$, with $0<\alpha_{0} \leq 1$ and we seek the potentials in the space $\mathscr{C}^{0, \alpha}, 0<\alpha<\alpha_{0}$, of slightly less regular functions. When $\delta>0$, the kernel of $L_{2}^{\delta}$ is smooth, so that $L_{2}^{\delta}$ is a compact operator from $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$ to $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$ [17]. Similarly, $L_{1}^{\delta}$ is compact, so that by Fredholm theory, the system (4) is invertible in $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$.

If the operators $\left(L_{1}^{\delta}, L_{2}^{\delta}\right)$ were convergent in the operator norm ( $C^{0, \alpha}$ to $C^{0, \alpha}$ ) as $\delta \rightarrow 0$, and if we could show that the limiting system corresponding to (4) is invertible, then the operators $\left(T^{\delta}\right)^{-1}$ would converge in norm to the inverse of that limiting system. In particular $\left(T^{\delta}\right)^{-1}$ would be norm bounded, and we would immediately obtain uniform piecewise $C^{1, \alpha}$ estimates for $u$. It is indeed possible to show that the operators ( $L_{1}^{\delta}, L_{2}^{\delta}$ ) converge pointwise to some ( $L_{1}^{0}, L_{2}^{0}$ ), and that the limiting system corresponding to (4) is necessarily invertible. However, as we shall show that the operators $\left(L_{1}^{0}, L_{2}^{0}\right)$ are not compact, the convergence of $\left(L_{1}^{\delta}, L_{2}^{\delta}\right)$ cannot take place in the operator norm. Therefore the simple argument above cannot be used to obtain uniform estimates for $u$. We note here that we are not entirely sure whether this "degenerate" picture is special to dimension two. In our opinion it would be very interesting to resolve this question, and thus to understand any potential "qualitative"
difference in the behavior of the gradients near contact points in dimension two versus dimension three and higher.

Due to the lack of norm convergence, mentioned above, we appeal to results about collectively compact operators established by P.M. Anselone [6]. These results require only pointwise convergence and invertibility of the limiting operator to garantee pointwise convergence (and thus uniform norm-boundedness) of the $\left(T^{\delta}\right)^{-1}$ 's. It is very useful to note that the limiting operators ( $L_{1}^{0}, L_{2}^{0}$ ) are nearly compact: their kernel is singular only at one point, namely where the two inclusions touch.

We use this observation to split the operators $T^{\delta}$ as a sum of operators the supports of which depend on a small parameter $\varepsilon$. Due to our assumptions the curve $\Gamma_{1}$ can, near $X=0$, be parametrized as $\left(x, \psi_{1}(x)\right)$ with $\psi_{1} \in \mathscr{C}^{1, \alpha_{0}}(\mathbb{R})$ and such that $\psi_{1}(0)=\psi_{1}^{\prime}(0)=0$, and similarly for the curve $\Gamma_{2}$. Given $\varepsilon>0$, we introduce approximate curves $\psi_{1, \varepsilon}, \psi_{2, \varepsilon}$ which satisfy

$$
\left\{\begin{array}{l}
\psi_{j, \varepsilon} \equiv \psi_{j} \quad j=1,2,|x| \leq \varepsilon \\
\left\|\psi_{j, \varepsilon}\right\|_{\mathscr{E}^{1, \alpha}} \leq 2\left\|\psi_{j}\right\|_{\mathscr{Q}^{1, \alpha_{0}}} \varepsilon^{\nu}
\end{array}\right.
$$

for any $0<\alpha<\alpha_{0}$, where $\nu=\alpha_{0}-\alpha>0$, see Figure 2. We then split $L_{2}^{\delta}$ as

$$
L_{2}^{\delta}=\chi\left(K_{2}^{\varepsilon, \delta}+\frac{1}{2 \pi \sqrt{1+\left[\psi_{1, \varepsilon}^{\prime}(x)\right]^{2}}}\left(J_{2}^{\varepsilon, \delta}+I_{2}^{\varepsilon, \delta}\right)\right)+(1-\chi) L_{2}^{\delta}
$$

where $\chi$ is a smooth cut-off function that is identically one near the origin. The term $K_{2}^{\varepsilon, \delta}$ is (near $X=0$ ) the difference between $L_{2}^{\delta}$ and the normal derivative at the approximate point $\left(x, \psi_{1, \varepsilon}(x)-\delta e_{2}\right)$ of the single layer potential on the approximate curve $y \rightarrow\left(y, \psi_{2, \varepsilon}(y)\right)$. Since the original and approximate curves coincide in an $\varepsilon$-neighborhood of the origin, the operators $K_{2}^{\varepsilon, \delta}$ are collectively compact with respect to $\delta$. The term involving $I_{2}^{\varepsilon, \delta}$ is the normal derivative at the approximate point $\left(x, \psi_{1, \varepsilon}(x)-\delta e_{2}\right)$ of the single layer potential on the straight line $y \rightarrow\left(y, \psi_{2, \varepsilon}(x)\right)$, and the term involving $J_{2}^{\varepsilon, \delta}$ is the remainder, see Figure 2.


Figure 2. The approximate curves introduced in the splitting of $L_{2}^{\delta}$.

We decompose $L_{1}^{\delta}$ likewise and define

$$
\begin{aligned}
& \Lambda_{\varepsilon, \delta}=\left(\begin{array}{cc}
\lambda I & \frac{\chi(X)}{2 \pi \sqrt{1+\left[\psi_{1, \varepsilon}^{\prime}(x)\right]^{2}}}\left(J_{2}^{\varepsilon, \delta}+I_{2}^{\varepsilon, \delta}\right) \\
\frac{\chi(X)}{2 \pi \sqrt{1+\left[\psi_{2, \varepsilon}^{\prime}(x)\right]^{2}}}\left(J_{1}^{\varepsilon, \delta}+I_{1}^{\varepsilon, \delta}\right)
\end{array}\right) \\
& C_{\varepsilon, \delta}=\left(\begin{array}{cc}
-K_{1}^{*} & \chi K_{2}^{\varepsilon, \delta}+(1-\chi) L_{2}^{\delta} \\
\chi K_{1}^{\varepsilon, \delta}+(1-\chi) L_{1}^{\delta} & -K_{2}^{*}
\end{array}\right),
\end{aligned}
$$

so that $T^{\delta}=\Lambda_{\varepsilon, \delta}+C_{\varepsilon, \delta}$. In this decomposition, the operators $C_{\varepsilon, \delta}$ are collectively compact, whereas the operators $\Lambda_{\varepsilon, \delta}$ are pointwise convergent and invertible, with uniformly normbounded inverses. Since they do incorporate a term from the $L_{i}^{\delta}$, the operators $\Lambda_{\varepsilon, \delta}$ are, however, not "diagonal".

Given $|\lambda|>1 / 2$, we show in Lemmas 6 and 7 , that we can fix $\varepsilon>0$ small enough, so that the norm of the off-diagonal terms of $\Lambda_{\varepsilon, \delta}$ is strictly smaller than $|\lambda|$, uniformly with respect to $0<\delta<1$. The operators $\Lambda_{\varepsilon, \delta}, 0<\delta<1$ are thus invertible in $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$. We then show (Lemmas 5 and 8 ) that ( $\Lambda_{\varepsilon, \delta}, C_{\varepsilon, \delta}$ ) converge pointwise to some limiting operators $\left(\Lambda_{\varepsilon, 0}, C_{\varepsilon, 0}\right)$, as $\delta \rightarrow 0$ (for $C_{\varepsilon, \delta}$ in a collectively compact fashion). These limiting operators correspond to an integral formulation of the limiting elliptic problem with $\delta=0$. As a consequence, we obtain our main result, Theorem 1: the operators $T^{\delta}$ are invertible operators in $\mathscr{L}\left(\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)\right)$, and their inverses are bounded independently of $\delta$. Moreover, the operators $\left(T^{\delta}\right)^{-1}$ converge pointwise to $\left(T^{0}\right)^{-1}$ as $\delta \rightarrow 0$.

The paper is organized as follows: In Section 2, we make precise our assumptions on the geometry, we describe in detail the system of integral equations, when the inclusions are not touching, and we also derive the splitting of the system as briefly explained above. Our main result is found and proven in Section 3. The proof depends on a number of technical lemmas that are precisely stated in this section, but the verifications of which are relegated to Appendices A-D. Appendices A-C are devoted to proving Lemmas 5-7, that concern the properties of the operators $\left(K_{2}^{\varepsilon, \delta}, J_{2}^{\varepsilon, \delta}, I_{2}^{\varepsilon, \delta}\right)$, for $\varepsilon$ sufficiently small. Appendix D gives a proof of Lemma 8 which asserts that, for fixed $\varepsilon>0$, the aforementioned operators converge pointwise when $\delta \rightarrow 0$. Finally, Appendix E is devoted to a proof of the non-compactness of the limiting operators $\left(L_{1}^{0}, L_{2}^{0}\right)$. Although this result is not needed for the proof of our main Theorem, we feel its inclusion is nonetheless relevant, since it was what motivated a significant part of our analysis.

## 2. Layer potentials for a system of $\mathbf{2}$ inclusions

### 2.1. Notations and assumptions

We recall that a closed curve $\Gamma \subset \mathbb{R}^{2}$ has regularity $C^{1, \alpha}$ if it can be covered by a local set of charts

$$
\psi_{j}: x \in I_{j} \longrightarrow\left(\psi_{j, 1}(x), \psi_{j, 2}(x)\right) \subset \mathbb{R}^{2},
$$

where $I_{j}, 1 \leq j \leq J$, are open intervals of $\mathbb{R}$, and where the $\psi_{j, i}$ 's are $C^{1, \alpha}\left(\overline{I_{j}}\right)$ functions with $\left(\psi_{j, 1}^{\prime}\right)^{2}+\left(\psi_{j, 2}^{\prime}\right)^{2}>0$. We say that a continuous function $f$ is of regularity $\mathscr{C}^{0, \alpha}(\Gamma)$ if for any
of the local charts

$$
\left|f \circ \psi_{j}\right|_{\mathcal{E}^{0, \alpha}\left(\overline{I_{j}}\right)}:=\sup _{x, \hat{x} \in \overline{\bar{I}_{j}},|x-\hat{x}|<1} \frac{\left|f\left(\psi_{j, 1}(x), \psi_{j, 2}(x)\right)-f\left(\psi_{j, 1}(\hat{x}), \psi_{j, 2}(\hat{x})\right)\right|}{|x-\hat{x}|^{\alpha}} \leq C .
$$

The norm on $\mathscr{C}^{0, \alpha}(\Gamma)$ is defined by

$$
\|f\|_{\mathscr{G}^{0, \alpha}(\Gamma)}=\max \left(\|f\|_{L^{\infty}(\Gamma)}, \max _{1 \leq j \leq J}\left|f \circ \psi_{j}\right|_{\mathscr{C}^{0, \alpha}\left(\overline{I_{j}}\right)}\right) .
$$

We consider a bounded smooth domain $\Omega \subset \mathbb{R}^{2}$ containing $0 . D_{1}$ and $D_{2}$ are two touching, simply connected domains (inclusions) contained in $\Omega$; their boundaries are denoted $\Gamma_{1}$ and $\Gamma_{2}$. We assume that $D_{1}$ lies in the lower half-plane $x_{2}<0, D_{2}$ in the upper half-plane, and make the following assumptions about the geometry:
A1. The inclusions are strictly convex and only meet at the point 0 .
A2. Around the point $0, \Gamma_{1}$ and $\Gamma_{2}$ are parametrized by 2 curves $\left(x, \psi_{1}(x)\right)$ and $\left(x, \psi_{2}(x)\right)$ respectively. The graph of $\psi_{1}$ (resp. $\psi_{2}$ ) lies below (resp. above) the $x$-axis.
A3. The inclusions $D_{1}$ and $D_{2}$ are globally $\mathscr{C}^{1, \alpha_{0}}$, for some $0<\alpha_{0} \leq 1$. In particular, each function $\psi_{j}$ has regularity $\mathscr{C}^{1, \alpha_{0}}$.
A4. $D_{1}$ and $D_{2}$ lie strictly inside $\Omega$, i.e., $\operatorname{dist}\left(\partial \Omega, \overline{D_{1} \cup D_{2}}\right)>c_{0}$ for some $c_{0}>0$.
Throughout the text, $C$ is a generic positive constant, that may only depend on the geometry of each inclusion, but not on the parameters $\delta, \varepsilon_{0}$ and $\varepsilon$ introduced below.

### 2.2. The system of integral equations

Let $g \in \mathscr{C}^{\infty}(\partial \Omega)$, such that $\int_{\partial \Omega} g=0$. We first introduce the diffusion equation

$$
\left\{\begin{align*}
\operatorname{div}\left(a_{0}(x) \nabla u_{0}\right) & =0 \quad \text { in } \Omega,  \tag{5}\\
\partial_{\nu} u_{0}(x) & =g \quad \text { on } \partial \Omega, \\
\int_{\partial \Omega} u_{0} & =0
\end{align*}\right.
$$

where the conductivity $a_{0}$ is equal to $k>0, k \neq 1$, in $D_{1} \cup D_{2}$, and to 1 in $\Omega \backslash\left(D_{1} \cup D_{2}\right)$.
The real physical situation we are interested in is one in which the two inclusions are separated by a small distance: For $\delta>0$, we set $D_{1}^{\delta}=D_{1}-\delta / 2 e_{2}, D_{2}^{\delta}=D_{2}+\delta / 2 e_{2}$, and we denote by $a_{\delta}$ the corresponding conductivity distribution. Let $u_{\delta}$ be the solution to

$$
\left\{\begin{array}{rll}
\operatorname{div}\left(a_{\delta}(x) \nabla u_{\delta}\right) & =0 & \text { in } \Omega,  \tag{6}\\
\partial_{\nu} u_{\delta}(x) & =g \quad \text { on } \partial \Omega, \\
\int_{\partial \Omega} u_{\delta} & =0
\end{array}\right.
$$

In other words, the function $u_{\delta}$ is harmonic inside and outside the inclusions $D_{1}^{\delta}, D_{2}^{\delta}$, and satisfies the transmission conditions

$$
\begin{equation*}
u_{\delta}^{+}=u_{\delta}^{-} \quad \frac{\partial u_{\delta}^{+}}{\partial \nu}=k \frac{\partial u_{\delta}^{-}}{\partial \nu}, \quad \text { on } \partial D_{i}^{\delta} . \tag{7}
\end{equation*}
$$

Here $u_{\delta}^{+}$(resp. $u_{\delta}^{-}$) denotes the solution outside (resp. inside) the inclusions, and $\nu$ is the outside normal to $\partial D_{i}^{\delta}$. Since the coefficients $a_{\delta}=1+(k-1) \chi_{D_{1}^{\delta} \cup D_{2}^{\delta}}$ converge to $a$ in $L^{p}(\Omega)$ for any $p<\infty$, it follows from Meyers' theorem [9] that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0}\left\|u_{\delta}-u_{0}\right\|_{H^{1}(\Omega)}=0 . \tag{8}
\end{equation*}
$$

Let $G(X, Y)=\frac{1}{2 \pi} \ln (|X-Y|)$ denote the fundamental solution to the Laplace operator in dimension 2. Let $S_{\partial \Omega}$ and $D_{\partial \Omega}$ denote the single and double layer potentials on $\partial \Omega$, defined on $L^{2}(\partial \Omega)$ by

$$
\begin{aligned}
S_{\partial \Omega} f(X) & =\int_{\partial \Omega} G(X, Y) f(Y) d \sigma_{Y} \quad X \in \mathbb{R}^{2} \backslash \partial \Omega \\
D_{\partial \Omega} f(X) & =\int_{\partial \Omega} \partial_{\nu_{Y}} G(X, Y) f(Y) d \sigma_{Y} \quad X \in \mathbb{R}^{2} \backslash \partial \Omega
\end{aligned}
$$

and let $S_{i}$ denote the single layer potential on $\Gamma_{i}$, defined on $L^{2}\left(\Gamma_{i}\right)$ by

$$
S_{i} f(X)=\int_{\Gamma_{i}} G(X, Y) f(Y) d \sigma_{Y} \quad X \in \mathbb{R}^{2} \backslash \Gamma_{i} .
$$

We introduce the harmonic parts of $u_{0}$ and $u_{\delta}$ (see [2] sect. 1.4)

$$
\begin{cases}H_{0}(X)=-S_{\partial \Omega} g(X)+D_{\partial \Omega}\left(u_{0 \mid \partial \Omega}\right)(X) & X \in \Omega  \tag{9}\\ H_{\delta}(X)=-S_{\partial \Omega} g(X)+D_{\partial \Omega}\left(u_{\delta \mid \partial \Omega}\right)(X) & X \in \Omega\end{cases}
$$

Lemma 1. - Let $\delta_{0}>0$, and $\omega \subset \subset \Omega$, such that $D_{1}^{\delta} \cup D_{2}^{\delta} \subset \omega$, for $\delta<\delta_{0}$. Then, for all $n \in \mathbf{N}$, there exists $C=C(n, k, \Omega, \operatorname{dist}(\partial \Omega, \omega))>0$, such that

$$
\begin{equation*}
\forall \delta<\delta_{0}, \quad\left\|H_{\delta}\right\|_{\mathscr{Q}^{n}(\bar{\omega})} \leq C\|g\|_{L^{2}(\partial \Omega)} . \tag{10}
\end{equation*}
$$

We furthermore have that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0}\left\|H_{\delta}-H_{0}\right\|_{\mathscr{C}^{n}(\bar{\omega})}=0 \tag{11}
\end{equation*}
$$

Proof. - The definition of $H_{\delta}$ and $H_{0}$ immediately gives

$$
H_{\delta}-H_{0}=D_{\partial \Omega}\left(u_{\delta / \partial \Omega}\right)-D_{\partial \Omega}\left(u_{0 / \partial \Omega}\right),
$$

and since $\omega$ is strictly inside $\Omega$ we may estimate

$$
\left\|H_{\delta}-H_{0}\right\|_{\mathscr{C}^{n}(\bar{\omega})} \leq C\left\|u_{\delta}-u_{0}\right\|_{L^{2}(\partial \Omega)} \leq C\left\|u_{\delta}-u_{0}\right\|_{H^{1}(\Omega)},
$$

where the constants $C$ only depend on $n, \Omega$ and $\operatorname{dist}(\partial \Omega, \omega)$. The assertion (8) now leads to the desired convergence (11). To prove the uniform estimate (10), we see that

$$
\begin{equation*}
\left\|H_{\delta}\right\|_{\mathscr{Q}^{n}(\bar{\omega})} \leq C\left(\|g\|_{L^{2}(\partial \Omega)}+\left\|u_{\delta}\right\|_{L^{2}(\partial \Omega)}\right) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|u_{\delta}\right\|_{L^{2}(\partial \Omega)} \leq C\left\|u_{\delta}\right\|_{H^{1}(\Omega)} \leq C\|g\|_{L^{2}(\partial \Omega)} \tag{13}
\end{equation*}
$$

where the constants $C$ only depend on $n, k \Omega$ and $\operatorname{dist}(\partial \Omega, \omega)$. For the last estimate we have used the Trace Theorem as well as an elliptic energy estimate. A combination of (12) and (13) gives the desired estimate for $H_{\delta}$.

Let $\delta>0$. We define for $X \in \Gamma_{1}$

$$
\varphi_{1}^{\delta}(X)=\left(\partial_{\nu} u_{\delta}^{+}-\partial_{\nu} u_{\delta}^{-}\right)_{\mid \partial D_{1}^{\delta}}\left(X-\frac{\delta}{2} e_{2}\right)
$$

and for $X \in \Gamma_{2}$

$$
\varphi_{2}^{\delta}(X)=\left(\partial_{\nu} u_{\delta}^{+}-\partial_{\nu} u_{\delta}^{-}\right)_{\mid \partial D_{2}^{\delta}}\left(X+\frac{\delta}{2} e_{2}\right)
$$

By repeated integrations by parts, it is easy to calculate that $u_{\delta}$ can be represented as

$$
\begin{equation*}
u_{\delta}(X)=S_{1} \varphi_{1}^{\delta}\left(X+\frac{\delta}{2} e_{2}\right)+S_{2} \varphi_{2}^{\delta}\left(X-\frac{\delta}{2} e_{2}\right)+H_{\delta}(X) . \tag{14}
\end{equation*}
$$

The standard jump relations for a single layer potential also show that the functions $\varphi_{1}^{\delta}$ and $\varphi_{2}^{\delta}$ solve the following system of integral equations

$$
\left\{\begin{align*}
\left(\lambda I-K_{1}^{*}\right) \varphi_{1}^{\delta}(X)-\frac{\partial}{\partial \nu} S_{2} \varphi_{2}^{\delta}\left(X-\delta e_{2}\right)=\partial_{\nu} H_{\delta}\left(X-\frac{\delta}{2} e_{2}\right) & X \in \Gamma_{1}  \tag{15}\\
-\frac{\partial}{\partial \nu} S_{1} \varphi_{1}^{\delta}\left(X+\delta e_{2}\right)+\left(\lambda I-K_{2}^{*}\right) \varphi_{2}^{\delta}(X)=\partial_{\nu} H_{\delta}\left(X+\frac{\delta}{2} e_{2}\right) & X \in \Gamma_{2}
\end{align*}\right.
$$

In this system, $\lambda=\frac{k+1}{2(k-1)} \in \mathbb{R} \backslash[-1 / 2,1 / 2]$, and $K_{i}^{*}$ denotes the operator defined on $L^{2}\left(\Gamma_{i}\right)$ by

$$
K_{i}^{*} f(X)=\frac{1}{2 \pi} \int_{\Gamma_{i}} \frac{(X-Y) \cdot \nu(X)}{|X-Y|^{2}} f(Y) d s_{Y}
$$

Classical results from potential theory show that for any $0<\alpha<\alpha^{\prime}<\alpha_{0}$,

$$
\begin{equation*}
\left\|S_{i}\left(\varphi_{i}^{\delta}\right)\right\|_{C^{1, \alpha}\left(\overline{D_{i}^{\delta}}\right)}+\left\|S_{i}\left(\varphi_{i}^{\delta}\right)\right\|_{C^{1, \alpha}\left(\Omega \backslash D_{i}^{\delta}\right)} \leq C\left\|\varphi_{i}^{\delta}\right\|_{C^{0}, \alpha^{\prime}\left(\Gamma_{i}\right)}, \tag{16}
\end{equation*}
$$

for $i=1,2$, see [17]. Based on the representation formula (14) and Lemma 1 we thus immediately get the following result.

Lemma 2. - Let $u_{\delta}$ be the solution to (6), and let $\left(\varphi_{1}^{\delta}, \varphi_{2}^{\delta}\right)$ be the solution to (15), where $H_{\delta}$ is given by (9). For any small $\eta>0$, let $\Omega_{\eta}$ denote the set $\Omega_{\eta}=\{x \in \Omega$, $\operatorname{dist}(x, \partial \Omega)>\eta\}$. Then for any $0<\alpha<\alpha^{\prime}<\alpha_{0}$,

$$
\begin{aligned}
&\left\|u_{\delta}\right\|_{C^{1, \alpha}\left(\overline{D_{1}^{\delta}}\right)}+\left\|u_{\delta}\right\|_{C^{1, \alpha}\left(\overline{D_{2}^{\delta}}\right)}+\left\|u_{\delta}\right\|_{C^{1, \alpha}\left(\Omega_{\eta} \backslash\left(D_{1}^{\delta} \cup D_{2}^{\delta}\right)\right)} \\
& \leq C\left(\sum_{i=1}^{2}\left\|\varphi_{i}^{\delta}\right\|_{C^{0, \alpha^{\prime}}\left(\Gamma_{i}\right)}+\|g\|_{L^{2}(\partial \Omega)}\right),
\end{aligned}
$$

for some constant $C$, depending on $\alpha, \alpha^{\prime}, \alpha_{0}, \Omega, k, \eta$, but independent of $\delta$.

According to this lemma we obtain the desired piecewise Hölder estimates (1) on $\nabla u_{\delta}$, if we can establish uniform $C^{0, \alpha}, \alpha<\alpha_{0}$, bounds on the potentials $\varphi_{i}^{\delta}$. Since $H_{\delta}$ is bounded uniformly in any norm on the curves $\Gamma_{i}$ (by Lemma 1) such uniform bounds on the $\varphi_{i}^{\delta}$ follow if we can verify that the operator on the left-hand side of (15) has a uniformly bounded inverse as an operator on $C^{0, \alpha}\left(\Gamma_{1}\right) \times C^{0, \alpha}\left(\Gamma_{2}\right), \alpha<\alpha_{0}$. This verification is the focus of the remainder of this paper.

### 2.3. Decomposition of the system of integral equations

In this section, we begin our detailed study of the system of integral equations

$$
T^{\delta}\binom{\varphi_{1}^{\delta}}{\varphi_{2}^{\delta}}:=\left(\begin{array}{cc}
\lambda I-K_{1}^{*} & L_{2}^{\delta}  \tag{17}\\
L_{1}^{\delta} & \lambda I-K_{2}^{*}
\end{array}\right)\binom{\varphi_{1}^{\delta}}{\varphi_{2}^{\delta}}=\binom{g_{1}}{g_{2}}
$$

where, for $\left(\varphi_{1}, \varphi_{2}\right) \in \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$,

$$
\begin{cases}L_{2}^{\delta} \varphi_{2}(X)=-\frac{\partial}{\partial \nu} S_{2} \varphi_{2}\left(X-\delta e_{2}\right) & X \in \Gamma_{1}  \tag{18}\\ L_{1}^{\delta} \varphi_{1}(X)=-\frac{\partial}{\partial \nu} S_{1} \varphi_{1}\left(X+\delta e_{2}\right) & X \in \Gamma_{2}\end{cases}
$$

When $\delta>0$, classical potential theory applies, and one finds that $T^{\delta}$ is a continuous linear mapping on $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$, invertible with bounded inverse, for any $0<\alpha<\alpha_{0}$, and for any $|\lambda|>1 / 2$.

Our goal is to study the behavior of $T^{\delta}$ and its inverse as $\delta \rightarrow 0$. As the inclusions come to touch, the terms $\partial_{\nu} S_{2} \varphi_{2}$ and $\partial_{\nu} S_{1} \varphi_{1}$ may become singular at the contact point. To isolate this difficulty, we decompose $T^{\delta}$ as a sum $\Lambda_{\varepsilon, \delta}+C_{\varepsilon, \delta}$, where for a fixed $\varepsilon>0$ sufficiently small, the operator $\Lambda_{\varepsilon, \delta}$ contains the singular part of $T^{\delta}$ (i.e., the identity plus a piece of the off-diagonal terms) and where $C_{\varepsilon, \delta}$ is compact.

We fix a small parameter $0<\varepsilon_{0}<1$ so that

$$
\begin{equation*}
\frac{1}{2}<\frac{1+\varepsilon_{0}}{2}<|\lambda| \tag{19}
\end{equation*}
$$

Let $R_{0}=2\left(1+\varepsilon_{0}^{-1}\right)$. By a rescaling of $\Omega$, if necessary, we may assume that each inclusion is sufficiently large so that the intersection of $\left(\Gamma_{1} \cup \Gamma_{2}\right) \cap B\left(0,2 R_{0}\right)$ with the vertical axis is reduced to the contact point 0 . In other words, the 'South pole' of $\Gamma_{1}$ and the 'North pole' of $\Gamma_{2}$ are at a distance greater than $2 R_{0}$ from the contact point. Let $\chi$ be a smooth cut-off function, such that

$$
\left\{\begin{array}{l}
0 \leq \chi(X) \leq 1  \tag{20}\\
\chi(X)=1 \text { for } X \in B\left(0, \varepsilon_{0}\right) \\
\operatorname{Supp}(\chi) \in B\left(0, R_{0}\right) \\
\|\nabla \chi\|_{\infty} \leq \varepsilon_{0}
\end{array}\right.
$$

We also assume that $\varepsilon_{0}$ is sufficiently small so that around the contact point $X=0$, the curves $\Gamma_{i}$ can be parametrized by

$$
\left\{\begin{array}{l}
|x| \leq \varepsilon_{0} \longrightarrow X=\left(x, \psi_{1}(x)\right) \in \Gamma_{1}  \tag{21}\\
|y| \leq \varepsilon_{0} \longrightarrow Y=\left(y, \psi_{2}(y)\right) \in \Gamma_{2}
\end{array}\right.
$$

Lemma 3. - Given $0<\varepsilon_{0}<1$ for which (21) holds, and given $0<\alpha<1$, there exists an operator $E: \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right) \longrightarrow \mathscr{C}^{0, \alpha}(\mathbb{R})$, such that for any $\varphi \in \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$,

$$
\begin{cases}\|E \varphi\|_{0, \alpha} & \leq\left(1+\varepsilon_{0}\right)\|\varphi\|_{0, \alpha}  \tag{22}\\ E \varphi(y) & =\varphi\left(y, \psi_{2}(y)\right), \quad y \in\left(-\varepsilon_{0}, \varepsilon_{0}\right) \\ \operatorname{Supp}(E \varphi) & \subset\left(-2 / \varepsilon_{0}, 2 / \varepsilon_{0}\right)\end{cases}
$$

Proof. - Given $\varphi \in \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$, we first define $\tilde{\varphi} \in \mathscr{C}^{0, \alpha}(\mathbb{R})$ by

$$
\tilde{\varphi}(y)= \begin{cases}\varphi\left(y, \psi_{2}(y)\right), & \text { if } y \in\left[-\varepsilon_{0}, \varepsilon_{0}\right] \\ \varphi\left(\varepsilon_{0}, \psi_{2}\left(\varepsilon_{0}\right)\right), & \text { if } y>\varepsilon_{0} \\ \varphi\left(-\varepsilon_{0}, \psi_{2}\left(-\varepsilon_{0}\right)\right), & \text { if } y<-\varepsilon_{0}\end{cases}
$$

It is easy to check that $\|\tilde{\varphi}\|_{0, \alpha} \leq\|\varphi\|_{0, \alpha}$ : For instance, when $|y| \leq \varepsilon_{0}, \hat{y}>\varepsilon_{0}$ and $|y-\hat{y}|<1$, we can estimate

$$
\begin{aligned}
\frac{|\tilde{\varphi}(y)-\tilde{\varphi}(\hat{y})|}{|y-\hat{y}|^{\alpha}} & =\frac{\left|\varphi\left(y, \psi_{2}(y)\right)-\varphi\left(\varepsilon_{0}, \psi_{2}\left(\varepsilon_{0}\right)\right)\right|}{|y-\hat{y}|^{\alpha}} \\
& \leq \frac{\left|\varphi\left(y, \psi_{2}(y)\right)-\varphi\left(\varepsilon_{0}, \psi_{2}\left(\varepsilon_{0}\right)\right)\right|}{\left|y-\varepsilon_{0}\right|^{\alpha}} \leq\|\varphi\|_{0, \alpha}
\end{aligned}
$$

and similarly for the other choices of $y, \hat{y}$.
Next, let $\rho$ denote a $C^{1}(\mathbb{R})$ function with values in $[0,1]$, with compact support in $\left(-\frac{2}{\varepsilon_{0}}, \frac{2}{\varepsilon_{0}}\right)$, and such that

$$
\left\{\begin{array}{l}
\rho(y)=1 \quad \text { if }|y| \leq \varepsilon_{0} \\
\left\|\rho^{\prime}\right\|_{\infty} \leq \varepsilon_{0}
\end{array}\right.
$$

We define $E \varphi(y)=\rho(y) \tilde{\varphi}(y)$, which satisfies $\|E \varphi\|_{\infty} \leq\|\tilde{\varphi}\|_{\infty} \leq\|\varphi\|_{\infty}$ and

$$
\begin{aligned}
\sup _{|y-\hat{y}| \leq 1} \frac{|E \varphi(y)-E \varphi(\hat{y})|}{|y-\hat{y}|^{\alpha}} & \leq \sup _{|y-\hat{y}| \leq 1}\left(\|\rho\|_{\infty} \frac{|\tilde{\varphi}(y)-\tilde{\varphi}(\hat{y})|}{|y-\hat{y}|^{\alpha}}+\|\tilde{\varphi}\|_{\infty}\left\|\rho^{\prime}\right\|_{\infty}|y-\hat{y}|^{1-\alpha}\right) \\
& \leq\left(1+\varepsilon_{0}\right)\|\varphi\|_{0, \alpha},
\end{aligned}
$$

and the lemma follows.
We let $\alpha<\alpha_{0}$ and fix $0<\varepsilon<\varepsilon_{0}$. We introduce two auxiliairy functions $\psi_{1, \varepsilon}, \psi_{2, \varepsilon}$, defined on $\mathbb{R}$, which satisfy (see Figure 3) :

$$
\begin{align*}
\psi_{j, \varepsilon} & \equiv \psi_{j}, j=1,2, \quad|x| \leq \varepsilon,  \tag{23}\\
\left\|\psi_{j, \varepsilon}\right\|_{\mathscr{C}^{1, \alpha}} & \leq 2\left\|\psi_{j}\right\|_{\mathscr{C}^{1, \alpha_{0}}} \varepsilon^{\nu} \tag{24}
\end{align*}
$$

where $\nu=\alpha_{0}-\alpha>0$. The existence of such functions follows from the $\mathscr{C}^{1, \alpha_{0}}$ regularity of $\psi_{1}$ and $\psi_{2}$, and from the fact that

$$
\psi_{j}(0)=\psi_{j}^{\prime}(0)=0 .
$$

We simply take

$$
\psi_{j, \varepsilon}(x)= \begin{cases}\psi_{j}(x), & |x|<\varepsilon \\ 2 \psi_{j}( \pm \varepsilon)-\psi_{j}( \pm 2 \varepsilon-x), & \varepsilon \leq \pm x \leq 2 \varepsilon \\ 2 \psi_{j}( \pm \varepsilon), & \pm x>2 \varepsilon\end{cases}
$$

Let $0<\alpha<\alpha_{0} \leq 1$. Throughout the paper, we set for $\varphi \in \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$

$$
\phi(y)=E \varphi(y) \sqrt{1+\left[\psi_{2, \varepsilon}^{\prime}(y)\right]^{2}} .
$$

It is easy to check that this function has regularity $\mathscr{C}^{0, \alpha}(\mathbb{R})$ and that

$$
\begin{equation*}
\|\phi\|_{0, \alpha} \leq\left(1+C_{\varepsilon}\right)\left(1+\varepsilon_{0}\right)\|\varphi\|_{\mathscr{E}^{0, \alpha}\left(\Gamma_{2}\right)} \tag{25}
\end{equation*}
$$

with $C_{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0$.


Figure 3. A possible contruction of $\psi_{2, \varepsilon}$ : the part between $(\varepsilon, 2 \varepsilon)$ is obtained by rotating the part between $(0, \varepsilon)$ around the point $\left(\varepsilon, \psi_{2}(\varepsilon)\right)$.

Let $\delta \geq 0$ and $\varphi \in \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$. For $X \in \Gamma_{1}$ with first coordinate $x$, we set $X_{\varepsilon}=\left(x, \psi_{1, \varepsilon}(x)\right)$. We also set $\Gamma_{2, \varepsilon}=\left\{Y=\left(y, \psi_{2, \varepsilon}(y)\right), y \in \mathbb{R}\right\}$. We then define

$$
\begin{align*}
K_{2}^{\varepsilon, \delta} \varphi(X)= & \frac{-1}{2 \pi} \int_{\Gamma_{2}} \frac{\nu(X) \cdot\left(X-Y-\delta e_{2}\right)}{\left|X-Y-\delta e_{2}\right|^{2}} \varphi(Y) d \sigma_{Y} \\
& +\frac{1}{2 \pi} \int_{\Gamma_{2, \varepsilon}} \frac{\nu\left(X_{\varepsilon}\right) \cdot\left(X_{\varepsilon}-Y-\delta e_{2}\right)}{\left|X_{\varepsilon}-Y-\delta e_{2}\right|^{2}} E \varphi(Y) d \sigma_{Y} . \tag{26}
\end{align*}
$$

More explicitely, the second term in the above expression has the form

$$
\frac{1}{2 \pi \sqrt{1+\left[\psi_{1, \varepsilon}^{\prime}(x)\right]^{2}}} \int_{\mathbb{R}} \frac{\binom{-\psi_{1, \varepsilon}^{\prime}(x)}{1} \cdot\binom{x-y}{\psi_{1, \varepsilon}(x)-\psi_{2, \varepsilon}(y)-\delta}}{(x-y)^{2}+\left(\delta+\psi_{2, \varepsilon}(y)-\psi_{1, \varepsilon}(x)\right)^{2}} \phi(y) d y
$$

We remark that the two integrands in the definition of $K_{2}^{\varepsilon, \delta}$ coincide when $|y| \leq \varepsilon$ and $|x| \leq \varepsilon$, as $Y=\left(y, \psi_{2}(y)\right)=\left(y, \psi_{2, \varepsilon}(y)\right)$ and $X=\left(x, \psi_{1}(x)\right)=\left(x, \psi_{1, \varepsilon}(x)\right)$ in this case. We further define for $|X| \leq R_{0}$, and $\delta>0$ or $X \neq 0$

$$
\begin{align*}
J_{2}^{\varepsilon, \delta} \varphi(X)= & \int_{\mathbb{R}} \frac{\left(\delta+\psi_{2, \varepsilon}(y)-\psi_{1, \varepsilon}(x)\right)-\psi_{1, \varepsilon}^{\prime}(x)(y-x)}{(x-y)^{2}+\left(\delta+\psi_{2, \varepsilon}(y)-\psi_{1, \varepsilon}(x)\right)^{2}} \phi(y) d y \\
& -\int_{\mathbb{R}} \frac{\left(\delta+\psi_{2, \varepsilon}(x)-\psi_{1, \varepsilon}(x)\right)-\psi_{1, \varepsilon}^{\prime}(x)(y-x)}{(x-y)^{2}+\left(\delta+\psi_{2, \varepsilon}(x)-\psi_{1, \varepsilon}(x)\right)^{2}} \phi(y) d y, \tag{27}
\end{align*}
$$

and for $\delta=0$ and $X=0$

$$
J_{2}^{\varepsilon, 0} \varphi(0)=\int_{\mathbb{R}} \frac{\psi_{2, \varepsilon}(y)}{y^{2}+\psi_{2, \varepsilon}(y)^{2}} \phi(y) d y .
$$

Note that the integral in the expression above is well-defined as $\psi_{2, \varepsilon}(y)=O\left(|y|^{1+\alpha}\right)$ when $y \rightarrow 0$. Finally, for $|X| \leq R_{0}$, and $\delta>0$ or $X \neq 0$, we define

$$
\begin{equation*}
I_{2}^{\varepsilon, \delta} \varphi(X)=\int_{\mathbb{R}} \frac{\left(\delta+\psi_{2, \varepsilon}(x)-\psi_{1, \varepsilon}(x)\right)-\psi_{1, \varepsilon}^{\prime}(x)(y-x)}{(x-y)^{2}+\left(\delta+\psi_{2, \varepsilon}(x)-\psi_{1, \varepsilon}(x)\right)^{2}} \phi(y) d y, \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}^{\varepsilon, 0} \varphi(0)=\pi \varphi(0) . \tag{29}
\end{equation*}
$$

The expression $\frac{1}{2 \pi \sqrt{1+\left(\psi_{1, \varepsilon}^{\prime}\right)^{2}}} I_{2}^{\varepsilon, \delta}$ represents the form one would (locally) have obtained for $L_{2}^{\delta}$, if $\Gamma_{2}$ were a flat boundary at distance $\delta+\psi_{2, \varepsilon}(x)-\psi_{1, \varepsilon}(x)$ from $\Gamma_{1}$, see Figure 2.

Using the above definitions and recalling the definition (20) of $\chi$, we may now decompose the off-diagonal operator $L_{2}^{\delta}, \delta>0$, as follows

$$
\begin{align*}
L_{2}^{\delta} \varphi(X)= & \chi(X) L_{2}^{\delta} \varphi(X)+(1-\chi(X)) L_{2}^{\delta}(X)  \tag{30}\\
= & \chi(X)\left(K_{2}^{\varepsilon, \delta}+\frac{1}{2 \pi \sqrt{1+\left[\psi_{1, \varepsilon}^{\prime}(x)\right]^{2}}}\left(J_{2}^{\varepsilon, \delta}+I_{2}^{\varepsilon, \delta}\right)\right) \varphi(X)  \tag{31}\\
& +(1-\chi(X)) L_{2}^{\delta} \varphi(X) \tag{32}
\end{align*}
$$

In a similar manner, we define operators $K_{1}^{\varepsilon, \delta}, J_{1}^{\varepsilon, \delta}, I_{1}^{\varepsilon, \delta}$ from $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$ into $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$, that help decompose the operator $L_{1}^{\delta}$

$$
L_{1}^{\delta}=\chi(X)\left(K_{1}^{\varepsilon, \delta}+\frac{1}{2 \pi \sqrt{1+\left[\psi_{2, \varepsilon}^{\prime}(x)\right]^{2}}}\left(J_{1}^{\varepsilon, \delta}+I_{1}^{\varepsilon, \delta}\right)\right) \varphi(X)+(1-\chi(X)) L_{1}^{\delta} \varphi(X)
$$

for $0 \leq \varepsilon \leq \varepsilon_{0}$.
The integral equation system (17) may now be written

$$
\begin{equation*}
T^{\delta}\binom{\varphi_{1}}{\varphi_{2}}=\Lambda_{\varepsilon, \delta}\binom{\varphi_{1}}{\varphi_{2}}+C_{\varepsilon, \delta}\binom{\varphi_{1}}{\varphi_{2}} \tag{33}
\end{equation*}
$$

with

$$
\Lambda_{\varepsilon, \delta}=\left(\begin{array}{cc}
\lambda I & \frac{\chi}{2 \pi \sqrt{1+\left[\psi_{1, \varepsilon}^{\prime}(x)\right]^{2}}}\left(J_{2}^{\varepsilon, \delta}+I_{2}^{\varepsilon, \delta}\right)  \tag{34}\\
\frac{\chi}{2 \pi \sqrt{1+\left[\psi_{2, \varepsilon}^{\prime}(x)\right]^{2}}}\left(J_{1}^{\varepsilon, \delta}+I_{1}^{\varepsilon, \delta}\right) & \lambda I
\end{array}\right)
$$

and

$$
C_{\varepsilon, \delta}=\left(\begin{array}{cc}
-K_{1}^{*} & \chi K_{2}^{\varepsilon, \delta}  \tag{35}\\
\chi K_{1}^{\varepsilon, \delta} & -K_{2}^{*}
\end{array}\right)+(1-\chi)\left(\begin{array}{cc}
0 & L_{2}^{\delta} \\
L_{1}^{\delta} & 0
\end{array}\right)
$$

For $\delta=0$, and $X \in \Gamma_{1}$, with $|X|>\varepsilon_{0}$, the definition (18) is used to define an auxiliary operator $\tilde{L}_{2}^{0} \varphi(X)$, i.e.,

$$
\begin{equation*}
\tilde{L}_{2}^{0} \varphi(X)=-\frac{\partial}{\partial \nu} S_{2} \varphi(X) \quad X \in \Gamma_{1},|X|>\varepsilon_{0} \tag{36}
\end{equation*}
$$

Since the single layer potential $S_{2} \varphi$ is infinitely regular away from the curve $\Gamma_{2}$, we have that $\tilde{L}_{2}^{0} \varphi=\lim _{\delta \rightarrow 0} L_{2}^{\delta} \varphi$ in $C^{0, \alpha}\left(\Gamma_{1} \cap\left\{|X|>\varepsilon_{0}\right\}\right)$, and as a consequence it follows immediately that

$$
(1-\chi) L_{2}^{\delta} \rightarrow(1-\chi) \tilde{L}_{2}^{0}, \quad \text { as } \delta \rightarrow 0
$$

in operator norm, from $C^{0, \alpha}\left(\Gamma_{2}\right)$ to $C^{0, \alpha}\left(\Gamma_{1}\right)$. We also note that the operators $(1-\chi) L_{2}^{\delta}$ and $(1-\chi) \tilde{L}_{2}^{0}$ are compact. We now define a global operator by

$$
\begin{aligned}
L_{2}^{0} \varphi(X)= & \chi(X)\left(K_{2}^{\varepsilon, 0}+\frac{1}{2 \pi \sqrt{1+\left[\psi_{1, \varepsilon}^{\prime}(x)\right]^{2}}}\left(J_{2}^{\varepsilon, 0}+I_{2}^{\varepsilon, 0}\right)\right) \varphi(X) \\
& +(1-\chi(X)) \tilde{L}_{2}^{0} \varphi(X)
\end{aligned}
$$

The operator $L_{2}^{0}$ is independent of $\varepsilon$ and $\varepsilon_{0}$, since it is, as we shall show (in Lemma 8), the pointwise limit of the $\varepsilon, \varepsilon_{0}$-independent operator $L_{2}^{\delta}$, as $\delta \rightarrow 0$. For that same reason $L_{2}^{0} \varphi(X)$ is also given by the formula (36) for $X \neq 0$. However, as we used the former to define the latter, different notation seems appropriate. A similar approach yields an $\varepsilon$, $\varepsilon_{0}$-independent operator $L_{1}^{0}$. We use the operators $L_{i}^{0}, i=1,2$ to define the system

$$
T^{0}\binom{\varphi_{1}}{\varphi_{2}}=\left(\begin{array}{cc}
\lambda I-K_{1}^{*} & L_{2}^{0}  \tag{37}\\
L_{1}^{0} & \lambda I-K_{2}^{*}
\end{array}\right)\binom{\varphi_{1}}{\varphi_{2}}
$$

As we shall show (in Lemma 8) this is indeed the limiting system corresponding to (17) as $\delta \rightarrow 0$. Due to the definition of $T^{0}$ it is easy to see that this operator may be decomposed as

$$
\begin{equation*}
T^{0}=\Lambda_{\varepsilon, 0}+C_{\varepsilon, 0} \tag{38}
\end{equation*}
$$

with

$$
\Lambda_{\varepsilon, 0}=\left(\begin{array}{cc}
\lambda I & \frac{\chi}{2 \pi \sqrt{1+\left[\psi_{1, \varepsilon}^{\prime}(x)\right]^{2}}}\left(J_{2}^{\varepsilon, 0}+I_{2}^{\varepsilon, 0}\right)  \tag{39}\\
\frac{\chi}{2 \pi \sqrt{1+\left[\psi_{2, \varepsilon}^{\prime}(x)\right]^{2}}}\left(J_{1}^{\varepsilon, 0}+I_{1}^{\varepsilon, 0}\right) & \lambda I
\end{array}\right)
$$

and

$$
C_{\varepsilon, 0}=\left(\begin{array}{cc}
-K_{1}^{*} & \chi K_{2}^{\varepsilon, 0}  \tag{40}\\
\chi K_{1}^{\varepsilon, 0} & -K_{2}^{*}
\end{array}\right)+(1-\chi)\left(\begin{array}{cc}
0 & \tilde{L}_{2}^{0} \\
\tilde{L}_{1}^{0} & 0
\end{array}\right)
$$

## 3. Main results

Our main goal is to show that the system of integral equations (17) is invertible, uniformly with respect to $\delta$. As already discussed, all involved operators do not converge in norm as $\delta \rightarrow 0$, and the limiting system (37) is not of the form $\lambda$ times the identity plus a compact perturbation. The single layer potentials $K_{i}^{*}$ are compact operators on $\mathscr{C}^{0, \alpha}\left(\Gamma_{i}\right)$, as the curves $\Gamma_{i}$ have regularity $\mathscr{C}^{1, \alpha}$ [15]. However, the off-diagonal terms $L_{i}^{0}$ are not quite as nice, even though their singular parts concentrate near only one point.

Lemma 4. - The operators $L_{2}^{0}$ and $L_{1}^{0}$ are not compact on $\mathscr{C}^{0, \alpha}$ for any $0<\alpha<\alpha_{0}$.
This result immediately implies that the compact operators $\left(L_{1}^{\delta}, L_{2}^{\delta}\right)$ do not converge in norm to $\left(L_{1}^{0}, L_{2}^{0}\right)$, and this eliminates a simple proof of uniform invertibility of (17). In order to overcome this difficulty, and still prove the uniform boundedness and convergence of the solutions to (17), we base our analysis on the decomposition (33), and use some fairly basic results from the theory of collectively compact operators, [6].

Definition 1. - Suppose $X$ and $Y$ are two Banach spaces. A family of compact linear operators $B^{\delta}: X \rightarrow Y, 0<\delta<\delta_{0}$, is called collectively compact if and only if the set $\left\{B^{\delta} \varphi, \quad\|\varphi\|_{X}=1,0<\delta<\delta_{0}\right\}$ is precompact in $Y$.

The next three lemmas describe some important properties of the operators in the decomposition (33) of our system of integral equations. We only give the statements for the operators indexed by 2 (i.e., those defined on $C^{0, \alpha}\left(\Gamma_{2}\right)$ ) but similar statements hold for the operators indexed by 1 .

Lemma 5. - Let $\varepsilon$ be fixed with $0<\varepsilon<\varepsilon_{0}$. The operators $\chi K_{2}^{\varepsilon, \delta}: \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right) \rightarrow \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$, $0<\delta<\delta_{0}$, form a collectively compact family of operators.

Lemma 6. - Given any $0<\varepsilon<\varepsilon_{0}$ and any $0 \leq \delta<\delta_{0}$, the operator $\chi J_{2}^{\varepsilon, \delta}$ is a continuous linear operator from $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$ to $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right), \alpha<\alpha_{0}$. Moreover, we have

$$
\left\|\frac{\chi}{2 \pi \sqrt{1+\left[\psi_{1, \varepsilon}^{\prime}\right]^{2}}} J_{2}^{\varepsilon, \delta}\right\|_{\mathscr{L}\left(\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right), \mathscr{G}^{0, \alpha}\left(\Gamma_{1}\right)\right)} \leq C(\varepsilon),
$$

where $C(\varepsilon)$ converges to 0 uniformly in $\delta$.

The operator $I_{2}^{\varepsilon, \delta}$ contains the most singular part of the off-diagonal term. Lemma 7 gives a very precise estimate of its norm, so we can compare it to $|\lambda|$, and ensure that the operators $\Lambda_{\varepsilon, \delta}$ are invertible when $\varepsilon$ is sufficiently small (see the proof of Theorem 1).

Lemma 7. - Given any $0<\varepsilon<\varepsilon_{0}$ and any $0 \leq \delta<\delta_{0}$, the operator $\chi I_{2}^{\varepsilon, \delta}$ is a continuous linear operator from $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$ to $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right), \alpha<\alpha_{0}$. Furthermore we have the estimate

$$
\begin{equation*}
\left\|\frac{\chi}{2 \pi \sqrt{1+\left[\psi_{1, \varepsilon}^{\prime}\right]^{2}}} I_{2}^{\varepsilon, \delta}\right\|_{\mathcal{L}\left(\mathcal{C}^{0, \alpha}\left(\Gamma_{2}\right), \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)\right)} \leq 1 / 2(1+C(\varepsilon))\left(1+\varepsilon_{0}\right), \tag{41}
\end{equation*}
$$

where $C(\varepsilon) \rightarrow 0$, as $\varepsilon \rightarrow 0$, uniformly in $\delta$.

The next statement concerns the pointwise convergence of the operators $T^{\delta}$, as operators from $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$ to $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$.

Lemma 8. - Let $0<\alpha<\alpha_{0}$, and fix $0<\varepsilon<\varepsilon_{0}$. Then, as $\delta \rightarrow 0$, for all $\left(\varphi_{1}, \varphi_{2}\right) \in \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$,

$$
K_{1}^{\varepsilon, \delta} \varphi_{1}, K_{2}^{\varepsilon, \delta} \varphi_{2} \longrightarrow K_{1}^{\varepsilon, 0} \varphi_{1}, K_{2}^{\varepsilon, 0} \varphi_{2}, \quad \text { in } \mathscr{C}^{0, \alpha}
$$

Additionnally, as $\delta \rightarrow 0$, for all $\left(\varphi_{1}, \varphi_{2}\right) \in \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$,

$$
\left\{\begin{array}{l}
\chi J_{1}^{\varepsilon, \delta} \varphi_{1}, \chi I_{1}^{\varepsilon, \delta} \varphi_{1} \longrightarrow \chi J_{1}^{\varepsilon, 0} \varphi_{1}, \chi I_{1}^{\varepsilon, 0} \varphi_{1} \\
\chi J_{2}^{\varepsilon, \delta} \varphi_{2}, \chi I_{2}^{\varepsilon, \delta} \varphi_{2} \longrightarrow \chi J_{1}^{\varepsilon, 0} \varphi_{2}, \chi I_{2}^{\varepsilon, 0} \varphi_{2},
\end{array} \text { in } \mathscr{C}^{0, \alpha^{\prime}}, \alpha^{\prime}<\alpha .\right.
$$

Consequently, since we already know that $(1-\chi) L_{i}^{\delta} \varphi_{i} \rightarrow(1-\chi) \tilde{L}_{i}^{0} \varphi_{i}$, in $\complement^{0, \alpha}, i=1,2$, it follows that as $\delta \rightarrow 0$,

$$
\begin{aligned}
& \Lambda_{\varepsilon, \delta}\binom{\varphi_{1}}{\varphi_{2}} \rightarrow \Lambda_{\varepsilon, 0}\binom{\varphi_{1}}{\varphi_{2}}, \quad \text { in } \mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{2}\right), \alpha^{\prime}<\alpha, \\
& C_{\varepsilon, \delta}\binom{\varphi_{1}}{\varphi_{2}} \rightarrow C_{\varepsilon, 0}\binom{\varphi_{1}}{\varphi_{2}}, \quad \text { in } \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right), \\
& T^{\delta}\binom{\varphi_{1}}{\varphi_{2}} \rightarrow T^{0}\binom{\varphi_{1}}{\varphi_{2}}, \quad \text { in } \mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{2}\right), \alpha^{\prime}<\alpha .
\end{aligned}
$$

By the Uniform Boundedness Principle, the operators $C_{\varepsilon, \delta}$ are uniformly norm-bounded in $\mathscr{L}\left(\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)\right)$.

The proofs of the lemmas stated above are given in the Appendices A through C. We now state our main result.

Theorem 1. - Let $|\lambda|>1 / 2$ and $\alpha<\alpha_{0}$. There exists $\delta_{0}>0$ such that the operators $T^{\delta}, 0 \leq \delta<\delta_{0}$, are invertible with inverses that are bounded independently of $\delta$ in $\mathscr{L}\left(\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)\right), \alpha<\alpha_{0}$. Moreover, the operators $\left(T^{\delta}\right)^{-1}$ converge pointwise to $\left(T^{0}\right)^{-1}$ as $\delta \rightarrow 0$ is in $\mathscr{L}\left(\mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{2}\right)\right)$, for any $0<\alpha^{\prime}<\alpha$.

Proof. - Step 1. - Let $|\lambda|>1 / 2$. Recall that we have tuned $\varepsilon_{0}$ so that $|\lambda|>\left(1+\varepsilon_{0}\right) / 2$. Invoking Lemmas 6 and 7, we may fix $\varepsilon>0$ sufficiently small that the off-diagonal terms of $\Lambda_{\varepsilon, \delta}$, being bounded in operator norm by $(1+C(\varepsilon))\left(1+\varepsilon_{0}\right) / 2$, are strictly smaller than $|\lambda|$ uniformly for $0 \leq \delta \leq \delta_{0}$. Consequently, $\Lambda_{\varepsilon, \delta}$ is invertible in $\mathcal{L}\left(\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)\right)$ and

$$
\begin{equation*}
\forall 0 \leq \delta \leq \delta_{0}, \quad\left\|\Lambda_{\varepsilon, \delta}^{-1}\right\|_{\mathscr{L}\left(\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)\right)} \leq \frac{C}{|\lambda|-(1+C(\varepsilon))\left(1+\varepsilon_{0}\right) / 2}, \tag{42}
\end{equation*}
$$

with $C(\varepsilon) \rightarrow 0$, as $\varepsilon \rightarrow 0$, uniformly in $\delta$. Further, it follows from Lemma 8, that for $\left(\varphi_{1}, \varphi_{2}\right) \in \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$,

$$
\begin{equation*}
\Lambda_{\varepsilon, \delta}^{-1}\binom{\varphi_{1}}{\varphi_{2}} \rightarrow \Lambda_{\varepsilon, 0}^{-1}\binom{\varphi_{1}}{\varphi_{2}} \quad \text { in } \mathscr{C}^{0, \alpha^{\prime}}, \alpha^{\prime}<\alpha \tag{43}
\end{equation*}
$$

Step 2. - As $\Gamma_{1}$ and $\Gamma_{2}$ are of regularity $\mathscr{C}^{1, \alpha+\nu}, K_{1}^{*}$ and $K_{2}^{*}$ are compact operators on $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$ and $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$ respectively (see for instance [15]). By Lemma 5 and Lemma 8, $C_{\varepsilon, 0}$ is the strong limit of the collectively compact family of operators $C_{\varepsilon, \delta}$, and so it is also compact. In summary the operator $T^{0}=\Lambda_{\varepsilon, 0}+C_{\varepsilon, 0}$ is a Fredholm operator: it is therefore invertible if proven injective.

Step 3. - Let $\left(\varphi_{1}, \varphi_{2}\right) \in \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$, such that

$$
\begin{equation*}
T^{0}\binom{\varphi_{1}}{\varphi_{2}}=0 . \tag{44}
\end{equation*}
$$

By Lemma $8, L_{2}^{\delta} \varphi_{2} \rightarrow L_{2}^{0} \varphi_{2}$ as $\delta \rightarrow 0$, and so

$$
\begin{aligned}
\int_{\Gamma_{1}} L_{2}^{0} \varphi_{2} d \sigma & =\lim _{\delta \rightarrow 0} \int_{\Gamma_{1}} L_{2}^{\delta} \varphi_{2} d \sigma \\
& =-\lim _{\delta \rightarrow 0} \int_{\Gamma_{1}} \partial_{\nu} S_{2} \varphi_{2}^{\delta}\left(X-\delta e_{2}\right) d \sigma_{X}
\end{aligned}
$$

Since $S_{2} \varphi_{2}^{\delta}\left(X-\delta e_{2}\right)$ is harmonic in $D_{1}$, the integrals on the last right-hand side vanish, and so do their limits. Invoking well known results in potential theory [16], we now get

$$
\begin{aligned}
\int_{\Gamma_{1}}\left[\left(\lambda I-K_{1}^{*}\right) \varphi_{1}+L_{2}^{0} \varphi_{2}\right] d \sigma & =\int_{\Gamma_{1}}\left(\lambda I-K_{1}^{*}\right) \varphi_{1} d \sigma \\
& =(\lambda-1 / 2) \int_{\Gamma_{1}} \varphi_{1} d \sigma
\end{aligned}
$$

A similar relation for $\left(\lambda I-K_{2}^{*}\right) \varphi_{2}+L_{1}^{0} \varphi_{1}$ holds on $\Gamma_{2}$. Thus, as a consequence of (44) and of the fact that $|\lambda|>1 / 2$,

$$
\begin{equation*}
\int_{\Gamma_{1}} \varphi_{1} d \sigma=\int_{\Gamma_{2}} \varphi_{2} d \sigma=0 . \tag{45}
\end{equation*}
$$

Step 4. - Consider the function $w_{0}$ defined on $\mathbb{R}^{2} \backslash\left(\Gamma_{1} \cup \Gamma_{2}\right)$ by

$$
\begin{equation*}
w_{0}=S_{1} \varphi_{1}+S_{2} \varphi_{2} . \tag{46}
\end{equation*}
$$

We claim that $w_{0} \equiv 0$ in $\mathbb{R}^{2}$. Indeed, $S_{1} \varphi_{1}$ and $S_{2} \varphi_{2}$ are continuous functions on $\mathbb{R}^{2}$ and harmonic in $\mathbb{R}^{2} \backslash \Gamma_{1}$ and $\mathbb{R}^{2} \backslash \Gamma_{2}$ respectively. The regularity of $\Gamma_{1}$ and $\Gamma_{2}$ implies that $\nabla S_{1} \varphi_{1}$ and $\nabla S_{2} \varphi_{2}$ are bounded. Thus, $w_{0}$ is piecewise harmonic in $\mathbb{R}^{2} \backslash\left(\Gamma_{1} \cup \Gamma_{2}\right)$, with $\nabla w_{0}$ piecewise continous and bounded. In particular, $w_{0} \in H_{l o c}^{1}\left(\mathbb{R}^{2}\right)$. We note further that (44) expresses the continuity of $a_{0} \partial_{n} w_{0}$ across $\Gamma_{1}$ and $\Gamma_{2}$, except possibly at 0 , and consequently $w_{0}$ is a local solution to

$$
\begin{equation*}
\operatorname{div}\left(a_{0} \nabla w_{0}\right)=0 \quad \text { in } \mathbb{R}^{2} \backslash\{0\} \tag{47}
\end{equation*}
$$

As for the behavior of $w_{0}$ at infinity, a classical estimate of the Newtonian potential [16], under condition (45), yields

$$
\begin{equation*}
w_{0}(X)=O\left(|X|^{-1}\right), \quad \nabla w_{0}(X)=O\left(|X|^{-2}\right) \quad \text { for }|X| \rightarrow \infty \tag{48}
\end{equation*}
$$

Let $0<\rho<R$ and let $B_{\rho}$ and $B_{R}$ denote the balls of radii $\rho$ and $R$, centered at 0 . We compute

$$
\begin{equation*}
\int_{B_{R}} a_{0}\left|\nabla w_{0}\right|^{2}=\int_{B_{R} \backslash B_{\rho}} a_{0}\left|\nabla w_{0}\right|^{2}+\int_{B_{\rho}} a_{0}\left|\nabla w_{0}\right|^{2} . \tag{49}
\end{equation*}
$$

As $w_{0}$ is $a_{0}$-harmonic away from 0 , the first integral reduces to

$$
\begin{aligned}
& \left|\int_{\partial B_{R}} a_{0} w_{0} \partial_{r} w_{0} d \sigma-\int_{\partial B_{\rho}} a_{0} w_{0} \partial_{r} w_{0} d \sigma\right| \\
& \quad \leq C \int_{\partial B_{R}} R^{-3} d \sigma+\left\|w_{0}\right\|_{L^{\infty}\left(\partial B_{\rho}\right)}\left\|a_{0} \nabla w_{0}\right\|_{L^{\infty}\left(\partial B_{\rho}\right)}\left|\partial B_{\rho}\right| \\
& \quad \leq C R^{-2}+C \rho,
\end{aligned}
$$

where $C$ is independent of $R$ and $\rho$. We estimate the second integral by

$$
\left|\int_{B_{\rho}} a_{0} \nabla w_{0} \cdot \nabla w_{0}\right| \leq\left\|a_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}\left\|\nabla w_{0}\right\|_{L^{\infty}\left(B_{\rho}\right)}^{2}\left|B_{\rho}\right| \leq C \rho^{2} .
$$

Letting $R \rightarrow \infty$ and $\rho \rightarrow 0$ in (49), we conclude that $\int_{\mathbb{R}^{2}} a_{0}\left|\nabla w_{0}\right|^{2}=0$, and in view of (48) that $w_{0} \equiv 0$.

We now use the jump conditions for the single layer potential to obtain

$$
\begin{cases}\varphi_{1}(X)=\partial_{\nu} w_{0}^{+}-\partial_{\nu} w_{0}^{-}=0, & X \in \Gamma_{1} \backslash\{0\} \\ \varphi_{2}(X)=\partial_{\nu} w_{0}^{+}-\partial_{\nu} w_{0}^{-}=0, & X \in \Gamma_{2} \backslash\{0\}\end{cases}
$$

which together with the continuity of the $\varphi_{i}$ 's at 0 yields that $\varphi_{1}=\varphi_{2} \equiv 0$, i.e., $T^{0}$ is injective.
Step 5. - At this point we have verified that $\Lambda^{\varepsilon, 0}$ and $\Lambda^{\varepsilon, \delta}$ are invertible for $\varepsilon$ sufficiently small, the latter with inverses whose operator norms are bounded independently of $\delta$. We next claim that
(i) The operators $C_{\varepsilon, \delta} \Lambda_{\varepsilon, \delta}^{-1}$ are collectively compact.
(ii) $C_{\varepsilon, 0} \Lambda_{\varepsilon, 0}^{-1}$ is compact.
(iii) $C_{\varepsilon, \delta} \Lambda_{\varepsilon, \delta}^{-1} \rightarrow C_{\varepsilon, 0} \Lambda_{\varepsilon, 0}^{-1}$ pointwise in $\mathscr{L}\left(\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)\right)$ as $\delta \rightarrow 0$.

Under these conditions, Theorem 1.6 in [6] states that the operators $\left(I+C_{\varepsilon, \delta} \Lambda_{\varepsilon, \delta}^{-1}\right)^{-1}$ exist, for $\delta$ sufficiently small, and are bounded uniformly in $\delta$ if and only if $I+C_{\varepsilon, 0} \Lambda_{\varepsilon, 0}^{-1}$ is invertible. Moreover in that case

$$
\begin{equation*}
\left(I+C_{\varepsilon, \delta} \Lambda_{\varepsilon, \delta}^{-1}\right)^{-1} \rightarrow\left(I+C_{\varepsilon, 0} \Lambda_{\varepsilon, 0}^{-1}\right)^{-1} \quad \text { pointwise. } \tag{50}
\end{equation*}
$$

Since $T^{\delta}=\left(I+C_{\varepsilon, \delta} \Lambda_{\varepsilon, \delta}^{-1}\right) \Lambda_{\varepsilon, \delta}$, and since we already know that $T^{0}$ and $\Lambda^{\varepsilon, 0}$ are invertible, the validity of the claims (i)-(iii) will thus let us conclude that $\left(I+C_{\varepsilon, \delta} \Lambda_{\varepsilon, \delta}^{-1}\right)^{-1}$ are uniformly norm bounded and that (50) holds. In combination with (42), (43) it follows that

$$
\left(T^{\delta}\right)^{-1}=\Lambda_{\varepsilon, \delta}^{-1}\left(I+C_{\varepsilon, \delta} \Lambda_{\varepsilon, \delta}^{-1}\right)^{-1}
$$

are uniformly norm bounded, and satisfy

$$
\left(T^{\delta}\right)^{-1} \rightarrow\left(T^{0}\right)^{-1} \quad \text { pointwise as } \delta \rightarrow 0
$$

It therefore only remains to verify the claims (i)-(iii) in order to complete the proof of Theorem 1. As already noticed in Step 2, it follows directly from Lemma 5 and Lemma 8 that the operators $C_{\varepsilon, \delta}$ form a collectively compact family and that the limit $C_{\varepsilon, 0}$ is compact. The uniform bounds (42) now imply that the operators $C_{\varepsilon, \delta} \Lambda_{\varepsilon, \delta}^{-1}$ also form a collectively compact family. This verifies the claims (i) and (ii).

Since the operators $C_{\varepsilon, \delta}$ are collectively compact in $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$, and since $\left(\Lambda_{\varepsilon, \delta}^{-1}-\Lambda_{\varepsilon, 0}^{-1}\right) \varphi$ is uniformly bounded in $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$, a subsequence of $C_{\varepsilon, \delta}\left(\Lambda_{\varepsilon, \delta}^{-1}-\Lambda_{\varepsilon, 0}^{-1}\right) \varphi$ converges to some function $w \in \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$. However, in view of (43), and of the fact that the operators $C_{\varepsilon, \delta}$ are norm-bounded in $\mathcal{L}\left(\mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{2}\right)\right)$, this subsequence must converge to 0 in $\mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{2}\right), 0<\alpha^{\prime}<\alpha$. Uniqueness of the limit implies that $w \equiv 0$, i.e., that $C_{\varepsilon, \delta}\left(\Lambda_{\varepsilon, \delta}^{-1}-\Lambda_{\varepsilon, 0}^{-1}\right) \varphi \rightarrow 0$ in $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$. Since this is true for any subsequence, the whole sequence $C_{\varepsilon, \delta}\left(\Lambda_{\varepsilon, \delta}^{-1}-\Lambda_{\varepsilon, 0}^{-1}\right) \varphi$ converges to 0 in $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$.

We then write

$$
\left(C_{\varepsilon, \delta} \Lambda_{\varepsilon, \delta}^{-1}-C_{\varepsilon, 0} \Lambda_{\varepsilon, 0}^{-1}\right)\binom{\varphi_{1}}{\varphi_{2}}=\left[C_{\varepsilon, \delta}\left(\Lambda_{\varepsilon, \delta}^{-1}-\Lambda_{\varepsilon, 0}^{-1}\right)+\left(C_{\varepsilon, \delta}-C_{\varepsilon, 0}\right) \Lambda_{\varepsilon, 0}^{-1}\right]\binom{\varphi_{1}}{\varphi_{2}}
$$

to conclude that $C_{\varepsilon, \delta} \Lambda_{\varepsilon, \delta}^{-1}$ converges pointwise to $C_{\varepsilon, 0} \Lambda_{\varepsilon, 0}^{-1}$ in $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$ as $\delta \rightarrow 0$, and therefore that (iii) holds.

Recall that the solution to the conduction problem where the inclusions are $\delta$ apart has the representation (14), in terms of the solutions $\left(\varphi_{1}^{\delta}, \varphi_{2}^{\delta}\right)$ to (15) and the harmonic function $H_{\delta}$ from (9). A similar relationship holds between the solution $u_{0}$ to the conduction problem with touching inclusions and the solutions $\left(\varphi_{1}^{0}, \varphi_{2}^{0}\right)$ to

$$
\begin{equation*}
T^{0}\binom{\varphi_{1}^{0}}{\varphi_{2}^{0}}=\binom{\partial_{\nu} H_{0 / \Gamma_{1}}}{\partial_{\nu} H_{0 / \Gamma_{2}}} \tag{51}
\end{equation*}
$$

where $H_{0}$ is the harmonic function from (9). This is the assertion of the following theorem.
Proposition 1. - The solution $u_{0}$, to (5), may be written

$$
\begin{equation*}
u_{0}(X)=S_{1} \varphi_{1}^{0}(X)+S_{2} \varphi_{2}^{0}(X)+H_{0}(X) \quad X \in \Omega, \tag{52}
\end{equation*}
$$

where $H_{0}$ is harmonic inside $\Omega$, and defined by (9), and where the pair $\left(\varphi_{1}^{0}, \varphi_{2}^{0}\right) \in$ $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$ is the unique solution to (51).

Proof. - Since $H_{0}$ is harmonic inside $\Omega$, and since $\Gamma_{1}$ and $\Gamma_{2}$ are $\mathscr{C}^{1+\alpha_{0}}$, the right-hand side of (51) lies in $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$. By Theorem 1, the integral equation (51) therefore has a unique solution $\left(\varphi_{1}^{0}, \varphi_{2}^{0}\right) \in \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$, for any $0<\alpha<\alpha_{0}$. By Lemma 1, $\partial_{\nu} H_{\delta / \Gamma_{i}} \rightarrow \partial_{\nu} H_{0 / \Gamma_{i}}$ in $\mathscr{C}^{0, \alpha}\left(\Gamma_{i}\right)$, and so we infer from Theorem 1 that

$$
\begin{aligned}
&\binom{\varphi_{1}^{\delta}}{\varphi_{2}^{\delta}}-\binom{\varphi_{1}^{0}}{\varphi_{2}^{0}}=\left(T^{\delta}\right)^{-1}\binom{\partial_{\nu} H_{\delta / \Gamma_{1}}}{\partial_{\nu} H_{\delta / \Gamma_{2}}}-\left(T^{0}\right)^{-1}\binom{\partial_{\nu} H_{0 / \Gamma_{1}}}{\partial_{\nu} H_{0 / \Gamma_{2}}} \\
&=\left(T^{\delta}\right)^{-1}\left[\binom{\partial_{\nu} H_{\delta / \Gamma_{1}}}{\partial_{\nu} H_{\delta / \Gamma_{2}}}-\binom{\partial_{\nu} H_{0 / \Gamma_{1}}}{\partial_{\nu} H_{0 / \Gamma_{2}}}\right] \\
&+\left[\left(T^{\delta}\right)^{-1}-\left(T^{0}\right)^{-1}\right]\binom{\partial_{\nu} H_{0 / \Gamma_{1}}}{\partial_{\nu} H_{0 / \Gamma_{2}}} \\
& \rightarrow 0 \quad \text { in } \mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{2}\right), \quad 0<\alpha^{\prime}<\alpha .
\end{aligned}
$$

This convergence of $\varphi_{i}^{\delta}$ immediately implies that

$$
\begin{equation*}
S_{1} \varphi_{1}^{\delta}\left(X+\frac{\delta}{2} e_{2}\right) \rightarrow S_{1} \varphi_{1}^{0}(X), \text { and } S_{2} \varphi_{2}^{\delta}\left(X-\frac{\delta}{2} e_{2}\right) \rightarrow S_{2} \varphi_{2}^{0}(X), \tag{53}
\end{equation*}
$$

uniformly on compact subdomains of $\Omega \backslash\left(\Gamma_{1} \cup \Gamma_{2}\right)$, as $\delta \rightarrow 0$. Consider now the solution to the conduction problem (6), $u_{\delta}(X)=S_{1} \varphi_{1}^{\delta}\left(X+\frac{\delta}{2} e_{2}\right)+S_{2} \varphi_{2}^{\delta}\left(X-\frac{\delta}{2} e_{2}\right)+H_{\delta}(X)$. From Lemma 1 we know that $H_{\delta} \rightarrow H_{0}$ uniformly on compact subdomains of $\Omega$, and if we combine this with (53) we obtain

$$
u_{\delta}(X)=S_{1} \varphi_{1}^{\delta}\left(X+\frac{\delta}{2} e_{2}\right)+S_{2} \varphi_{2}^{\delta}\left(X-\frac{\delta}{2} e_{2}\right)+H_{\delta}(X) \rightarrow S_{1} \varphi_{1}^{0}(X)+S_{2} \varphi_{2}^{0}(X)+H_{0}(X),
$$

uniformly on compact subdomains of $\Omega \backslash\left(\Gamma_{1} \cup \Gamma_{2}\right)$, as $\delta \rightarrow 0$. Since we also know that $u_{\delta} \rightarrow u_{0}$ in $H^{1}(\Omega)$, it follows from the uniqueness of the limit that $u_{0}=S_{1} \varphi_{1}^{0}+S_{2} \varphi_{2}^{0}+H_{0}$ on compact subdomains on $\Omega \backslash\left(\Gamma_{1} \cup \Gamma_{2}\right)$. Both sides of this identity are continuous functions, and so we get $u_{0}(X)=S_{1} \varphi_{1}^{0}(X)+S_{2} \varphi_{2}^{0}(X)+H_{0}(X)$ for all $X \in \Omega$, just as desired.

The representation formula (52) of the previous theorem guarantees that $u_{0}$ and its gradient are piecewise smooth functions in $\Omega_{\eta}$, and uniformly bounded. This property is transmitted to the solutions $u_{\delta}$, as expressed in the following Theorem, an entirely different proof of which was already given in [18].

Theorem 2. - Let $\eta>0$ and $0<\alpha<\alpha_{0}$. The solutions $u_{\delta}$ to (6) satisfy

$$
\left\|u_{\delta}\right\|_{C^{1, \alpha}\left(\Omega_{\eta} \backslash \overline{\left.\left(D_{1}^{\delta} \cup D_{2}^{\delta}\right)\right)}\right.}+\left\|u_{\delta}\right\|_{C^{1, \alpha}\left(\overline{D_{1}^{\delta}}\right)}+\left\|u_{\delta}\right\|_{C^{1, \alpha}\left(\overline{D_{2}^{\delta}}\right)} \leq C\|g\|_{L^{2}(\partial \Omega)}
$$

The constant $C$ depends on $\eta$, but is independent of $\delta$ and $g$.
Open question. - Can one get optimal regularity estimates, i.e., can one establish a uniform bound for $u_{\delta}$ in $C^{1, \alpha_{0}}$ ? We are not able to obtain such an estimate with our technique, which uses the fact that $\left\|\psi_{1, \varepsilon}\right\|_{1, \alpha}$ and $\left\|\psi_{2, \varepsilon}\right\|_{1, \alpha}$ are $o(\varepsilon)$. This is only true for $\alpha<\alpha_{0}$ and therefore, we cannot reach the optimal exponent $\alpha_{0}$. This is consistent with the results of [21]. The authors of that article derive regularity results for another type of integral operators, namely Beurling transforms (operators defined on volumes, whereas we consider operators defined on curves). Using the theory of quasiconformal mapping, they study the elliptic equation $\operatorname{div}(A \nabla u)=0$, with $\operatorname{det}(A)=1$, in a medium containing $C^{1, \alpha_{0}}$ inclusions. They show that $\nabla u$ is in $C^{0, \alpha}$ on each component but also only for $\alpha<\alpha_{0}$.

Proof. - Recall that $u_{\delta}$ has the representation

$$
u_{\delta}(X)=S_{1} \varphi_{1}^{\delta}\left(X+\frac{\delta}{2} e_{2}\right)+S_{2} \varphi_{2}^{\delta}\left(X-\frac{\delta}{2} e_{2}\right)+H_{\delta}(X)
$$

where $\left(\varphi_{1}^{\delta}, \varphi_{2}^{\delta}\right)$ solves (15) in $\mathscr{C}^{0, \bar{\alpha}}\left(\Gamma_{1}\right) \times \mathscr{C}^{0, \bar{\alpha}}\left(\Gamma_{2}\right)$, for any $\alpha<\bar{\alpha}<\alpha_{0}$. Adapting the arguments developed for the case of $\mathscr{C}^{2}$ contours in [14], Theorems 2.13 and 2.16, one easily obtains that

$$
\left\|S_{1} \varphi_{1}^{\delta}\left(X+\frac{\delta}{2} e_{2}\right)\right\|_{\mathscr{C}^{1, \alpha}\left(\overline{\left.\Omega \backslash D_{1}^{\delta}\right)}\right.}+\left\|S_{1} \varphi_{1}^{\delta}\left(X+\frac{\delta}{2} e_{2}\right)\right\|_{\mathscr{C}^{1, \alpha}\left(\overline{D_{1}^{\delta}}\right)} \leq C\left\|\varphi_{1}^{\delta}\right\|_{\mathscr{C}^{0, \bar{\alpha}}\left(\Gamma_{1}\right)}
$$

and similarly

$$
\left\|S_{2} \varphi_{2}^{\delta}\left(X-\frac{\delta}{2} e_{2}\right)\right\|_{\mathscr{C}^{1, \alpha}\left(\overline{\left.\Omega \backslash D_{2}^{\delta}\right)}\right.}+\left\|S_{2} \varphi_{2}^{\delta}\left(X-\frac{\delta}{2} e_{2}\right)\right\|_{\mathscr{C}^{1, \alpha}\left(\overline{D_{2}^{\delta}}\right)} \leq C\left\|\varphi_{2}^{\delta}\right\|_{\mathscr{C}^{0, \bar{\alpha}}\left(\Gamma_{2}\right)}
$$

Due to Theorem 1 and the fact that $\left(\varphi_{1}^{\delta}, \varphi_{2}^{\delta}\right)$ solves (15)

$$
\left\|\varphi_{1}^{\delta}\right\|_{\mathscr{C}^{0, \bar{\alpha}}\left(\Gamma_{1}\right)}+\left\|\varphi_{2}^{\delta}\right\|_{\mathscr{C}^{0, \bar{\alpha}}\left(\Gamma_{2}\right)} \leq C\left\|H_{\delta}\right\|_{C^{1, \bar{\alpha}}\left(\Omega_{\eta}\right)}
$$

for $\eta$ sufficiently small. At the same time, due to Lemma 1,

$$
\left\|H_{\delta}\right\|_{C^{1, \bar{\alpha}}\left(\Omega_{\eta}\right)} \leq C\|g\|_{L^{2}(\partial \Omega)}
$$

A combination of these four estimates with the above representation formula for $u_{\delta}$ immediately gives the a priori estimates from the statement of this theorem.

## Appendix A

## Proof of Lemma 5

To simplify our exposition, we drop the index 2 on the operators $K_{2}^{\varepsilon, \delta}, J_{2}^{\varepsilon, \delta}, I_{2}^{\varepsilon, \delta}$. Considering the definitions of $\psi_{1, \varepsilon}, \psi_{2, \varepsilon}$, for $X \in \Gamma_{1},|X| \leq \varepsilon / 2$, the operator $K^{\varepsilon, \delta}$ is given by

$$
\begin{aligned}
K^{\varepsilon, \delta} \varphi(X)= & -\frac{1}{2 \pi} \int_{\Gamma_{2}} \frac{\nu(X) \cdot(X-Y-\delta e)}{|X-Y-\delta e|^{2}}(1-\chi(y)) \varphi(Y) d \sigma_{Y} \\
& -\frac{1}{2 \pi} \int_{\Gamma_{2} \cap\{|y|>\varepsilon\}} \frac{\nu(X) \cdot(X-Y-\delta e)}{|X-Y-\delta e|^{2}} \chi(y) \varphi(Y) d \sigma_{Y} \\
& -\frac{1}{2 \pi \sqrt{1+\left[\psi_{1}^{\prime}(x)\right]^{2}}} \int_{\mathbb{R} \cap\{|y|>\varepsilon\}} \frac{\left(\delta+\psi_{2, \varepsilon}(y)-\psi_{1, \varepsilon}(x)\right)-\psi_{1, \varepsilon}^{\prime}(x)(y-x)}{(x-y)^{2}+\left(\delta+\psi_{2, \varepsilon}(y)-\psi_{1, \varepsilon}(x)\right)^{2}} \phi(y) d y .
\end{aligned}
$$

Since for $|y|>\varepsilon$ and $|x| \leq \varepsilon / 2,(x-y)^{2} \geq \varepsilon^{2} / 4$, one easily checks that the kernels in all the above integrals are bounded and have regularity $\mathscr{C}^{0, \alpha_{0}}$, so that $K^{\delta, \varepsilon}$ is compact and maps $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$ into $\mathscr{C}^{0, \alpha}\left(\Gamma_{1} \cap\{|X|<\varepsilon / 2\}\right)$, for any $0<\alpha<\alpha_{0}$. An even more direct argument works for $|X|>\varepsilon / 2$. We also note that the bounds on the kernels are uniform with respect to $0 \leq \delta \leq 1$. As a consequence, the operators $K^{\varepsilon, \delta}, 0 \leq \delta<1$ form a family of collectively compact operators.

## Appendix B

## Proof of Lemma 6

Recall that we assumed $\psi_{1}, \psi_{2}$ have regularity $\mathscr{C}^{0, \alpha_{0}}$ for some $0<\alpha_{0} \leq 1$. Let $\alpha<\alpha_{0}$ with $\nu=\alpha_{0}-\alpha>0$. Our construction of the auxiliairy functions $\psi_{1, \varepsilon}$ and $\psi_{2, \varepsilon}$ implies that the following bound holds

$$
\left\|\psi_{1, \varepsilon}\right\|_{1, \alpha},\left\|\psi_{2, \varepsilon}\right\|_{1, \alpha} \leq C \varepsilon^{\nu} .
$$

In this section, we show that $J^{\varepsilon, \delta}$ maps $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$ into $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$ for any $0<\alpha<\alpha_{0}$.
Given $s, x, \hat{x} \in \mathbb{R}$, we write henceforth

$$
\begin{align*}
& a=a(x)=\delta+\psi_{2, \varepsilon}(x)-\psi_{1, \varepsilon}(x) \\
& \hat{a}=a(\hat{x})=\delta+\psi_{2, \varepsilon}(\hat{x})-\psi_{1, \varepsilon}(\hat{x})  \tag{54}\\
& b=b(x, s)=\delta+\psi_{2, \varepsilon}(s+x)-\psi_{1, \varepsilon}(x) \\
& \hat{b}=b(\hat{x}, s)=\delta+\psi_{2, \varepsilon}(s+\hat{x})-\psi_{1, \varepsilon}(\hat{x}) .
\end{align*}
$$

## B.1. Preliminary estimates

We will repeatedly have to estimate differences such as

$$
|b-a|=\left|\psi_{2, \varepsilon}(s+x)-\psi_{2, \varepsilon}(x)\right| .
$$

The mean value theorem shows that for some $\theta$ between 0 and $s$

$$
\begin{align*}
|b-a| & =\left|\psi_{2, \varepsilon}^{\prime}(x+\theta)\right||s| \\
& \leq\left(\left|\psi_{2, \varepsilon}^{\prime}(x)\right|+\left|\psi_{2, \varepsilon}^{\prime}(x+\theta)-\psi_{2, \varepsilon}^{\prime}(x)\right|\right)|s| \\
& \leq\left(\left|\psi_{2, \varepsilon}^{\prime}(x)\right|+\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}|\theta|^{\alpha}\right)|s| \\
& \leq\left(\left|\psi_{2, \varepsilon}^{\prime}(x)\right|+\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}|s|^{\alpha}\right)|s| . \tag{55}
\end{align*}
$$

Alternatively, we may bound $|b-a|$ by

$$
\begin{equation*}
|b-a|=\left(\left|\psi_{2, \varepsilon}^{\prime}(s+x)\right|+\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}|s|^{\alpha}\right)|s| . \tag{56}
\end{equation*}
$$

Similar estimates can be derived for $|b-\hat{b}|$ : setting $d=|x-\hat{x}|$, we have for some $\theta$ between $x$ and $\hat{x}$

$$
\begin{aligned}
|b-\hat{b}| & =\left|\psi_{2, \varepsilon}^{\prime}(s+\theta)-\psi_{1, \varepsilon}^{\prime}(\theta)\right| d \\
& \leq\left(\left|\psi_{2, \varepsilon}^{\prime}(s+\hat{x})\right|+\left|\psi_{1, \varepsilon}^{\prime}(\hat{x})\right|+\left|\psi_{2, \varepsilon}^{\prime}(s+\theta)-\psi_{2, \varepsilon}^{\prime}(s+\hat{x})-\psi_{1, \varepsilon}^{\prime}(\theta)+\psi_{1, \varepsilon}^{\prime}(\hat{x})\right|\right) d \\
57) \quad & \leq\left(\left|\psi_{2, \varepsilon}^{\prime}(s+\hat{x})\right|+\left|\psi_{1, \varepsilon}^{\prime}(\hat{x})\right|+d^{\alpha}\left(| | \psi_{2, \varepsilon}^{\prime}\left\|_{0, \alpha}+\right\| \psi_{1, \varepsilon}^{\prime} \|_{0, \alpha}\right)\right) d .
\end{aligned}
$$

Similar estimates hold for $|a-\hat{a}|$ and $|\hat{b}-\hat{a}|$.
Recall also that $\phi(y)=E \varphi(y) \sqrt{1+\left[\psi_{2}^{\prime}(y)\right]^{2}}$ has support in $\left(-R_{0}, R_{0}\right)$. Thus, there exists $M>0$ such that for any $X \in \Gamma_{1}$ with first coordinate $x$, the function $s \longrightarrow \phi(s+x)$ is supported in $(-M, M)$.

Our analysis relies on the following lower bound on $\left|\psi_{1, \varepsilon}\right|,\left|\psi_{2, \varepsilon}\right|$ :
Proposition 2. - Suppose $0<\alpha \leq \alpha_{0}$. There exists a constant $C>0$, independent of $\varepsilon$, such that for any $x \in \mathbb{R}$,

$$
\begin{equation*}
\left|\psi_{i, \varepsilon}^{\prime}(x)\right| \leq C\left|\psi_{i, \varepsilon}(x)\right|^{\frac{\alpha}{1+\alpha}}, \quad i=1,2 . \tag{58}
\end{equation*}
$$

Proof. - We only focus on $\psi_{2}$, but the same arguments apply to $\psi_{1}$. Recall that we assume $\Gamma_{2}$ is strictly convex, and that $\psi_{2}$ is $C^{1, \alpha}$ and positive, vanishing only at 0 . The function $\psi_{2}$ is only defined in a neighborhood $\left(-\varepsilon_{0}, \varepsilon_{0}\right)$ around 0 . We may nevertheless extend it on the whole of $\mathbb{R}$, as a $\mathscr{C}^{1, \alpha}$ function that only vanishes at 0 and such that $\left\|\psi_{2}\right\|_{1, \alpha, \mathbb{R}} \leq 2\left\|\psi_{2}\right\|_{1, \alpha,\left(-\varepsilon_{0}, \varepsilon_{0}\right)}$. It follows that for any $x \in[-M, M]$ and for any $\theta \in \mathbb{R}$

$$
\psi_{2}(x+\theta) \leq \psi_{2}(x)+\psi_{2}^{\prime}(x) \theta+O\left(|\theta|^{1+\alpha}\right)
$$

so that for some constant $C>0$, independent of $\theta$.

$$
\psi_{2}(x)+\psi_{2}^{\prime}(x) \theta+C|\theta|^{1+\alpha} \geq 0 .
$$

As a function of $\theta$, the left-hand side of the above expression is minimal when $\theta_{0}=-\left(\frac{\psi_{2}^{\prime}(x)}{C(1+\alpha)}\right)^{1 / \alpha}$ if $\psi_{2}^{\prime}(x) \geq 0$, and when $\theta_{0}=\left(\frac{\left|\psi_{2}^{\prime}(x)\right|}{C(1+\alpha)}\right)^{1 / \alpha}$ if $\psi_{2}^{\prime}(x)<0$. In both cases, the positivity of $\psi_{2}$ yields (58) for the function $\psi_{2}$.

We note that (58) is therefore satisfied by $\psi_{2, \varepsilon}$ when $|x|<\varepsilon$. It is trivially satisfied when $|x|>2 \varepsilon$. Furthermore, when $\varepsilon \leq x \leq 2 \varepsilon$ one has

$$
\begin{aligned}
\left|\psi_{2, \varepsilon}(x)\right| & =2 \psi_{2}(\varepsilon)-\psi_{2}(2 \varepsilon-x) \geq \psi_{2}(2 \varepsilon-x) \\
& \geq C\left|\psi_{2}^{\prime}(2 \varepsilon-x)\right|^{\frac{1+\alpha}{\alpha}}=C\left|\psi_{2, \varepsilon}^{\prime}(x)\right|^{\frac{1+\alpha}{\alpha}} .
\end{aligned}
$$

Proposition 3. - For any $s, t \geq 0$ and for any $0 \leq \mu \leq 1$ we have

$$
s^{2}+t^{2} \geq s^{1+\mu} t^{1-\mu}
$$

Proof. - We may assume that $t>0$ and $\mu<1$. By homogeneity, it suffices to show that $g(s):=s^{2}-s^{1+\mu}+1 \geq 0$ for any $s \geq 0$. One easily checks that $g^{\prime}$ only vanishes at $s_{0}=\left(\frac{1+\mu}{2}\right)^{\frac{1}{1-\mu}}$ and that

$$
g\left(s_{0}\right)=\left(\frac{1+\mu}{2}\right)^{\frac{2}{1-\mu}}+1-\left(\frac{1+\mu}{2}\right)^{\frac{1+\mu}{1-\mu}}>0 .
$$

B.2. Uniform bound on $J^{\varepsilon, \delta}, \delta>0$ :

Let $\varphi \in \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$, and $X \in \Gamma_{1},|X| \leq R_{0}$, with first coordinate $x$. Let

$$
j_{\varepsilon, \delta}(s, x)=\left(\frac{b(x, s)-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+b(x, s)^{2}}-\frac{a(x)-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a(x)^{2}}\right)
$$

so that after the change of variable $s=y-x$,

$$
J^{\varepsilon, \delta} \varphi(X)=\int_{|s|<M} j_{\varepsilon, \delta}(s, x) \phi(s+x) .
$$

It follows that

$$
\begin{aligned}
\left|J^{\varepsilon, \delta} \varphi(X)\right| & \leq \int_{|s|<M}\left|\frac{b-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+b^{2}}-\frac{a-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a^{2}}\right|\|\phi\|_{0, \alpha} \\
& \leq\|\phi\|_{0, \alpha} \int_{|s|<M} \frac{|b-a|\left(s^{2}+|a b|+\left|s \psi_{1, \varepsilon}^{\prime}(x)\right||a+b|\right)}{\left(s^{2}+b^{2}\right)\left(s^{2}+a^{2}\right)} \\
& \leq C\|\phi\|_{0, \alpha} \int_{|s|<M} \frac{|b-a|}{s^{2}+a^{2}}+\frac{|b-a|}{s^{2}+b^{2}} .
\end{aligned}
$$

Recalling (55)-(56), and using Propositions 2 and 3, we see that

$$
\begin{aligned}
& \int_{|s|<M} \frac{|b-a|}{s^{2}+b^{2}}+\frac{|b-a|}{s^{2}+a^{2}} \\
& \leq \int_{|s|<M} \frac{|s|\left(\left|\psi_{2, \varepsilon}^{\prime}(s+x)\right|+s^{\alpha}| | \psi_{2, \varepsilon}^{\prime} \|_{0, \alpha}\right)}{s^{2}+b^{2}}+\frac{|s|\left(\left|\psi_{2, \varepsilon}^{\prime}(x)\right|+s^{\alpha}| | \psi_{2, \varepsilon}^{\prime} \|_{0, \alpha}\right)}{s^{2}+a^{2}} \\
& \leq C \int_{|s|<M} \frac{|s|\left|\psi_{2, \varepsilon}(s+x)\right|^{\frac{\alpha}{1+\alpha}}}{|s|^{1+\mu}\left|\psi_{2, \varepsilon}(s+x)+\delta\right|^{1-\mu}}+\frac{|s|\left|\psi_{2, \varepsilon}(x)\right|^{\frac{\alpha}{1+\alpha}}}{|s|^{1+\mu}\left|\psi_{2, \varepsilon}(x)+\delta\right|^{1-\mu}} \\
&+C\left\|\left.\psi_{2, \varepsilon}^{\prime}\left|\|_{0, \alpha} \int_{|s|<M}\right| s\right|^{\alpha-1} .\right.
\end{aligned}
$$

We choose $\mu$ such that $1 /(1+\alpha)<\mu<1$, and thus $\alpha /(1+\alpha)-(1-\mu)>0$, to obtain

$$
\begin{align*}
\int_{|s|<M} & \frac{|b-a|}{s^{2}+b^{2}}+\frac{|b-a|}{s^{2}+a^{2}} \\
& \leq C\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha} M^{\alpha}+C\left\|\psi_{2, \varepsilon}\right\|_{\infty}^{\frac{\alpha}{1+\alpha}-(1-\mu)} \int_{|s|<M}|s|^{-\mu} \\
& \leq C\left(\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha} M^{\alpha}+\left\|\psi_{2, \varepsilon}\right\| \|_{\infty}^{\frac{\alpha}{1+\alpha}-(1-\mu)} M^{1-\mu}\right) \leq C(\varepsilon), \tag{59}
\end{align*}
$$

where $C(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$, uniformly with respect to $\delta$, since $\left\|\psi_{2, \varepsilon}\right\|_{1, \alpha}=O\left(\varepsilon^{\nu}\right)$. Hence, recalling (25), we see that

$$
\begin{equation*}
\left|J^{\varepsilon, \delta} \varphi(X)\right| \leq C(\varepsilon)\|\varphi\|_{0, \alpha} \tag{60}
\end{equation*}
$$

where $C(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$, uniformly with respect to $\delta$ (and $X$ ).
B.3. Hölder continuity of $J^{\varepsilon, \delta}, \delta>0$

Let $X, \hat{X} \in \Gamma_{1} \cap B\left(0, R_{0}\right)$, with respective abcissae $x, \hat{x}$ and set

$$
\begin{equation*}
d=|x-\hat{x}| \leq|X-\hat{X}| \tag{61}
\end{equation*}
$$

Using the notations of the previous section, we form

$$
\begin{aligned}
& J^{\varepsilon, \delta} \varphi(X)-J^{\varepsilon, \delta} \varphi(\hat{X}) \\
&= \int_{|s|<M}\left(\frac{b-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+b^{2}}-\frac{a-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a^{2}}\right)[\phi(s+x)-\phi(s+\hat{x})] \\
&+\int_{|s|<M}\left(j_{\varepsilon, \delta}(s, x)-j_{\varepsilon, \delta}(s, \hat{x})\right)[\phi(s+\hat{x})-\phi(\hat{x})] \\
&+\phi(\hat{x}) \int_{|s|<M}\left(\frac{b-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+b^{2}}-\frac{a-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a^{2}}-\frac{\hat{b}-s \psi_{1, \varepsilon}^{\prime}(\hat{x})}{s^{2}+\hat{b}^{2}}+\frac{\hat{a}-s \psi_{1, \varepsilon}^{\prime}(\hat{x})}{s^{2}+\hat{a}^{2}}\right) \\
&(62)= R_{1}+R_{2}+R_{3} .
\end{aligned}
$$

B.3.1. Control of $R_{1}$. - Using (55), it follows that

$$
\begin{aligned}
\left|R_{1}\right| & =\left|\int_{|s|<M}\left(\frac{b-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+b^{2}}-\frac{a-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a^{2}}\right)[\phi(s+x)-\phi(s+\hat{x})] d s\right| \\
& \leq \int_{|s|<M} \frac{|b-a|\left(s^{2}+|a b|+\left|s(a+b) \psi_{1, \varepsilon}^{\prime}(x)\right|\right)}{\left(s^{2}+a^{2}\right)\left(s^{2}+b^{2}\right)}\|\phi\|_{0, \alpha} d^{\alpha} \\
& \leq C\|\phi\|_{0, \alpha} d^{\alpha} \int_{|s|<M} \frac{|b-a|}{s^{2}+b^{2}}+\frac{|b-a|}{s^{2}+a^{2}}
\end{aligned}
$$

and we conclude from (59) that

$$
\begin{equation*}
\left|R_{1}\right| \leq C(\varepsilon)\|\phi\|_{0, \alpha} d^{a} \tag{63}
\end{equation*}
$$

with $C(\varepsilon) \rightarrow 0$ when $\varepsilon \rightarrow 0$, uniformly in $\delta$ (and $X, \hat{X}$ ).
B.3.2. Control of $R_{2}$. - We rewrite $R_{2}$ as

$$
\begin{align*}
R_{2}= & \int_{|s|<d}\left(\frac{b-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+b^{2}}-\frac{a-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a^{2}}\right)[\phi(s+\hat{x})-\phi(\hat{x})] \\
& -\int_{|s|<d}\left(\frac{\hat{b}-s \psi_{1, \varepsilon}^{\prime}(\hat{x})}{s^{2}+\hat{b}^{2}}-\frac{\hat{a}-s \psi_{1, \varepsilon}^{\prime}(\hat{x})}{s^{2}+\hat{a}^{2}}\right)[\phi(s+\hat{x})-\phi(\hat{x})] \\
& +\int_{d<|s|<M}\left(\frac{b-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+b^{2}}-\frac{\hat{b}-s \psi_{1, \varepsilon}^{\prime}(\hat{x})}{s^{2}+\hat{b}^{2}}\right)[\phi(s+\hat{x})-\phi(\hat{x})] \\
& -\int_{d<|s|<M}\left(\frac{a-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a^{2}}-\frac{\hat{a}-s \psi_{1, \varepsilon}^{\prime}(\hat{x})}{s^{2}+\hat{a}^{2}}\right)[\phi(s+\hat{x})-\phi(\hat{x})] \\
= & S_{1}+S_{2}+S_{3}+S_{4} . \tag{64}
\end{align*}
$$

The first term can be estimated by

$$
\begin{align*}
\left|S_{1}\right| & \leq C \int_{|s|<d}\left(\frac{|b-a|}{s^{2}+b^{2}}+\frac{|b-a|}{s^{2}+a^{2}}\right)|s|^{\alpha}\|\phi\|_{0, \alpha} \\
& \leq\|\phi\|_{0, \alpha} \int_{|s|<d}\left(\frac{|s|\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}}{s^{2}+b^{2}}+\frac{|s|\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}}{s^{2}+a^{2}}\right)|s|^{\alpha} \\
& \leq C\|\phi\|_{0, \alpha}\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha} \int_{|s|<d}|s|^{\alpha-1} \\
& \leq C\|\phi\|_{0, \alpha}\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha} d^{\alpha} . \tag{65}
\end{align*}
$$

The same estimate holds for $S_{2}$.
Concerning $S_{3}$, we can rewrite the term in parentheses in the integrand as

$$
\begin{aligned}
& \frac{(b-\hat{b})\left(s^{2}-b \hat{b}\right)}{\left(s^{2}+b^{2}\right)\left(s^{2}+\hat{b}^{2}\right)}+\frac{s^{3}\left(\psi_{1, \varepsilon}^{\prime}(\hat{x})-\psi_{1, \varepsilon}^{\prime}(x)\right)}{\left(s^{2}+b^{2}\right)\left(s^{2}+\hat{b}^{2}\right)} \\
&+\frac{s b^{2}\left(\psi_{1, \varepsilon}^{\prime}(\hat{x})-\psi_{1, \varepsilon}^{\prime}(x)\right)+s \psi_{1, \varepsilon}^{\prime}(x)(b-\hat{b})(b+\hat{b})}{\left(s^{2}+b^{2}\right)\left(s^{2}+\hat{b}^{2}\right)}
\end{aligned}
$$

The estimate (57) then shows that

$$
\begin{align*}
\left|S_{3}\right| \leq & \int_{d<|s|<M} \frac{|b-\hat{b}|}{s^{2}+\min (b, \hat{b})^{2}}|s|^{\alpha}\|\phi\|_{0, \alpha}+\int_{d<|s|<M} 2 \frac{|s|^{1+\alpha}\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \alpha} d^{\alpha}}{s^{2}}\|\phi\|_{0, \alpha} \\
& +\int_{d<|s|<M} \frac{\left\|\psi_{1, \varepsilon}^{\prime}\right\| \|_{\infty}|b-\hat{b}|}{s^{2}+\min (b, \hat{b})^{2}}|s|^{\alpha}\|\mid \phi\|_{0, \alpha} \\
\leq & C\|\phi\|_{0, \alpha} \int_{d<|s|<M}\left(1+\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{\infty}\right) \frac{\left(\left\|\psi_{2, \varepsilon}^{\prime}\right\|\left\|_{0, \alpha}+\right\| \psi_{1, \varepsilon}^{\prime} \|_{0, \alpha}\right) d}{s^{2}}|s|^{\alpha} \\
& +C\|\phi\|_{0, \alpha} \int_{d<|s|<M}\left\|\psi_{1, \varepsilon}^{\prime}\right\| \|_{0, \alpha} d^{\alpha}|s|^{\alpha-1} \\
\leq & C\|\phi\|_{0, \alpha}\left(1+\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{\infty}\right)\left(\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}+\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \alpha}\right)\left(d \int_{d<s<M} s^{\alpha-2}+M^{\alpha} d^{\alpha}\right) \\
56) \leq & C\|\phi\|_{0, \alpha}\left(1+\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{\infty}\right)\left(\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}+\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \alpha}\right) d^{\alpha} . \tag{66}
\end{align*}
$$

The same argument yields a similar estimate for $S_{4}$. In summary we obtain

$$
\begin{equation*}
\left|R_{2}\right| \leq C \varepsilon^{\nu}\|\phi\|_{0, \alpha} d^{\alpha}, \quad \nu=\alpha_{0}-\alpha . \tag{67}
\end{equation*}
$$

B.3.3. Control of $R_{3}$. - The term $R_{3}$ is the most singular in (62). We rewrite it as $\phi(\hat{x}) R_{3}^{\prime}$ with

$$
\begin{aligned}
R_{3}^{\prime} & =\int_{|s|<M}\left(\frac{b-s \psi_{2, \varepsilon}^{\prime}(s+x)}{s^{2}+b^{2}}-\frac{\hat{b}-s \psi_{2, \varepsilon}^{\prime}(s+\hat{x})}{s^{2}+\hat{b}^{2}}\right) \\
& -\int_{|s|<M}\left(\frac{a}{s^{2}+a^{2}}-\frac{\hat{a}}{s^{2}+\hat{a}^{2}}\right)
\end{aligned}
$$

$$
\begin{align*}
& +\int_{|s|<M}\left(\frac{s\left(\psi_{2, \varepsilon}^{\prime}(s+x)-\psi_{1, \varepsilon}^{\prime}(x)\right)}{s^{2}+b^{2}}-\frac{s\left(\psi_{2, \varepsilon}^{\prime}(s+\hat{x})-\psi_{1, \varepsilon}^{\prime}(\hat{x})\right)}{s^{2}+\hat{b}^{2}}\right) \\
& +\int_{|s|<M}\left(\frac{s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a^{2}}-\frac{s \psi_{1, \varepsilon}^{\prime}(\hat{x})}{s^{2}+\hat{a}^{2}}\right) d s \\
& =: T_{1}+T_{2}+T_{3}+T_{4} . \tag{68}
\end{align*}
$$

Noting that $\psi_{2, \varepsilon}^{\prime}(s+x)=\partial_{s} b$ the first term can be integrated explicitely to obtain

$$
T_{1}=\left[\arctan \left(\frac{s}{b(s, x)}\right)-\arctan \left(\frac{s}{b(s, \hat{x})}\right)\right]_{-M}^{M} .
$$

The mean value theorem shows that

$$
\begin{align*}
\left|\arctan \left(\frac{M}{b(M, x)}\right)-\arctan \left(\frac{M}{b(M, \hat{x})}\right)\right| & \leq \frac{M\left(\left|\psi_{2, \varepsilon}^{\prime}(M+\theta)\right|+\left|\psi_{1, \varepsilon}^{\prime}(\theta)\right|\right)}{M^{2}+b(M, \theta)^{2}}|x-\hat{x}| \\
& \leq C\left(| | \psi_{1, \varepsilon}^{\prime}\left\|_{0, \alpha}+\right\| \psi_{2, \varepsilon}^{\prime} \|_{0, \alpha}\right) d, \tag{69}
\end{align*}
$$

and similarly with $M$ replaced by $-M$. It follows that

$$
\begin{equation*}
\left|T_{1}\right| \leq C(\varepsilon) d \tag{70}
\end{equation*}
$$

where $C(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$, uniformly in $\delta$.
The term $T_{2}$ can be treated in the same fashion. Note also, that as $\frac{s}{s^{2}+a^{2}}$ is an odd function of $s, T_{4}=0$.

Finally, we decompose $T_{3}$ as follows:

$$
\begin{align*}
T_{3}= & \int_{d<|s|<M} \frac{s\left[\psi_{2, \varepsilon}^{\prime}(s+x)-\psi_{1, \varepsilon}^{\prime}(x)-\psi_{2, \varepsilon}^{\prime}(s+\hat{x})+\psi_{1, \varepsilon}^{\prime}(\hat{x})\right]}{s^{2}+b^{2}} \\
& +\int_{d<|s|<M} s\left[\psi_{2, \varepsilon}^{\prime}(s+\hat{x})-\psi_{1, \varepsilon}^{\prime}(\hat{x})\right]\left(\frac{1}{s^{2}+b^{2}}-\frac{1}{s^{2}+\hat{b}^{2}}\right) \\
& +\int_{|s|<d} \frac{s\left[\psi_{2, \varepsilon}^{\prime}(s+x)-\psi_{1, \varepsilon}^{\prime}(x)\right]}{s^{2}+b^{2}}-\int_{|s|<d} \frac{s\left[\psi_{2, \varepsilon}^{\prime}(s+\hat{x})-\psi_{1, \varepsilon}^{\prime}(\hat{x})\right]}{s^{2}+\hat{b}^{2}} \\
= & U_{1}+U_{2}+U_{3}+U_{4} . \tag{71}
\end{align*}
$$

Estimate for $U_{1}$. - The fact that $\psi_{1, \varepsilon}^{\prime}$ and $\psi_{2, \varepsilon}^{\prime}$ are $\mathscr{C}^{0, \beta}$ for any $\alpha<\beta \leq \alpha_{0}$ gives

$$
\begin{aligned}
\left|U_{1}\right| & \leq d^{\beta}\left(\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \beta}+\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \beta}\right) \int_{d<|s|<M} \frac{|s|}{s^{2}+\left(\psi_{1, \varepsilon}(x)-\delta\right)^{2}} \\
& \leq d^{\beta}\left(\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \beta}+\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \beta}\right)\left[\ln \left(s^{2}+\left(\psi_{1, \varepsilon}(x)-\delta\right)^{2}\right)\right]_{d}^{M} \\
& \leq C d^{\beta}\left(\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \beta}+\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \beta}\right)\left|\ln \left(d^{2}\right)\right|,
\end{aligned}
$$

for $d$ sufficiently small. Thus, we have

$$
\begin{align*}
\left|U_{1}\right| & \leq C\left(\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \beta}+\left\|\psi_{2, \varepsilon}^{\prime}\right\| \|_{0, \beta}\right) d^{\beta}|\ln (d)| \\
& \leq C \varepsilon^{\alpha_{0}-\beta} d^{\alpha}, \tag{72}
\end{align*}
$$

for any $\alpha<\beta \leq \alpha_{0}$. This shows that

$$
\left|U_{1}\right| \leq C \varepsilon^{\nu} d^{\alpha}
$$

for any $0<\nu<\alpha_{0}-\alpha$, where $C$ is independent of $\varepsilon, d$ and $\delta$.

Estimate for $U_{2}$. - To estimate $U_{2}$ we proceed as follows:

$$
\begin{aligned}
\left|U_{2}\right| \leq & \int_{d<|s|<M}|s|\left|\psi_{2, \varepsilon}^{\prime}(s+\hat{x})-\psi_{1, \varepsilon}^{\prime}(\hat{x})\right| \frac{|b-\hat{b}||b+\hat{b}|}{\left(s^{2}+b^{2}\right)\left(s^{2}+\hat{b}^{2}\right)} \\
\leq & \int_{d<|s|<M}\left|\psi_{2, \varepsilon}^{\prime}(s+\hat{x})-\psi_{1, \varepsilon}^{\prime}(\hat{x})\right|\left(\frac{|b-\hat{b}|}{s^{2}+\hat{b}^{2}}+\frac{|b-\hat{b}|}{s^{2}+b^{2}}\right) \\
\leq & \int_{d<|s|<M}\left|\psi_{2, \varepsilon}^{\prime}(s+\hat{x})-\psi_{1, \varepsilon}^{\prime}(\hat{x})\right| \frac{|b-\hat{b}|}{s^{2}+\hat{b}^{2}} \\
& +\int_{d<|s|<M}\left|\psi_{2, \varepsilon}^{\prime}(s+x)-\psi_{1, \varepsilon}^{\prime}(x)\right| \frac{|b-\hat{b}|}{s^{2}+b^{2}} \\
& +\int_{d<|s|<M}\left|\psi_{2, \varepsilon}^{\prime}(s+\hat{x})-\psi_{1, \varepsilon}^{\prime}(\hat{x})-\psi_{2, \varepsilon}^{\prime}(s+x)+\psi_{1, \varepsilon}^{\prime}(x)\right| \frac{|b-\hat{b}|}{s^{2}+b^{2}} .
\end{aligned}
$$

Recalling (57) we obtain

$$
\begin{aligned}
\left|U_{2}\right| \leq & \int_{d<|s|<M}\left|\psi_{2, \varepsilon}^{\prime}(s+\hat{x})-\psi_{1, \varepsilon}^{\prime}(\hat{x})\right| \frac{d\left(\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \alpha}+\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}\right) d^{\alpha}}{s^{2}+\hat{b}^{2}} \\
& +\int_{d<|s|<M}\left|\psi_{2, \varepsilon}^{\prime}(s+\hat{x})-\psi_{1, \varepsilon}^{\prime}(\hat{x})\right| \frac{d\left(\left|\psi_{2, \varepsilon}^{\prime}(s+\hat{x})\right|+\left|\psi_{1, \varepsilon}^{\prime}(\hat{x})\right|\right)}{s^{2}+\hat{b}^{2}} \\
& +\int_{d<|s|<M}\left|\psi_{2, \varepsilon}^{\prime}(s+x)-\psi_{1, \varepsilon}^{\prime}(x)\right| \frac{d\left(\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \alpha}+\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}\right) d^{\alpha}}{s^{2}+b^{2}} \\
& +\int_{d<|s|<M}\left|\psi_{2, \varepsilon}^{\prime}(s+x)-\psi_{1, \varepsilon}^{\prime}(x)\right| \frac{d\left(\left|\psi_{2, \varepsilon}^{\prime}(s+\hat{x})\right|+\left|\psi_{1, \varepsilon}^{\prime}(\hat{x})\right|\right)}{s^{2}+b^{2}} \\
& +\int_{d<|s|<M}\left(\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}+\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \alpha}\right)^{2} \frac{d^{\alpha+1}}{s^{2}+b^{2}} \\
= & V_{1}+V_{2}+V_{3}+V_{4}+V_{5} .
\end{aligned}
$$

The first term can be estimated by

$$
\begin{aligned}
V_{1} & \leq C\left(\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \alpha}+\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}\right)^{2} d^{1+\alpha} \int_{d<s<M} s^{-2} \\
& \leq C\left(\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \alpha}+\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}\right)^{2} d^{\alpha} .
\end{aligned}
$$

We easily obtain a similar estimate for $V_{3}$ and $V_{5}$.
To control $V_{2}$, we use once again Propositions 2 and 3

$$
\begin{aligned}
V_{2} & \leq C \int_{d<s<M} \frac{d\left(\left|\psi_{2, \varepsilon}^{\prime}(s+\hat{x})\right|^{2}+\left|\psi_{1, \varepsilon}^{\prime}(\hat{x})\right|^{2}\right)}{s^{2}+\hat{b}^{2}} \\
& \leq C d \int_{d<s<M} \frac{\max \left(\left|\psi_{2, \varepsilon}(s+\hat{x})\right|,\left|\psi_{1, \varepsilon}(\hat{x})\right|\right)^{\frac{2 \alpha}{1+\alpha}}}{s^{1+\mu} \hat{b}^{1-\mu}}
\end{aligned}
$$

Choosing $1-\mu=\alpha$ yields

$$
\begin{aligned}
\frac{\max \left(\left|\psi_{2, \varepsilon}(s+\hat{x})\right|,\left.\left|\psi_{1, \varepsilon}(\hat{x})\right|\right|^{\frac{2 \alpha}{1+\alpha}}\right.}{s^{1+\mu} \hat{b}^{1-\mu}} & \leq \max \left(\left|\psi_{2, \varepsilon}(s+\hat{x})\right|,\left|\psi_{1, \varepsilon}(\hat{x})\right|\right)^{\left[\frac{2 \alpha}{1+\alpha}-(1-\mu)\right]} s^{\alpha-2} \\
& \leq\left(\left\|\psi_{1, \varepsilon}\right\|_{0, \alpha}+\left\|\psi_{2, \varepsilon}\right\| \|_{0, \alpha}\right)^{\frac{\alpha(1-\alpha)}{1+\alpha}} s^{\alpha-2} .
\end{aligned}
$$

From (24), it follows that $V_{2} \leq C(\varepsilon) d^{\alpha}$. The same argument applies to $V_{4}$. In summary we conclude that

$$
\begin{equation*}
\left|U_{2}\right| \leq C(\varepsilon) d^{\alpha} \tag{73}
\end{equation*}
$$

where $C(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$, uniformly in $\delta$.
Estimates for $U_{3}$ and $U_{4}$. - Both terms can be treated in the same fashion. We only present the case of $U_{3}$. Using the fact that $\int_{|s|<d} \frac{s}{s^{2}+a^{2}}=0$, we have

$$
\begin{aligned}
U_{3} & =\int_{|s|<d} \frac{s\left[\psi_{2, \varepsilon}^{\prime}(s+x)-\psi_{1, \varepsilon}^{\prime}(x)\right]}{s^{2}+b^{2}} \\
& =\int_{|s|<d} \frac{s\left[\psi_{2, \varepsilon}^{\prime}(s+x)-\psi_{2, \varepsilon}^{\prime}(x)\right]}{s^{2}+b^{2}}+\left[\psi_{2, \varepsilon}^{\prime}(x)-\psi_{1, \varepsilon}^{\prime}(x)\right] \int_{|s|<d}\left(\frac{s}{s^{2}+b^{2}}-\frac{s}{s^{2}+a^{2}}\right) \\
& =: W_{1}+W_{2} .
\end{aligned}
$$

The first term can be estimated by

$$
\left|W_{1}\right| \leq C \int_{0<s<d} \frac{s^{1+\alpha} \mid\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}}{s^{2}} \leq C\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha} d^{\alpha}
$$

As for the other term, we have by (55)-(56)

$$
\begin{aligned}
\left|W_{2}\right| \leq & \left|\psi_{2, \varepsilon}^{\prime}(x)-\psi_{1, \varepsilon}^{\prime}(x)\right| \int_{|s|<d} \frac{|b-a||s||a+b|}{\left(s^{2}+a^{2}\right)\left(s^{2}+b^{2}\right)} \\
\leq & \left|\psi_{2, \varepsilon}^{\prime}(x)-\psi_{1, \varepsilon}^{\prime}(x)\right| \int_{|s|<d} \frac{|b-a|}{s^{2}+a^{2}} \\
& +\int_{|s|<d}\left|\psi_{2, \varepsilon}^{\prime}(s+x)-\psi_{1, \varepsilon}^{\prime}(x)\right| \frac{|b-a|}{s^{2}+b^{2}} \\
& +\int_{|s|<d}\left|\psi_{2, \varepsilon}^{\prime}(s+x)-\psi_{2, \varepsilon}^{\prime}(x)\right| \frac{|b-a|}{s^{2}+b^{2}} \\
\leq & \left|\psi_{2, \varepsilon}^{\prime}(x)-\psi_{1, \varepsilon}^{\prime}(x)\right| \int_{0<s<d} \frac{\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha} s^{1+\alpha}+s\left|\psi_{2, \varepsilon}^{\prime}(x)\right|}{s^{2}+a^{2}} \\
& +\int_{0<s<d}\left|\psi_{2, \varepsilon}^{\prime}(s+x)-\psi_{1, \varepsilon}^{\prime}(x)\right| \frac{\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha} s^{1+\alpha}+s\left|\psi_{2, \varepsilon}^{\prime}(s+x)\right|}{s^{2}+b^{2}} \\
& +\int_{0<s<d}\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha} s^{\alpha} \frac{s\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}}{s^{2}+b^{2}} \\
\leq & C\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}^{2} \int_{0<s<d}^{s^{\alpha-1}} \\
& +C \int_{0<s<d} \frac{s \max \left(\left|\psi_{1, \varepsilon}^{\prime}(x)\right|,\left|\psi_{2, \varepsilon}^{\prime}(x)\right|\right)^{2}}{s^{2}+a^{2}} \\
& +C \int_{0<s<d} \frac{s \max \left(\left|\psi_{1, \varepsilon}^{\prime}(x)\right|,\left|\psi_{2, \varepsilon}^{\prime}(s+x)\right|\right)^{2}}{s^{2}+b^{2}}
\end{aligned}
$$

$$
\begin{aligned}
\leq & C\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}^{2} d^{\alpha}+C \int_{0<s<d} \frac{s \max \left(\left|\psi_{1, \varepsilon}(x)\right|,\left|\psi_{2, \varepsilon}(x)\right|\right)^{\frac{2 \alpha}{1+\alpha}}}{s^{1+\mu} a^{1-\mu}} \\
& +C \int_{0<s<d} \frac{s \max \left(\left|\psi_{1, \varepsilon}(x)\right|,\left|\psi_{2, \varepsilon}(s+x)\right|\right)^{\frac{2 \alpha}{1+\alpha}}}{s^{1+\mu} b^{1-\mu}}
\end{aligned}
$$

Choosing again $1-\mu=\alpha$ yields

$$
\left|W_{2}\right| \leq C\left(\left\|\psi_{2, \varepsilon}^{\prime}\right\|_{0, \alpha}^{2}+\max \left(\left\|\psi_{1, \varepsilon}\right\|_{0, \alpha},\left\|\psi_{2, \varepsilon}\right\|_{0, \alpha}\right)^{\frac{\alpha(1-\alpha)}{1+\alpha}}\right) d^{\alpha}
$$

It follows that

$$
\begin{equation*}
\left|U_{3}\right| \leq C(\varepsilon) d^{\alpha} \tag{74}
\end{equation*}
$$

where $C(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$, uniformly in $\delta$. By a combination of (68)-(74) it now follows that

$$
\begin{equation*}
\left|R_{3}\right| \leq C(\varepsilon) d^{\alpha} \tag{75}
\end{equation*}
$$

where $C(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$, unifomly in $\delta$.
B.3.4. End of the proof of Lemma 6: Hölder continuity of $J^{\varepsilon, \delta}$ for $\delta>0$. - Collecting the estimates (60), (62), (63), (67) and (75), we obtain that for any $\alpha<\alpha_{0}$, for any $\varphi \in \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$, and for any $X, \hat{X} \in \Gamma_{1},|X|,|\hat{X}| \leq R_{0}$,

$$
\begin{cases}\left|J_{\varepsilon, \delta} \varphi(X)\right| & \leq C(\varepsilon) \\ \left|J_{\varepsilon, \delta}(X)-J_{\varepsilon, \delta}(\hat{X})\right| \leq C(\varepsilon) d^{\alpha}\end{cases}
$$

where $\lim _{\varepsilon \rightarrow 0} C(\varepsilon)=0$, uniformly with respect to $\delta$. Lemma 6 , for $\delta>0$, follows immediately.

## B.4. Lemma 6, the case $\delta=0$

Recall that for $X \in \Gamma_{1} \cap B\left(0, R_{0}\right), J^{\varepsilon, 0} \varphi$ has the form

$$
J^{\varepsilon, 0} \varphi(X)= \begin{cases}\int_{|s|<M}\left(\frac{b_{0}-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+b_{0}^{2}}-\frac{a_{0}-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a_{0}^{2}}\right) \phi(s+x) & \text { if } X \neq 0 \\ \int_{|s|<M} \frac{\psi_{2, \varepsilon}(s)}{s^{2}+\psi_{2, \varepsilon}(s)^{2}} \phi(s) \quad \text { if } X=0\end{cases}
$$

where $a_{0}=\psi_{2, \varepsilon}(x)-\psi_{1, \varepsilon}(x), b_{0}=\psi_{2, \varepsilon}(s+x)-\psi_{1, \varepsilon}(x)$. When $X \neq 0$, the estimates of Section B. 2 remain valid, since the denominators of the kernel are always greater than $\left|\psi_{1, \varepsilon}(x)\right|>0$. When $X=0$, we have

$$
\begin{aligned}
\left|J^{\varepsilon, 0} \varphi(0)\right| & \leq \int_{|s|<M} \frac{\left\|\psi_{2, \varepsilon}\right\|_{1, \alpha}|s|^{1+\alpha}}{s^{2}}\|\phi\|_{\infty} \\
& \leq\left\|\psi_{2, \varepsilon}\right\|_{1, \alpha}\|\phi\|_{\infty} M^{\alpha} \leq C \varepsilon^{\nu}\|\phi\|_{\infty}
\end{aligned}
$$

It follows that

$$
\left\|J^{\varepsilon, 0} \varphi\right\|_{L^{\infty}\left(\Gamma_{1} \cap B\left(0, R_{0}\right)\right)} \leq C(\varepsilon)\|\varphi\|_{0, \alpha}
$$

where $\lim _{\varepsilon \rightarrow 0} C(\varepsilon)=0$.
As for Hölder estimates, when both $X$ and $\hat{X}$ are different from 0 , the quantities $\left|J^{\varepsilon, 0} \varphi(X)-J^{\varepsilon, 0} \varphi(\hat{X})\right|$ can be estimated exactly as in B.3, again because the denominators of all the kernels involved in these estimates never vanish. Therefore, we only need to examine $\left|J^{\varepsilon, 0} \varphi(X)-J^{\varepsilon, 0} \varphi(0)\right|$ when $X \neq 0$.

A careful analysis of the previous estimates shows that only the terms $S_{2}$ in Section B.3.2 and $T_{1}+T_{2}$ in Section B.3.3 require a modified treatment compared to the case $\delta>0$. Indeed, we only used the fact that the denominators in the integrands are greater than $s^{2}$ to control the terms $S_{3}, S_{4}$ and $T_{3}$.

The term $S_{2}$. - When $\hat{X}=0$, this term reduces to (see (64))

$$
S_{2}=-\int_{|s|<d} \frac{\psi_{2, \varepsilon}(s)}{s^{2}+\psi_{2, \varepsilon}(s)^{2}}[\phi(s)-\phi(0)]
$$

(here $d=|x|$ ) which can be bounded by

$$
\begin{aligned}
\left|S_{2}\right| & \leq\|\phi\|_{0, \alpha} \int_{|s|<d} \frac{s^{\alpha}\left|\psi_{2, \varepsilon}(s)-\psi_{2, \varepsilon}(0)\right|}{s^{2}+\psi_{2, \varepsilon}(s)^{2}} \\
& \leq\|\phi\|_{0, \alpha}\left\|\psi_{2, \varepsilon}\right\|_{1,0} \int_{|s|<d} s^{\alpha-1} \\
& \leq C(\varepsilon)\|\phi\|_{0, \alpha} d^{\alpha} .
\end{aligned}
$$

The term $T_{1}+T_{2}$. When $\hat{X}=0$, this expression reduces to

$$
T_{1}+T_{2}=\int_{|s|<M} \frac{b_{0}-s \psi_{2, \varepsilon}^{\prime}(s+x)}{s^{2}+b_{0}^{2}}-\frac{\psi_{2, \varepsilon}(s)-s \psi_{2, \varepsilon}^{\prime}(s)}{s^{2}+\psi_{2, \varepsilon}^{2}(s)}-\frac{a_{0}}{s^{2}+a_{0}^{2}}
$$

Note that since $\psi_{2, \varepsilon}(s)=O\left(s^{1+\alpha}\right)$, and $\psi_{2, \varepsilon}^{\prime}(s)=O\left(s^{\alpha}\right)$, the second term is integrable with an integral equal to

$$
\begin{aligned}
& \lim _{\rho \rightarrow 0} \int_{\rho}^{M} \frac{\psi_{2, \varepsilon}(s)-s \psi_{2, \varepsilon}^{\prime}(s)}{s^{2}+\psi_{2, \varepsilon}^{2}(s)}+\int_{-M}^{-\rho} \frac{\psi_{2, \varepsilon}(s)-s \psi_{2, \varepsilon}^{\prime}(s)}{s^{2}+\psi_{2, \varepsilon}^{2}(s)} \\
& =\lim _{\rho \rightarrow 0}\left[\arctan \left(\frac{M}{\psi_{2, \varepsilon}(M)}\right)-\arctan \left(\frac{\rho}{\psi_{2, \varepsilon}(\rho)}\right)-\arctan \left(\frac{-M}{\psi_{2, \varepsilon}(-M)}\right)+\arctan \left(\frac{-\rho}{\psi_{2, \varepsilon}(-\rho)}\right)\right] \\
& =\arctan \left(\frac{M}{\psi_{2, \varepsilon}(M)}\right)-\arctan \left(\frac{-M}{\psi_{2, \varepsilon}(-M)}\right)-\pi .
\end{aligned}
$$

It now follows that

$$
\begin{aligned}
T_{1}+T_{2}= & {\left[\arctan \left(\frac{M}{b_{0}(x, M)}\right)-\arctan \left(\frac{M}{\psi_{2, \varepsilon}(M)}\right)\right] } \\
& -\left[\arctan \left(\frac{-M}{b_{0}(x,-M)}\right)-\arctan \left(\frac{-M}{\psi_{2, \varepsilon}(-M)}\right)\right] \\
& -\left[\arctan \left(\frac{M}{a_{0}}\right)-\arctan \left(\frac{-M}{a_{0}}\right)\right]+\pi .
\end{aligned}
$$

Arguing as in (69), the absolute value of the first two terms are easily bounded by $C(\varepsilon)|x|$. As for the last terms, one has

$$
\left|\mp \arctan \left(\frac{ \pm M}{a_{0}}\right)+\frac{\pi}{2}\right| \leq \frac{a_{0}}{M} \leq C\left\|\psi_{2, \varepsilon}-\psi_{1, \varepsilon}\right\|_{1, \alpha}|x|^{1+\alpha} .
$$

It follows that $\left|T_{1}+T_{2}\right| \leq C(\varepsilon)|x|$, and Lemma 6 also holds in the case $\delta=0$.

## Appendix C

## Proof of Lemma 7

We first note that due to (25), and since Supp $\chi \subset B\left(0, R_{0}\right),\|\chi\|_{\infty} \leq 1,\left\|\chi^{\prime}\right\|_{\infty} \leq \varepsilon_{0}$ and $\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \alpha} \leq \varepsilon^{\nu}$ (which can be made smaller than $\varepsilon_{0}$ by taking $\varepsilon$ sufficiently small), we only need to show that
(76) max $\left[\sup _{|X| \leq R_{0}}\left|I_{2}^{\varepsilon, \delta} \varphi(X)\right|, \sup _{|X|,|\hat{X}| \leq R_{0}} \frac{\left|I_{2}^{\varepsilon, \delta} \varphi(X)-I_{2}^{\varepsilon, \delta} \varphi(\hat{X})\right|}{|X-\hat{X}|^{\alpha}}\right] \leq \pi(1+C(\varepsilon))\|\phi\|_{0, \alpha}$.

## C.1. The case $\delta>0$

For $X, \hat{X} \in \Gamma_{1} \cap B\left(0, R_{0}\right)$ with abcissae $x$ and $\hat{x}$, we split the expression of $I_{2}^{\varepsilon, \delta}$ as $\mathscr{I}_{2}-\mathcal{I}_{1}$ with

$$
\begin{aligned}
& \mathcal{I}_{1}(x)=\int_{-R_{0}}^{R_{0}} \frac{\psi_{1, \varepsilon}^{\prime}(x)(y-x)}{(x-y)^{2}+\left(\delta+\psi_{2, \varepsilon}(x)-\psi_{1, \varepsilon}(x)\right)^{2}} \phi(y) d y, \\
& \mathcal{I}_{2}(x)=\int_{-R_{0}}^{R_{0}} \frac{\left(\delta+\psi_{2, \varepsilon}(x)-\psi_{1, \varepsilon}(x)\right)}{(x-y)^{2}+\left(\delta+\psi_{2, \varepsilon}(x)-\psi_{1, \varepsilon}(x)\right)^{2}} \phi(y) d y,
\end{aligned}
$$

and next estimate the $L^{\infty}$ and Hölder semi-norm of these two operators.
$L^{\infty}$ estimate of $\mathcal{I}_{1}$. - Since $\phi$ has compact support, changing variables to $s=y-x$ yields

$$
\left|\mathscr{I}_{1}(x)\right|=\left|\int_{\mathbb{R}} \frac{s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a^{2}} \phi(s+x) d s\right| .
$$

Noting that $\frac{s}{s^{2}+a^{2}}$ is an odd function of $s$, we see that

$$
\begin{align*}
\left|\mathcal{I}_{1}(x)\right| & =\left|\int_{\mathbb{R}} \frac{s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a^{2}}(\phi(s+x)-\phi(x)) d s\right| \\
& \leq\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{\infty} \int_{0<s \leq M} \frac{s^{1+\alpha}\|\phi\|_{0, \alpha}}{s^{2}+a^{2}} d s \\
& \leq C \varepsilon^{\nu}\|\phi\|_{0, \alpha}, \tag{77}
\end{align*}
$$

where $C$ only depends on $\varepsilon_{0}, M$ and $\psi_{1}$, but is independent on $\varepsilon$ and $\delta$.
Hölder estimate of $\mathcal{I}_{1}$. - We form

$$
\begin{align*}
\jmath_{1}(x)-\jmath_{1}(\hat{x})= & \int_{\mathbb{R}} \frac{s\left[\psi_{1, \varepsilon}^{\prime}(x)-\psi_{1, \varepsilon}^{\prime}(\hat{x})\right]}{s^{2}+a^{2}} \phi(s+x) d s \\
& +\psi_{1, \varepsilon}^{\prime}(\hat{x}) \int_{\mathbb{R}}\left(\frac{s}{s^{2}+a^{2}}-\frac{s+d}{(s+d)^{2}+\hat{a}^{2}}\right) \phi(s+x) d s, \tag{78}
\end{align*}
$$

with $d:=x-\hat{x}$. The first integral above is easily estimated using (24) and the fact that $s \rightarrow \frac{s}{s^{2}+a^{2}}$ is an odd function: it is bounded by

$$
\begin{align*}
\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \alpha}|x-\hat{x}|^{\alpha} & \left|\int_{\mathbb{R}} \frac{s}{s^{2}+a^{2}}[\phi(s+x)-\phi(x)] d s\right| \\
& \leq\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{0, \alpha}|x-\hat{x}|^{\alpha}\|\phi\|_{0, \alpha} \int_{|s|<M} \frac{s^{1+\alpha}}{s^{2}+a^{2}} d s \\
& \leq C \varepsilon^{\nu}\|\phi\|_{0, \alpha}|x-\hat{x}|^{\alpha}, \quad \nu=\alpha_{0}-\alpha . \tag{79}
\end{align*}
$$

To treat the second term, let us assume (without loss of generality) that $d=x-\hat{x} \geq 0$ and rewrite the integral factor in this term as

$$
\begin{aligned}
& \int_{\mathbb{R}}\left(\frac{s}{s^{2}+a^{2}}-\frac{s+d}{(s+d)^{2}+\hat{a}^{2}}\right) \phi(s+x) d s \\
& =\int_{|s|<4 d} \frac{s}{s^{2}+a^{2}}[\phi(s+x)-\phi(x)]-\int_{|s|<4 d} \frac{s+d}{(s+d)^{2}+\hat{a}^{2}}[\phi(s+x)-\phi(x-d)] d s \\
& \quad-\int_{|s|<4 d} \frac{s+d}{(s+d)^{2}+\hat{a}^{2}}[\phi(x-d)-\phi(x)] d s \\
& \quad+\int_{|s|>4 d}\left(\frac{s}{s^{2}+a^{2}}-\frac{s+d}{(s+d)^{2}+\hat{a}^{2}}\right)[\phi(s+x)-\phi(x)] \\
& =i_{1}+i_{2}+i_{3}+i_{4} .
\end{aligned}
$$

Here we have used the fact that $\frac{s}{s^{2}+a^{2}}$ and $\frac{s+d}{(s+d)^{2}+\hat{a}^{2}}$ are odd functions of $s$ and $s+d$ respectively. We estimate $i_{1}$ by

$$
\begin{aligned}
\left|i_{1}\right| & =\left|\int_{|s|<4 d} \frac{s}{s^{2}+a^{2}}[\phi(s+x)-\phi(x)] d s\right| \\
& \leq\|\phi\|_{0, \alpha} \int_{|s|<4 d} \frac{s^{1+\alpha}}{s^{2}+a^{2}} d s \leq C\|\phi\|_{0, \alpha} d^{\alpha} .
\end{aligned}
$$

The second term $i_{2}$ can be estimated in the same way, as $|\phi(s+x)-\phi(x-d)| \leq\|\phi\|_{0, \alpha}(s+d)^{\alpha}$.
For $i_{3}$ we have

$$
\begin{aligned}
\left|i_{3}\right| & =|\phi(x-d)-\phi(x)|\left|\int_{|s|<4 d} \frac{s+d}{(s+d)^{2}+\hat{a}^{2}} d s\right| \\
& \leq\|\phi\|_{0, \alpha} d^{\alpha}\left|\int_{-3 d}^{5 d} \frac{\sigma}{\sigma^{2}+\hat{a}^{2}} d \sigma\right| \leq\|\phi\|_{0, \alpha} d^{\alpha} \int_{3 d}^{5 d} \frac{\sigma}{\sigma^{2}+\hat{a}^{2}} d \sigma \\
& =\|\phi\|_{0, \alpha} d^{\alpha} 1 / 2 \ln \left(\frac{25 d^{2}+\hat{a}^{2}}{9 d^{2}+\hat{a}^{2}}\right) \leq \ln \left(\frac{5}{3}\right)\|\phi\|_{0, \alpha} d^{\alpha} .
\end{aligned}
$$

Finally, the remaining term, $i_{4}$, can be bounded as follows:

$$
\begin{aligned}
\left|i_{4}\right| & =\left|\int_{|s|>4 d}\left(\frac{s}{s^{2}+a^{2}}-\frac{s+d}{(s+d)^{2}+\hat{a}^{2}}\right)[\phi(s+x)-\phi(x)] d s\right| \\
& =\left|\int_{|s|>4 d} \frac{s^{2} d+s d^{2}+s(\hat{a}-a)(a+\hat{a})-a^{2} d}{\left(s^{2}+a^{2}\right)\left((s+d)^{2}+\hat{a}^{2}\right)}[\phi(s+x)-\phi(x)] d s\right|
\end{aligned}
$$

$$
\begin{aligned}
& \leq C \int_{|s|>4 d}\left(\frac{d}{s^{2}}+\frac{d^{2}}{s^{3}}+\frac{|a-\hat{a}|}{s^{2}}\right)|s|^{\alpha}\|\phi\|_{0, \alpha} d s \\
& \leq C \int_{|s|>4 d}\left(\frac{d}{s^{2}}+\frac{d^{2}}{s^{3}}+\frac{d\left\|\psi_{2, \varepsilon}^{\prime}-\psi_{1, \varepsilon}^{\prime}\right\|_{\infty}}{s^{2}}\right)|s|^{\alpha}\|\phi\|_{0, \alpha} d s \\
& \leq C\|\phi\|_{0, \alpha} d^{\alpha}
\end{aligned}
$$

It follows that the second term in (78) can be bounded by $C\left\|\psi_{1, \varepsilon}^{\prime}\right\|_{\infty}\|\phi\|_{0, \alpha}|x-\hat{x}|^{\alpha}$. In combination with (79), we conclude that

$$
\begin{equation*}
\left|\mathscr{I}_{1}(x)-\mathscr{I}_{1}(\hat{x})\right| \leq C \varepsilon^{\nu}| | \phi \|_{0, \alpha}|x-\hat{x}|^{\alpha} . \tag{80}
\end{equation*}
$$

$L^{\infty}$ estimate of $I_{2}$. - Changing variables from $y$ to $s=y-x$, and then to $t=s / a$, which is well defined since $a=\left(\delta+\psi_{2, \varepsilon}(x)-\psi_{1, \varepsilon}(x)\right) \geq \delta>0$, we easily see that

$$
\begin{align*}
\left|\mathscr{I}_{2}(x)\right| & =\left|\int_{\mathbb{R}} \frac{a}{s^{2}+a^{2}} \phi(s+x) d s\right| \\
& =\|\phi\|_{\infty} \int_{\mathbb{R}} \frac{1}{1+t^{2}} d t \\
& =\pi\|\phi\|_{\infty} \tag{81}
\end{align*}
$$

Hölder estimate of $I_{2} .-$ Let $X, \hat{X} \in \Gamma_{1} \cap B\left(0, R_{0}\right)$, with respective abcissae $x$ and $\hat{x}$. We form

$$
\begin{aligned}
\jmath_{2}(x)-\jmath_{2}(\hat{x}) & =\int_{\mathbb{R}} \frac{a}{s^{2}+a^{2}} \phi(s+x) d s-\int_{\mathbb{R}} \frac{\hat{a}}{s^{2}+\hat{a}^{2}} \phi(s+\hat{x}) d s \\
& =\int_{\mathbb{R}} \frac{1}{1+t^{2}} \phi(a t+x) d t-\int_{\mathbb{R}} \frac{1}{1+t^{2}} \phi(\hat{a} t+\hat{x}) d t
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\left|ף_{2}(x)-\jmath_{2}(\hat{x})\right| & \leq \int_{\mathbb{R}} \frac{1}{1+t^{2}}|\phi(a t+x)-\phi(\hat{a} t+\hat{x})| d t \\
& \leq\|\phi\|_{0, \alpha}|x-\hat{x}|^{\alpha} \int_{\mathbb{R}} \frac{1}{1+t^{2}}\left|\frac{a-\hat{a}}{x-\hat{x}} t+1\right|^{\alpha} d t \\
& \leq\|\phi\|_{0, \alpha}|x-\hat{x}|^{\alpha} \int_{\mathbb{R}} \frac{1}{1+t^{2}}\left|\frac{\left(\psi_{2, \varepsilon}-\psi_{1, \varepsilon}\right)(x)-\left(\psi_{2, \varepsilon}-\psi_{1, \varepsilon}\right)(\hat{x})}{x-\hat{x}} t+1\right|^{\alpha} d t \\
& \leq\|\phi\|_{0, \alpha}|x-\hat{x}|^{\alpha} \int_{\mathbb{R}} \frac{1}{1+t^{2}}\left(C \varepsilon^{\nu}|t|+1\right)^{\alpha} d t .
\end{aligned}
$$

By the Lebesgue dominated convergence Theorem, the last integral converges to $\int_{\mathbb{R}} \frac{1}{1+t^{2}} d t=\pi$ as $\varepsilon \rightarrow 0$. It follows that

$$
\begin{equation*}
\left|\mathscr{I}_{2}(x)-\mathscr{I}_{2}(\hat{x})\right| \leq(\pi+C(\varepsilon))\|\phi\|_{0, \alpha}|x-\hat{x}|^{\alpha} \tag{82}
\end{equation*}
$$

with $C(\varepsilon) \rightarrow 0$, as $\varepsilon \rightarrow 0$.
The estimate (76) follows from a combination of (77), (80), (81), and (82). This completes the proof of Lemma 7 in the case $\delta>0$.

## C.2. The case $\delta=0$

We remark that the estimates of $\mathscr{I}_{1}(x), \mathscr{J}_{2}(x), \mathscr{I}_{1}(x)-\mathcal{I}_{1}(\hat{x}), \mathscr{I}_{2}(x)-\mathscr{I}_{2}(\hat{x})$ of Section C. 1 remain valid when $\delta=0$ if both $X \neq 0$ and $\hat{X} \neq 0$, since in this case, the denominators of the kernels do not vanish. Thus, to establish the lemma when $\delta=0$, we only need to check that $\left|I^{\varepsilon, 0} \varphi(0)\right| \leq(\pi+C(\varepsilon))| | \phi \|_{0, \alpha}$ and that $\left|I^{\varepsilon, 0} \varphi(X)-I^{\varepsilon, 0} \varphi(0)\right| \leq(\pi+C(\varepsilon))\|\phi\|_{0, \alpha}|X|^{\alpha}$, with $\lim _{\varepsilon \rightarrow 0} C(\varepsilon)=0$. The first inequality is a straightforward consequence of the definition of $I^{\varepsilon, 0} \varphi(0)$ and of the fact that $\phi(0)=\varphi(0)$.

To prove the second estimate, we form

$$
\begin{aligned}
\left|I^{\varepsilon, 0} \varphi(X)-I^{\varepsilon, 0} \varphi(0)\right| \leq & \left|\int_{|s|<M} \frac{a_{0}}{s^{2}+a_{0}^{2}} \phi(s+x)-\pi \phi(0)\right| \\
& +\left|\int_{|s|<M} \frac{s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a_{0}^{2}} \phi(s+x)\right| \\
\leq & \left|\int_{\mathbb{R}} \frac{1}{1+t^{2}} \phi\left(a_{0} t+x\right)-\int_{\mathbb{R}} \frac{1}{1+t^{2}} \phi(0)\right| \\
& +\left|\int_{|s|<M} \frac{s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a_{0}^{2}}[\phi(s+x)-\phi(x)]\right|
\end{aligned}
$$

The $\mathscr{C}^{0, \alpha}$ regularity of $\psi_{1, \varepsilon}^{\prime}$ implies that the second term can be estimated by

$$
\begin{aligned}
\left|\psi_{1, \varepsilon}^{\prime}(x)\right|\|\phi\|_{0, \alpha} \int_{|s|<M} \frac{s^{1+\alpha}}{s^{2}+a_{0}^{2}} & \leq C\left\|\psi_{1, \varepsilon}\right\|_{1, \alpha}|x|^{\alpha}\|\phi\|_{0, \alpha} \\
& \leq C \varepsilon^{\nu}\|\phi\|_{0, \alpha}|X|^{\alpha} .
\end{aligned}
$$

As for the first term, we write it as

$$
\begin{aligned}
\left|\int_{\mathbb{R}} \frac{1}{1+t^{2}}\left[\phi\left(a_{0} t+x\right)-\phi(0)\right]\right| & \leq\|\phi\|_{0, \alpha} \int_{\mathbb{R}} \frac{1}{1+t^{2}}\left|\frac{\psi_{2, \varepsilon}(x)-\psi_{1, \varepsilon}(x)}{x} t+1\right|^{\alpha}|x|^{\alpha} \\
& \leq|X|^{\alpha}\|\phi\|_{0, \alpha} \int_{\mathbb{R}} \frac{1}{1+t^{2}}\left|C \varepsilon^{\nu} t+1\right|^{\alpha} .
\end{aligned}
$$

It easily follows from the Lebesgue dominated convergence theorem that the integral above (which is independent of $x$ ) converges to $\pi$ as $\varepsilon \rightarrow 0$. Combining the two previous estimates we obtain

$$
\left|I^{\varepsilon, \delta} \varphi(X)-I^{\varepsilon, \delta} \varphi(0)\right| \leq(\pi+C(\varepsilon))\|\phi\|_{0, \alpha}|X|^{\alpha},
$$

with $\lim _{\varepsilon \rightarrow 0} C(\varepsilon)=0$, as desired.

## Appendix D

## Proof of Lemma 8

In this section, we show that for fixed $\varepsilon$,

$$
\forall \varphi \in \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right), \quad \lim _{\delta \rightarrow 0} K^{\varepsilon, \delta} \varphi=K^{\varepsilon, 0} \varphi \quad \text { in } \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right) .
$$

We then show a similar result for $I^{\varepsilon, \delta}, J^{\varepsilon, \delta}$, but it is not as strong: For these operators, we are only able to show pointwise convergence in $\mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{1}\right)$ for all $0<\alpha^{\prime}<\alpha$, when $\varphi \in \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$.

The case of $K^{\varepsilon, \delta}$ is the easiest. Since $\Gamma_{2} \cap\{|x| \leq \varepsilon\}=\Gamma_{2, \varepsilon} \cap\{|x| \leq \varepsilon\}$ the denominators are bounded away from 0 in the expression (26) (this also holds for $\delta=0$ ). Hence, $K^{\varepsilon, \delta}$ is an integral operator with a $\mathscr{C}^{1+\alpha}$ kernel, and one can take limits in the integrand to obtain

$$
\lim _{\delta \rightarrow 0} K^{\varepsilon, \delta} \varphi=K^{\varepsilon, 0} \varphi,
$$

in the sense of $C^{0, \alpha}\left(\Gamma_{1}\right)$.
Let $\varphi \in \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$ and $0<\alpha^{\prime}<\alpha$. Assume that $\chi I^{\varepsilon, \delta} \varphi$ does not converge to $\chi I^{\varepsilon, 0} \varphi$ in $\mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{1}\right)$. Then for some $\rho>0$ there is a sequence which satisfies

$$
\begin{equation*}
\left\|\chi I^{\varepsilon, \delta_{n}} \varphi-\chi I^{\varepsilon, 0} \varphi\right\|_{0, \alpha^{\prime}}>\rho . \tag{83}
\end{equation*}
$$

Lemma 7 implies that $\chi I^{\varepsilon, \delta_{n}} \varphi$ is uniformly bounded in $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$. Since $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$ is compactly embedded in $\mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{1}\right)$, we may assume, after extraction of a subsequence, that $\left(\chi I^{\varepsilon, \delta_{n}} \varphi\right)$ converges to some function $\xi \in \mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{1}\right)$. We show in Proposition 5 below that $\chi I^{\varepsilon, \delta} \varphi$ converges uniformly to $\chi I^{\varepsilon, 0} \varphi$. Uniqueness of the limit implies that $\xi \equiv \chi I^{\varepsilon, 0} \varphi$, which contradicts (83), and proves the statement of Lemma 8 concerning $\chi I^{\varepsilon, \delta}$.

Using Lemma 6, the same argument shows that $\chi J^{\varepsilon, \delta} \varphi$ converges to $\chi J^{\varepsilon, 0} \varphi$ in $\mathscr{C}^{0, \alpha^{\prime}}\left(\Gamma_{1}\right)$. Here, we use Proposition 4 below which shows that $J^{\varepsilon, \delta} \varphi(X)$ converges pointwise to $J^{\varepsilon, 0} \varphi(X)$, for $X \in \Gamma_{1} \cap B\left(0, R_{0}\right)$.

## D.1. Pointwise convergence of $J^{\varepsilon, \delta} \varphi(X)$ as $\delta \rightarrow 0$

We prove the following:
Proposition 4. - Let $\varphi \in \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$. Then for any $\varepsilon \leq \varepsilon_{0} / 2$ and any $X \in \Gamma_{1} \cap B\left(0, R_{0}\right)$, $\lim _{\delta \rightarrow 0} J^{\varepsilon, \delta}(X)=J^{\varepsilon, 0} \varphi(X)$.

Proof. - Recall that $a_{0}$ and $b_{0}$ denote the quantities

$$
\begin{aligned}
a_{0} & =\psi_{2, \varepsilon}(x)-\psi_{1, \varepsilon}(x) \\
b_{0} & =\psi_{2, \varepsilon}(s+x)-\psi_{1, \varepsilon}(x) .
\end{aligned}
$$

For $X \in \Gamma_{1} \cap B\left(0, R_{0}\right), X \neq 0$, the kernel

$$
j_{\varepsilon, \delta}(s, x)=\frac{b-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+b^{2}}-\frac{a-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a^{2}}
$$

converges as $\delta \rightarrow 0$ a.e. $s \in(-M, M)$, to

$$
\begin{aligned}
\frac{\psi_{2, \varepsilon}(s+x)-\psi_{1, \varepsilon}(x)-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+\left(\psi_{2, \varepsilon}(s+x)-\psi_{1, \varepsilon}(x)\right)^{2}}-\frac{\psi_{2, \varepsilon}(x)-\psi_{1, \varepsilon}(x)-s \psi_{1}^{\prime}(x)}{s^{2}+\left(\psi_{2, \varepsilon}(x)-\right.} \begin{array}{l}
\left.\psi_{1, \varepsilon}(x)\right)^{2} \\
\\
\end{array} \quad \frac{b_{0}-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+b_{0}^{2}}-\frac{a_{0}-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a_{0}^{2}} .
\end{aligned}
$$

Since we also have

$$
\left|j_{\varepsilon, \delta}(s, x)\right| \leq \frac{\left|b-s \psi_{1, \varepsilon}^{\prime}(x)\right|}{s^{2}+\psi_{1, \varepsilon}(x)^{2}}+\frac{\left|a-s \psi_{1, \varepsilon}^{\prime}(x)\right|}{s^{2}+\psi_{1, \varepsilon}(x)^{2}},
$$

which is integrable on $(-M, M)$, the Lebesgue dominated convergence theorem implies that, for any $X \in \Gamma_{1} \cap B\left(0, R_{0}\right), X \neq 0$,

$$
\begin{aligned}
\lim _{\delta \rightarrow 0} J^{\varepsilon, \delta} \varphi(X) & =\int_{|s|<M}\left(\frac{b_{0}-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+b_{0}^{2}}-\frac{a_{0}-s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a_{0}^{2}}\right) \phi(s+x) \\
& =J^{\varepsilon, 0} \varphi(X) .
\end{aligned}
$$

When $X=0$, the expression of $J_{\varepsilon, \delta} \varphi(X)$ reduces to

$$
\begin{aligned}
J^{\varepsilon, \delta} \varphi(0)= & \int_{|s|<M}\left(\frac{\psi_{2, \varepsilon}(s)+\delta}{s^{2}+\left(\psi_{2, \varepsilon}(s)+\delta\right)^{2}}-\frac{\delta}{s^{2}+\delta^{2}}\right) \phi(s) \\
= & \int_{|s|<M}\left(\frac{\psi_{2, \varepsilon}(s)+\delta}{s^{2}+\left(\psi_{2, \varepsilon}(s)+\delta\right)^{2}}-\frac{\delta}{s^{2}+\delta^{2}}\right)[\phi(s)-\phi(0)] \\
& +\phi(0) \int_{|s|<M} \frac{\psi_{2, \varepsilon}(s)+\delta-s \psi_{2, \varepsilon}^{\prime}(s)}{s^{2}+\left(\psi_{2, \varepsilon}(s)+\delta\right)^{2}} \\
& +\phi(0) \int_{|s|<M} \frac{s \psi_{2, \varepsilon}^{\prime}(s)}{s^{2}+\left(\psi_{2, \varepsilon}(s)+\delta\right)^{2}} \\
& -\phi(0) \int_{|s|<M} \frac{\delta}{s^{2}+\delta^{2}} \\
= & T_{1}+T_{2}+T_{3}+T_{4} .
\end{aligned}
$$

The term $T_{2}$ can be integrated explicitely to obtain

$$
\begin{aligned}
T_{2} & =\phi(0)\left[\arctan \left(\frac{s}{\psi_{2, \varepsilon}(s)+\delta}\right)\right]_{-M}^{M} \\
& \rightarrow \phi(0)\left[\arctan \left(\frac{M}{\psi_{2, \varepsilon}(M)}\right)-\arctan \left(\frac{-M}{\psi_{2, \varepsilon}(-M)}\right)\right], \quad \text { as } \delta \rightarrow 0 .
\end{aligned}
$$

We remark that since $\psi_{2, \varepsilon}(s)=O\left(|s|^{1+\alpha}\right)$,

$$
\begin{aligned}
\lim _{\rho \rightarrow 0^{ \pm}} \int_{\rho}^{ \pm M} \frac{\psi_{2, \varepsilon}(s)-s \psi_{2, \varepsilon}^{\prime}(s)}{s^{2}+\psi_{2, \varepsilon}^{2}(s)} & =\arctan \left(\frac{ \pm M}{\psi_{2, \varepsilon}( \pm M)}\right)-\lim _{\rho \rightarrow 0^{ \pm}} \arctan \left(\frac{\rho}{\psi_{2, \varepsilon}(\rho)}\right) \\
& =\arctan \left(\frac{ \pm M}{\psi_{2, \varepsilon}( \pm M)}\right) \mp \pi / 2
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} T_{2}=\phi(0) \int_{-M}^{M} \frac{\psi_{2, \varepsilon}(s)-s \psi_{2, \varepsilon}^{\prime}(s)}{s^{2}+\psi_{2, \varepsilon}^{2}(s)}+\pi \phi(0) . \tag{84}
\end{equation*}
$$

It is easily checked that the integrands in $T_{1}$ and $T_{3}$ converge a.e. $s \in(-M, M)$ to the corresponding expression with $\delta=0$. Furthermore, the integrand in $T_{1}$ is bounded by

$$
\left(\frac{\psi_{2, \varepsilon}(s)+\delta}{2|s|\left(\psi_{2, \varepsilon}(s)+\delta\right)}+\frac{\delta}{2|s| \delta}\right)\|\phi\|_{0, \alpha}|s|^{\alpha} \leq\|\phi\|_{0, \alpha}|s|^{\alpha-1}
$$

which is integrable on $(-M, M)$. The integrand in $T_{3}$ can be bounded using Propositions 2 and 3

$$
\left|\frac{s \psi_{2, \varepsilon}^{\prime}(s)}{s^{2}+\left(\psi_{2, \varepsilon}(s)+\delta\right)^{2}}\right| \leq \frac{C|s|\left|\psi_{2, \varepsilon}(s)\right|^{\frac{\alpha}{1+\alpha}}}{|s|^{1+\mu}\left|\psi_{2, \varepsilon}(s)+\delta\right|^{1-\mu}} .
$$

Choosing $1-\mu=\frac{\alpha}{1+\alpha}$, i.e., $0<\mu=\frac{1}{1+\alpha}<1$, we see that the above term is smaller than $C s^{-\mu}$ which is also integrable on $(-M, M)$. An application of the Lebesgue dominated convergence shows that

$$
\begin{align*}
& \lim _{\delta \rightarrow 0} T_{1}=\int_{|s|<M} \frac{\psi_{2, \varepsilon}(s)}{s^{2}+\psi_{2, \varepsilon}(s)^{2}}[\phi(s)-\phi(0)]  \tag{85}\\
& \lim _{\delta \rightarrow 0} T_{3}=\phi(0) \int_{|s|<M} \frac{s \psi_{2, \varepsilon}^{\prime}(s)}{s^{2}+\psi_{2, \varepsilon}(s)^{2}} . \tag{86}
\end{align*}
$$

The term $T_{4}$ can be integrated explicitely and

$$
\begin{align*}
\lim _{\delta \rightarrow 0} T_{4} & =-\lim _{\delta \rightarrow 0} \phi(0)\left[\arctan \left(\frac{s}{\delta}\right)\right]_{-M}^{M} \\
& =-\pi \phi(0) . \tag{87}
\end{align*}
$$

Gathering (84)-87, we see

$$
\begin{aligned}
\lim _{\delta \rightarrow 0} J^{\varepsilon, \delta} \varphi(0)= & \int_{|s|<M} \frac{\psi_{2, \varepsilon}(s)}{s^{2}+\psi_{2, \varepsilon}(s)^{2}}[\phi(s)-\phi(0)] \\
& +\phi(0) \int_{|s|<M} \frac{\psi_{2, \varepsilon}(s)-s \psi_{2, \varepsilon}^{\prime}(s)}{s^{2}+\psi_{2, \varepsilon}(s)^{2}} \\
& +\phi(0) \int_{|s|<M} \frac{s \psi_{2, \varepsilon}^{\prime}}{s^{2}+\psi_{2, \varepsilon}(s)^{2}} \\
= & \int_{|s|<M} \frac{\psi_{2, \varepsilon}(s)}{s^{2}+\psi_{2, \varepsilon}(s)^{2}} \phi(s) \\
= & J^{\varepsilon, 0} \varphi(0),
\end{aligned}
$$

which completes the proof of Proposition 4.

## D.2. Convergence of $\chi I^{\varepsilon, \delta} \varphi$ in $L^{\infty}\left(\Gamma_{1}\right)$, as $\delta \rightarrow 0$

Proposition 5. - Let $\varphi \in \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$. Then, for any $\varepsilon \leq \varepsilon_{0} / 2$, we have

$$
\lim _{\delta \rightarrow 0}\left\|\chi I^{\varepsilon, \delta} \varphi-\chi I^{\varepsilon, 0} \varphi\right\|_{\infty}=0 .
$$

Proof. - We again split $I^{\varepsilon, \delta}$ in two parts $\mathcal{I}_{2}^{\varepsilon, \delta} \varphi-\mathcal{I}_{1}^{\varepsilon, \delta} \varphi$ as in the proof of Lemma 7. In particular, when $X \in \Gamma_{1} \cap B\left(0, R_{0}\right)$ and $\delta=0$,

$$
\begin{aligned}
& \mathcal{J}_{1}^{\varepsilon, 0} \varphi(X)= \begin{cases}\int_{|s|<M} \frac{s \psi_{1, \varepsilon}^{\prime}(x)}{s^{2}+a_{0}^{2}} \phi(s+x) & \text { if } X \neq 0 \\
0 & \text { if } X=0\end{cases} \\
& \mathcal{J}_{2}^{\varepsilon, 0} \varphi(X)= \begin{cases}\int_{|s|<M} \frac{a_{0}}{s^{2}+a_{0}^{2}} \phi(s+x) & \text { if } X \neq 0 \\
\pi \phi(0) & \text { if } X=0 .\end{cases}
\end{aligned}
$$

We first examine the convergence of $\mathcal{J}_{1}^{\varepsilon, \delta}$. For $X \neq 0, X \in \Gamma_{1} \cap B\left(0, R_{0}\right)$, since the integrand is an odd function of $s$, we have

$$
\mathscr{J}_{1}^{\varepsilon, \delta} \varphi(X)-\mathcal{J}_{1}^{\varepsilon, 0} \varphi(X)=\int_{|s|<M} s \psi_{1, \varepsilon}^{\prime}(x)\left(\frac{1}{s^{2}+a^{2}}-\frac{1}{s^{2}+a_{0}^{2}}\right)[\phi(s+x)-\phi(x)]
$$

$$
\begin{aligned}
= & \int_{|s|<\delta} s \psi_{1, \varepsilon}^{\prime}(x)\left(\frac{1}{s^{2}+a^{2}}-\frac{1}{s^{2}+a_{0}^{2}}\right)[\phi(s+x)-\phi(x)] \\
& +\int_{\delta<|s|<M} s \psi_{1, \varepsilon}^{\prime}(x)\left(\frac{1}{s^{2}+a^{2}}-\frac{1}{s^{2}+a_{0}^{2}}\right)[\phi(s+x)-\phi(x)] \\
= & T_{1}+T_{2} .
\end{aligned}
$$

The term $T_{1}$ can be estimated by

$$
\begin{align*}
\left|T_{1}\right| & \left.\leq\left|\psi_{1, \varepsilon}^{\prime}(x)\right|| | \phi\left|\|_{0, \alpha} \int_{|s|<\delta} s^{1+\alpha}\right| \frac{1}{s^{2}+a^{2}}-\frac{1}{s^{2}+a_{0}^{2}} \right\rvert\, \\
& \leq\left|\psi_{1, \varepsilon}^{\prime}(x)\right|| | \phi \mid \|_{0, \alpha} \int_{|s|<\delta} s^{\alpha-1} \\
& \leq C\left|\psi_{1, \varepsilon}^{\prime}(x)\right|\|\varphi\|_{0, \alpha} \delta^{\alpha} . \tag{88}
\end{align*}
$$

As for $T_{2}$, we have

$$
\left|T_{2}\right| \leq\|\phi\|_{0, \alpha} \int_{\delta<|s|<M}\left|\psi_{1, \varepsilon}^{\prime}(x)\right||s|^{1+\alpha}\left|\frac{1}{s^{2}+a^{2}}-\frac{1}{s^{2}+a_{0}^{2}}\right|
$$

Applying the mean value theorem, we see that for any $s \in \mathbb{R}$,

$$
\frac{1}{s^{2}+a^{2}}-\frac{1}{s^{2}+a_{0}^{2}}=\frac{-2\left(a_{0}+\theta \delta\right) \delta}{\left(s^{2}+\left(a_{0}+\theta \delta\right)^{2}\right)^{2}}
$$

for some $0 \leq \theta \leq 1$, so that

$$
\left|\psi_{1, \varepsilon}^{\prime}(x)\right||s|^{1+\alpha}\left|\frac{1}{s^{2}+a^{2}}-\frac{1}{s^{2}+a_{0}^{2}}\right| \leq \delta \frac{|s|^{\alpha}\left|\psi_{1, \varepsilon}^{\prime}(x)\right|}{s^{2}+a_{0}^{2}}
$$

Using once again Propositions 2 and 3, we can estimate the above right-hand side by

$$
C \delta \frac{|s|^{\alpha}\left|\psi_{1, \varepsilon}(x)\right|^{\frac{\beta}{1+\beta}}}{s^{1+\frac{1}{1+\beta}}\left|\psi_{1, \varepsilon}(x)\right|^{1-\frac{1}{1+\beta}}} \leq C \delta|s|^{\alpha-1-\frac{1}{1+\beta}}
$$

for any $\beta<\alpha_{0}$. Thus, we obtain

$$
\begin{aligned}
\left|T_{2}\right| & \leq C\|\phi\|_{0, \alpha} \int_{\delta<|s|<M} \delta|s|^{\alpha-1-\frac{1}{1+\beta}} \\
& \leq \delta^{\alpha} C\|\phi\|_{0, \alpha} \int_{\delta<|s|<M}|s|^{-\frac{1}{1+\beta}} \\
& \leq C\|\varphi\|_{0, \alpha} \delta^{\alpha}
\end{aligned}
$$

The above inequality together with (88), and the fact that $\mathcal{J}_{1}^{\varepsilon, \delta} \varphi(0)=\mathcal{J}_{1}^{\varepsilon, 0} \varphi(0)=0$, imply that

$$
\begin{equation*}
\left\|\chi \mathcal{J}_{1}^{\varepsilon, \delta} \varphi-\chi \mathcal{J}_{1}^{\varepsilon, 0} \varphi\right\|_{\infty} \leq C\|\varphi\|_{0, \alpha} \delta^{a} \tag{89}
\end{equation*}
$$

Next, we consider the convergence of $\mathcal{I}_{2}^{\varepsilon, \delta}$. Assuming $X \neq 0, X \in \Gamma_{1} \cap B\left(0, R_{0}\right)$, we have

$$
\begin{aligned}
\left|\mathcal{I}_{2}^{\varepsilon, \delta} \varphi(X)-\mathcal{I}_{2}^{\varepsilon, 0} \varphi(X)\right| & =\left|\int_{|s|<M} \frac{a}{s^{2}+a^{2}} \phi(s+x)-\int_{|s|<M} \frac{a_{0}}{s^{2}+a_{0}^{2}} \phi(s+x)\right| \\
& =\left|\int_{\mathbb{R}} \frac{1}{1+t^{2}}\left[\phi(a t+x)-\phi\left(a_{0} t+x\right)\right]\right|
\end{aligned}
$$

Recalling that $a=a_{0}+\delta$, it follows that

$$
\begin{align*}
\left|\mathcal{J}_{2}^{\varepsilon, \delta} \varphi(X)-\mathcal{J}_{2}^{\varepsilon, 0} \varphi(X)\right| & \leq\|\phi\|_{0, \alpha} \int_{\mathbb{R}} \frac{\delta^{\alpha} t^{\alpha}}{1+t^{2}} \\
& \leq C\|\varphi\|_{0, \alpha} \delta^{\alpha} . \tag{90}
\end{align*}
$$

When $X=0$, we have

$$
\begin{aligned}
\left|\mathcal{J}_{2}^{\varepsilon, \delta} \varphi(0)-\mathcal{I}_{2}^{\varepsilon, 0} \varphi(0)\right| & =\left|\int_{|s|<M} \frac{\delta}{s^{2}+\delta^{2}} \phi(s)-\pi \phi(0)\right| \\
& =\left|\int_{\mathbb{R}} \frac{1}{1+t^{2}}[\phi(\delta t)-\phi(0)]\right| \\
& \leq\|\phi\|_{0, \alpha} \int_{\mathbb{R}} \frac{\delta^{\alpha} t^{\alpha}}{1+t^{2}},
\end{aligned}
$$

which, in view of (90), shows that

$$
\begin{equation*}
\left\|\chi \mathcal{g}_{2}^{\varepsilon, \delta} \varphi-\chi \mathcal{g}_{2}^{\varepsilon, 0} \varphi\right\|_{\infty} \leq C\|\varphi\|_{0, \alpha} \delta^{\alpha} . \tag{91}
\end{equation*}
$$

A combination of (89) and (91) now completes the proof of the proposition.

## Appendix E

## Proof of Lemma 4

In this section we show that the off-diagonal term $L_{2}^{\delta}: \mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right) \rightarrow \mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$ is not a compact operator when $\delta=0$, for any $0<\alpha<1$. For simplicity, we only consider the case when $\Gamma_{2}$ is flat around the contact point, i.e., we assume that $\psi_{2}(y)=0$ for $|y|<y_{0}$. Note that in this case $D_{2}$ is not strictly convex. The general case can be reduced to the case of a flat $\Gamma_{2}$, by using a decomposition of the operator similar to that of Section 2.3. Let $\chi \in \mathscr{C}_{c}^{\infty}\left(-y_{0}, y_{0}\right)$, with $0 \leq \chi \leq 1$ and $\chi(y) \equiv 1$ for $|y| \leq y_{0} / 2$. For $X=\left(x, \psi_{1}(x)\right) \in \Gamma_{1}$, we write

$$
L_{2}^{\delta}(\varphi)=L_{2}^{\delta}((1-\chi(|Y|)) \varphi)+L_{2}^{\delta}(\chi(|Y|) \varphi)
$$

The first operator on the right-hand side has a kernel that remains uniformly bounded with respect to $\delta$, and is thus compact from $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$ to $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$ in the limit $\delta=0$. Setting $\phi(y)=\chi(y) \varphi(y, 0)$, the second operator writes for $|X| \leq \varepsilon_{0}$

$$
\begin{aligned}
R^{\delta} \varphi(X) & :=\frac{1}{2 \pi} \int_{\mathbb{R}} \frac{\left(\delta-\psi_{1}(x)-\psi_{1}^{\prime}(x)(y-x)\right.}{(x-y)^{2}+\left(\psi_{1}(x)-\delta\right)^{2}} \phi(y) d y \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}} \frac{(x-y) \psi_{1}^{\prime}(x)}{(x-y)^{2}+\left(\psi_{1}(x)-\delta\right)^{2}} \phi(y) d y+\frac{1}{2 \pi} \int_{\mathbb{R}} \frac{\phi\left(t\left[\delta-\psi_{1}(x)\right]+x\right)}{t^{2}+1} d t
\end{aligned}
$$

where we have changed to the variable $t=(y-x) /\left(\delta-\psi_{1}(x)\right)$. As $\delta \rightarrow 0, R^{\delta}$ formally reduces to $R \varphi=1 / 2 \pi\left(R_{1}+R_{2}\right) \varphi$ with

$$
\begin{aligned}
& R_{1} \varphi(X)=\int_{\mathbb{R}} \frac{(x-y) \psi_{1}^{\prime}(x)}{(x-y)^{2}+\psi_{1}(x)^{2}} \phi(y) d y \\
& R_{2} \varphi(X)=\int_{\mathbb{R}} \frac{\phi\left(t\left|\psi_{1}(x)\right|+x\right)}{t^{2}+1} d t
\end{aligned}
$$

It is not difficult to make this convergence argument rigorous, and this shows that $L_{2}^{0}-\frac{1}{2 \pi}\left(R_{1}+R_{2}\right)$ is $\mathscr{C}^{0, \alpha}$-compact. Proceeding as in Section (C), one can check that both $R_{1}$ and $R_{2}$ are continuous from $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$ to $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$, for any $0<\alpha<\alpha_{0}$.

We now show that $R_{1}+R_{2}$ is not compact. We can always assume that the support of the cut-off function $\chi$ is sufficiently large to contain $y=1$. Let $\zeta \in \mathscr{C}_{c}^{1}(\mathbb{R})$, such that $\operatorname{Supp}(\zeta) \subset\left(-y_{0}, y_{0}\right), \zeta(1) \neq 0$ and $\zeta(0)=0$. For $n \geq 1$ and $Y=(y, 0) \in \Gamma_{2}$, we define

$$
\varphi_{n}(Y)=2^{-n \alpha} \zeta\left(2^{n} y\right)
$$

Note that $\chi \varphi_{n}=\varphi_{n}$.
Claim 1. - The sequence $\varphi_{n}$ is uniformly bounded in $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$.
We first note that since $\zeta \in \mathscr{C}_{c}^{1}(\mathbb{R})$, we have for any $0<\mu<1$, and any $\left(y, y^{\prime}\right) \in \operatorname{supp}(\zeta)^{2}$,

$$
\frac{|\zeta(y)-\zeta(\hat{y})|}{|y-\hat{y}|^{\mu}} \leq\|\zeta\|_{1}|y-\hat{y}|^{1-\mu} \leq\|\zeta\|_{1} 2 y_{0}^{1-\mu}
$$

It immediately follows that $\zeta \in \mathscr{C}^{0, \mu}(\mathbb{R})$ with a norm that is bounded by $2 y_{0}^{1-\mu}\|\zeta\|_{1}$ for any $0<\mu<1$.

Next, $\left\|\varphi_{n}\right\|_{\infty} \leq 2^{-n \alpha}\|\zeta\|_{\infty}$ tends to 0 , while for $y, \hat{y} \in \mathbb{R}$ we have

$$
\begin{aligned}
\left|\varphi_{n}(y)-\varphi_{n}(\hat{y})\right| & =2^{-n \alpha}\left|\zeta\left(2^{n} y\right)-\zeta\left(2^{n} \hat{y}\right)\right| \leq 2^{-n \alpha}| | \zeta \|_{0, \alpha}\left|2^{n} y-2^{n} \hat{y}\right|^{\alpha} \\
& =\|\zeta\|_{0, \alpha}|y-\hat{y}|^{\alpha},
\end{aligned}
$$

which shows the uniform boundedness of $\left(\varphi_{n}\right)$ in $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$.
Claim 2. - $R_{1} \varphi_{n} \rightarrow 0$ in $\mathscr{C}^{0}\left(\Gamma_{1} \cap\left\{|X| \leq \varepsilon_{0}\right\}\right)$.
For $|X| \leq \varepsilon_{0}$, we compute

$$
\begin{aligned}
R_{1} \varphi_{n}(X) & =-2^{-n \alpha} \int_{\mathbb{R}} \frac{s \psi_{1}^{\prime}(x)}{s^{2}+\psi_{1}(x)^{2}} \zeta\left(2^{n}(s+x)\right) d s \\
& =-2^{-n \alpha} \int_{-M}^{M} \frac{s \psi_{1}^{\prime}(x)}{s^{2}+\psi_{1}(x)^{2}}\left[\zeta\left(2^{n}(s+x)\right)-\zeta\left(2^{n} x\right)\right] d s
\end{aligned}
$$

where $M$ is an upper bound on the support of $\zeta\left(2^{n}(\cdot+x)\right)$ which is uniform in $n$ and in $X \in \Gamma_{1},|X| \leq \varepsilon_{0}$. Using the fact that $\zeta \in \mathscr{C}^{0, \alpha / 2}(\mathbb{R})$ to control $\zeta\left(2^{n}(s+x)\right)-\zeta\left(2^{n} x\right)$ in the integral above, we obtain

$$
\left|R_{1} \varphi_{n}(X)\right| \leq 2^{-n \alpha / 2} C\left|\psi_{1}^{\prime}(x)\right| \int_{0}^{M} \frac{s^{1+\alpha / 2}}{s^{2}+\psi_{1}^{2}(x)} \leq 2^{-n \alpha / 2} C\left\|\psi_{1}^{\prime}\right\|_{\infty}
$$

which proves the claim.
Claim 3. - $\lim _{n \rightarrow \infty} \frac{\left|R_{1} \varphi_{n}\left(X_{n}\right)-R_{1} \varphi_{n}(0)\right|}{\left|X_{n}-0\right|^{\alpha}}=0$, where $X_{n}:=\left(2^{-n}, \psi_{1}\left(2^{-n}\right)\right)$.
Indeed, denoting again by $M$ a bound on the support of $s \rightarrow \zeta\left(2^{n} s+1\right)$ which is uniform in $n$, we form

$$
\begin{aligned}
\frac{\left|R_{1} \varphi_{n}\left(X_{n}\right)-R_{1} \varphi_{n}(0)\right|}{2^{-n \alpha}} & =\left|\int_{-M}^{M} \frac{s \psi_{1}^{\prime}\left(2^{-n}\right)}{s^{2}+\psi_{1}\left(2^{-n}\right)^{2}} \zeta\left(2^{n} s+1\right) d s\right| \\
& \leq \int_{-M}^{M} \frac{\left|s \psi_{1}^{\prime}\left(2^{-n}\right)\right|}{s^{2}+\psi_{1}\left(2^{-n}\right)^{2}}\left|\zeta\left(2^{n} s+1\right)-\zeta(1)\right| d s
\end{aligned}
$$

For $s \neq 0$, the integrand is bounded by

$$
2\|\zeta\|_{\infty}\left|\psi_{1}^{\prime}\left(2^{-n}\right)\right||s|^{-1} \leq 2\|\zeta\|_{\infty}\left\|\psi_{1}\right\|_{1, \alpha} 2^{-n \alpha}|s|^{-1}
$$

and so it tends to 0 a.e. Moreover, since $\psi_{1}(0)=\psi_{1}^{\prime}(0)=0$, the integrand is bounded by

$$
\left|\psi_{1}^{\prime}\left(2^{-n}\right)\right| \frac{|s|}{s^{2}+\psi_{1}\left(2^{-n}\right)^{2}}\|\zeta\|_{0, \alpha} 2^{n \alpha}|s|^{\alpha} \leq\left\|\psi_{1}\right\|_{1, \alpha}\|\zeta\|_{0, \alpha}|s|^{\alpha-1}
$$

which is integrable on $(0, M)$. The claim then follows from the Lebesgue dominated convergence Theorem.
Claim 4. - $R_{2} \varphi_{n} \rightarrow 0$ in $\mathscr{C}^{0}\left(\Gamma_{1} \cap\left\{|X| \leq \varepsilon_{0}\right\}\right)$.
Indeed, we have for $X=\left(x, \psi_{1}(x)\right) \in \Gamma_{1} \cap\left\{|X| \leq \varepsilon_{0}\right\}$,

$$
\begin{aligned}
\left|R_{2} \varphi_{n}(X)\right| & \leq \int_{\mathbb{R}} \frac{1}{t^{2}+1}\left|\varphi_{n}\left(t\left|\psi_{1}(x)\right|+x, 0\right)\right| d t \\
& =2^{-n \alpha} \int_{\mathbb{R}} \frac{1}{t^{2}+1}\left|\zeta\left(2^{n} t\left|\psi_{1}(x)\right|+2^{n} x\right)\right| d t \leq C 2^{-n \alpha} \int_{\mathbb{R}} \frac{1}{1+t^{2}},
\end{aligned}
$$

which proves the claim.
Claim 5. - $\lim _{n \rightarrow \infty} \frac{\left|R_{2} \varphi_{n}\left(X_{n}\right)-R_{2} \varphi_{n}(0)\right|}{\left.\left|X_{n}-0\right|\right|^{\alpha}}=\pi|\zeta(1)| \neq 0$, where $X_{n}=\left(2^{-n}, \psi_{1}\left(2^{-n}\right)\right)$. Indeed, we have

$$
\frac{R_{2} \varphi_{n}\left(X_{n}\right)-R_{2} \varphi_{n}(0)}{\left|2^{-n}-0\right|^{\alpha}}=\int_{\mathbb{R}} \frac{\zeta\left(2^{n} t\left|\psi_{1}\left(2^{-n}\right)\right|+1\right)}{t^{2}+1} d t .
$$

Since $\psi_{1}$ has regularity $\mathscr{C}^{1, \alpha}$ and since $\psi_{1}(0)=\psi_{1}^{\prime}(0)=0$, we see that

$$
\left|2^{n} \psi_{1}\left(2^{-n}\right)\right| \leq C 2^{n}\left(2^{-n}\right)^{1+\alpha}=C 2^{-n \alpha}
$$

so that as $n \rightarrow \infty$,

$$
\left\{\begin{array}{l}
\frac{1}{t^{2}+1} \zeta\left(2^{n} t\left|\psi_{1}\left(2^{-n}\right)\right|+1\right) \quad \rightarrow \frac{\zeta(1)}{t^{2}+1} \quad \text { a.e. } t \in \mathbb{R}  \tag{92}\\
\left|\frac{1}{t^{2}+1} \zeta\left(2^{n} t\left|\psi_{1}\left(2^{-n}\right)\right|+1\right)\right| \leq \frac{\|\zeta\|_{\infty}}{t^{2}+1}
\end{array}\right.
$$

and the Lebesgue dominated convergence Theorem now shows that

$$
\frac{\left|R_{2} \varphi_{n}\left(X_{n}\right)-R_{2} \varphi_{n}(0)\right|}{\left|X_{n}-0\right|^{\alpha}} \sim \frac{\left|R_{2} \varphi_{n}\left(X_{n}\right)-R_{2} \varphi_{n}(0)\right|}{\left|2^{-n}-0\right|^{\alpha}} \rightarrow|\zeta(1)| \int_{\mathbb{R}} \frac{1}{1+t^{2}}=\pi|\zeta(1)| \neq 0,
$$

as $n \rightarrow \infty$, which proves the claim.
We thus have exhibited a sequence $\left(\varphi_{n}\right)_{n \geq 1}$, bounded in $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$, such that $\left(R_{1}+R_{2}\right) \varphi_{n}$ converges to 0 in $\mathscr{C}^{0}\left(\Gamma_{1} \cap\left\{|X| \leq \varepsilon_{0}\right\}\right)$, albeit no subsequence of $\left(R_{1}+R_{2}\right) \varphi_{n}$ converges to 0 in $\mathscr{C}^{0, \alpha}\left(\Gamma_{1} \cap\left\{|X| \leq \varepsilon_{0}\right\}\right)$. Therefore no subsequence of $\left(R_{1}+R_{2}\right) \varphi_{n}$ converges in $\mathscr{C}^{0, \alpha}\left(\Gamma_{1} \cap\left\{|X| \leq \varepsilon_{0}\right\}\right)$, and so $R_{1}+R_{2}$ is not a compact operator from $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$ to $\mathscr{C}^{0, \alpha}\left(\Gamma_{1} \cap\left\{|X| \leq \varepsilon_{0}\right\}\right)$. Since $L_{2}^{0}-\frac{1}{2 \pi}\left(R_{1}+R_{2}\right)$ is $\mathscr{C}^{0, \alpha}$ compact, it immediately follows that $L_{2}^{0}$ is not a compact operator from $\mathscr{C}^{0, \alpha}\left(\Gamma_{2}\right)$ to $\mathscr{C}^{0, \alpha}\left(\Gamma_{1}\right)$ for any $\alpha<\alpha_{0}$.
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