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DISCONTINUITY OF THE PHASE TRANSITION
FOR THE PLANAR RANDOM-CLUSTER

AND POTTS MODELS WITH q > 4

by Hugo DUMINIL-COPIN, Maxime GAGNEBIN, Matan

HAREL, Ioan MANOLESCU and Vincent TASSION

Abstract. – We prove that the q-state Potts model and the random-cluster model with cluster
weight q > 4 undergo a discontinuous phase transition on the square lattice. More precisely, we show
(1) Existence of multiple infinite-volume measures for the critical Potts and random-cluster models,
(2) Ordering for the measures with monochromatic (resp. wired) boundary conditions for the critical
Potts model (resp. random-cluster model), and (3) Exponential decay of correlations for the measure
with free boundary conditions for both the critical Potts and random-cluster models. The proof is based
on a rigorous computation of the Perron-Frobenius eigenvalues of the diagonal blocks of the transfer
matrix of the six-vertex model, whose ratios are then related to the correlation length of the random-
cluster model.

As a byproduct, we rigorously compute the correlation lengths of the critical random-cluster and
Potts models, and show that they behave as exp.�2=

p
q � 4/ as q tends to 4.

Résumé. – Nous démontrons que la transition de phase du modèle de Potts à q états et de la
percolation FK avec q > 4 est du premier ordre. Plus précisément, nous montrons: (1) l’existence de
plusieurs mesures en volume infini pour ces modèles au point critique, (2) l’émergence d’une structure
ordonnée pour les mesures avec conditions au bord monochromatiques (resp. liées) pour le modèle
de Potts critique (resp. pour la percolation FK), et (3) la décroissance exponentielle des corrélations
pour les mesures libres des deux modèles au point critique. La preuve repose sur un calcul rigoureux
des valeurs propres de Perron Frobenius associées aux blocs diagonaux de la matrice de transfert du
modèle "six-vertex", qui peuvent être directement reliées à la longueur de corrélation de la percolation
FK. Notamment, cette approche nous donne un calcul rigoureux des longueurs de corrélation critiques
pour la percolation FK et le modèle de Potts au point critique. Nous en déduisons un comportement
asymptotique de la forme exp.�2=

p
q � 4) lorsque le paramètre q tend vers 4.
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1364 H. DUMINIL-COPIN ET AL.

1. Introduction

1.1. Motivation

Lattice spin models were introduced to describe specific experiments; they were later
found to be illustrative of a large variety of physical phenomena. Depending on a param-
eter (most commonly temperature), they exhibit different macroscopic behaviors (also
called phases), and phase transitions between them. Phase transitions may be continuous
or discontinuous, and determining their type is one of the first steps towards a deeper
understanding of the model.

In recent years, the Potts and random-cluster models have been the object of revived
interest after new rigorous results were proved. In [3], the critical points of the models were
determined for any q � 1. In [12], the models were proved to undergo a continuous phase
transition for 1 � q � 4, thus proving half of a famous prediction by Baxter. The object of
this paper is to prove the second half of his prediction - namely, that the phase transition is
discontinuous when q > 4.

1.2. Results for the Potts model

The Potts model was introduced by Potts [21] following a suggestion of his adviser Domb.
While the model received little attention early on, it became the object of great interest in
the last 50 years. Since then, mathematicians and physicists have been studying it intensively,
and much is known about its rich behavior, especially in two dimensions. For a review of the
physics results, see [24].

In this paper, we will focus on the case of the square lattice Z2 composed of vertices
x D .x1; x2/ 2 Z2, and edges between nearest neighbors. In the q-state ferromagnetic Potts
model (where q is a positive integer larger than or equal to 2), each vertex of a graph receives
a spin taking value in f1; : : : ; qg. The energy of a configuration is then proportional to
the number of neighboring vertices of the graph having different spins. Formally, the Potts
measure on a finite subgraph G D .V;E/ of the square lattice, at inverse temperature ˇ > 0
and boundary conditions i 2 f0; 1; : : : ; qg, is defined for every � 2 f1; : : : ; qgV by the
formula

�iG;ˇ Œ�� WD
expŒ�ˇHi

G.�/�X
� 02f1;:::;qgV

expŒ�ˇHi
G.�

0/�
;(1.1)

where

Hi
G.�/ WD �

X
fx;yg2E

1Œ�x D �y � �
X
x2@V

1Œ�x D i �:

Above, 1Œ�� denotes the indicator function and @V is the set of vertices of G with at least one
neighbor (in Z2) outside of G. Note that when i D 0, the second sum is zero for all � .

For any boundary conditions i , the family of measures �i
G;ˇ

converges as G tends to
the whole square lattice. The resulting measure �i

ˇ
defined on the square lattice is called

the Gibbs measure with free boundary conditions if i D 0 (respectively, monochromatic
boundary conditions equal to i if i 2 f1; : : : ; qg).
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DISCONTINUOUS PHASE TRANSITION FOR q > 4-POTTS MODEL 1365

The Potts model undergoes an order/disorder phase transition, meaning that there exists
a critical inverse temperature ˇc D ˇc.q/ 2 .0;1/) such that:

— For ˇ < ˇc , the measures �i
ˇ

, i D 0; : : : ; q, are all equal.
— For ˇ > ˇc , the measures �i

ˇ
, i D 0; : : : ; q, are all distinct.

Baxter [1] conjectured that the phase transition is continuous if q � 4 and discontinuous if
q > 4, meaning that all the measures �i

ˇc
with i D 0; : : : ; q are equal if and only if q � 4. It

was shown in [3] that ˇc D log.1 C
p
q/; moreover, when q � 4, it was proved in [12] that

the phase transition is indeed continuous, along with more detailed properties of the unique
critical measure �ˇc . The goal of this article is to complete the proof of Baxter’s conjecture
by proving the following theorem. Below, xn denotes the site of Z2 with both coordinates
equal to bn=2c.

Theorem 1.1. – Consider the q-state Potts model on the square lattice with q > 4. Then,

1. all the measures �i
ˇc

for i D 0; : : : ; q are distinct and ergodic (in particular, �0
ˇc

is not
equal to the average of the �i

ˇc
with i 2 f1; : : : ; qg);

2. for any i 2 f1; : : : ; qg, �i
ˇc
Œ�0 D i � >

1
q

.

3. Let � > 0 satisfy cosh.�/ D
p
q=2. Then

lim
n!1

�
1
n

log
�
�0ˇc Œ�0 D �xn � �

1
q

�
D �C 2

1X
kD1

.�1/k

k
tanh.k�/:

Furthermore, the quantity above is strictly positive.

The limit computed in the final item above is the inverse correlation length of the critical
Potts model in the diagonal direction. This theorem follows directly from Theorem 1.2 below
via the standard coupling between the Potts and random-cluster models (see Section 3.4 for
details).

1.3. Results for the random-cluster model

The random-cluster model (also called Fortuin-Kasteleyn percolation) was introduced by
Fortuin and Kasteleyn around 1970 (see [14] and [15]) as a class of models satisfying specific
series and parallel laws. It is related to many other models of statistical mechanics, including
the Potts model. For background on the random-cluster model and the results mentioned
below, we direct the reader to the monographs [18] and [7].

Consider a finite subgraph G D .V;E/ of the square lattice. A percolation configuration
! is an element of f0; 1gE . An edge e is said to be open (in !) if !.e/ D 1, otherwise it is
closed. A configuration ! can be seen as a subgraph of G with vertex set V and edge-set
fe 2 E W !.e/ D 1g. When speaking of connections in !, we view ! as a graph. A cluster is
a connected component of ! (it may just be an isolated vertex). Let o.!/ and c.!/ denote
the number of open edges and closed edges in ! respectively. Let k0.!/ denote the number
of clusters of !, and k1.!/ the number of clusters of ! when all clusters intersecting @V are
counted as a single one – as before, @V is the set of vertices of G adjacent to a vertex of Z2

not contained in G.

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



1366 H. DUMINIL-COPIN ET AL.

Figure 1. Simulations (courtesy of Vincent Beffara) of the critical planar Potts
model �1

ˇc
(the spin 1 is depicted in blue) with q equal to 2, 3, 4, 5, 6 and 9

respectively. The behavior for q � 4 is clearly different from the behavior for q > 4.
In the first three pictures, each spin seems to play the same role, while in the last
three, the blue spin dominates the other ones.

For i 2 f0; 1g, the random-cluster measure with parameters p 2 Œ0; 1�, q > 0 and
boundary conditions i is given by

�iG;p;q.!/ D
po.!/.1 � p/c.!/qki .!/

Zi .G; p; q/
;

where Zi .G; p; q/ is a normalizing constant called the partition function. When i D 0 and
i D 1, we speak of free and wired boundary conditions respectively.

The family of measures �iG;p;q converges weakly as G tends to the whole square lattice.
The limiting measures are denoted by �iZ2;p;q and are called infinite-volume random-cluster
measures with free and wired boundary conditions (for i equal to 0 and 1 respectively).

For q � 1, the random-cluster model undergoes a phase transition at the critical param-
eter pc D pc.q/ D

p
q=.1C

p
q/ (see [3] or [9, 10, 11] for alternative proofs), in the following

sense:
— if p > pc.q/, �0Z2;p;q D �1Z2;p;q and the probability of having an infinite cluster in !

is 1.
— if p < pc.q/, �0Z2;p;q D �1Z2;p;q and the probability of having an infinite cluster in !

is 0.
As before, one may ask whether the phase transition is continuous or not; this comes down
to whether there exists a single critical measure or multiple ones. In [12], it was proved that
for 1 � q � 4, �0Z2;pc ;q D �

1
Z2;pc ;q

and the probability of having an infinite cluster under this
measure is 0. In this article, we complement this result by proving the following theorem.
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Recall that, in this model, q is not necessarily an integer. Also recall that xn is the site with
both coordinates equal to bn=2c.

Theorem 1.2. – Consider the random-cluster model on the square lattice with q > 4. Then
1. �1Z2;pc ;q ¤ �

0
Z2;pc ;q

;

2. �1Z2;pc ;qŒthere exists an infinite cluster� D 1;

3. if � > 0 satisfies cosh.�/ D
p
q=2, then

(1.2) lim
n!1

�
1
n

log�0Z2;pc ;qŒ0 and xn are in the same cluster� D �C 2
1X
kD1

.�1/k

k
tanh.k�/:

Furthermore, the quantity on the right-hand side is positive and as q & 4,

(1.3) �C 2

1X
kD1

.�1/k

k
tanh.k�/ D

1X
kD0

4

.2k C 1/ sinh
�
�2.2kC1/

2�

� � 8 exp
�
�

�2
p
q � 4

�
:

As in the Potts model, the quantity on the left-hand side of (1.2) corresponds to the inverse
correlation length in the diagonal direction. Note that it directly implies exponential tails for
the radius of the cluster.

The proof of this theorem relies on the connection between the random-cluster model and
the six-vertex model defined below. At the level of partition functions, this connection was
made explicit by Temperley and Lieb in [23]. Here, we will further explore the connection to
derive the inverse correlation length; see Section 3.3 for more details.

1.4. Results for the six-vertex model

The six-vertex model was initially proposed by Pauling in 1931 in order to study the
thermodynamic properties of ice. While we are mainly interested in it for its connection to
the previously discussed models, the six-vertex model is a major object of study on its own
right. We do not attempt to give an overview of the six-vertex model here; instead, we refer
to [22] and Chapter 8 of [2] (and references therein) for a bibliography on the subject and to
the companion paper [8] for details specifically used below.

Fix two even numbers N and M , and consider the torus TN;M WD Z=NZ � Z=MZ as
a graph with edge-set denoted E.TN;M /. An arrow configuration E! is a map attributing to
each edge e D fx; yg 2 E.TN;M / one of the two oriented edges .x; y/ and .y; x/. We say
that an arrow configuration satisfies the ice rule if each vertex of TN;M is incident to two
edges pointing towards it (and therefore to two edges pointing outwards from it). The ice
rule leaves six possible configurations at each vertex, depicted in Fig. 2, whence the name of
the model. Each arrow configuration E! receives a weight

w. E!/ WD

(
an1Cn2 � bn3Cn4 � cn5Cn6 if E! satisfies the ice rule,

0 otherwise;
(1.4)

where a; b; c are three positive numbers, and ni denotes the number of vertices with configu-
ration i 2 f1; : : : ; 6g in E!. In this article, we will focus on the case a D b D 1 and c > 2, and
will therefore only consider such weights from now on. This choice of parameters is such that
the six-vertex model is related to the critical random-cluster model with cluster weight q > 4
on a tilted square lattice, as explained in Section 3.3.

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



1368 H. DUMINIL-COPIN ET AL.

Our choice of parameters corresponds to � WD
a2Cb2�c2

2ab
< �1, called the anti-

ferroelectric phase. The regime � 2 Œ�1; 1/, also called disordered, is also of interest and
is related to the random-cluster model with q � 4; see [2]. The regime� > 1 (which requires
a ¤ b), called the ferroelectric phase, has also been studied under the name of stochastic six-
vertex model and is related to interacting particle systems and random-matrix theory; see the
recent paper [5] and references therein.

Figure 2. The 6 possibilities for vertices in the six-vertex model. Each possibility
comes with a weight a, b or c.

In the context of this paper, the utility of the six-vertex model stems from its solvability
using the transfer-matrix formalism. More precisely, the partition function of a toroidal six-
vertex model may be expressed as the trace of the M -th power of a matrix V (depending
on N ) called the transfer matrix, which we define next. For more details, see [8].

Set Ex D .x1; : : : ; xn/ to be a set of ordered integers (called entries) 1 � x1 < � � � < xn � N
with 0 � n � N . Let � D f�1; 1g˝N be the 2N -dimensional real vector space spanned by
the vectors ‰Ex 2 f˙1g

N given by ‰Ex.i/ D 1 if i 2 fx1; : : : ; xng, and �1 otherwise. The
matrix V is defined by the formula

(1.5) V.‰Ex ; ‰ Ey/ D

8̂̂<̂
:̂
2 if ‰Ex D ‰ Ey ;

cjfi W‰Ex.i/¤‰ Ey.i/gj if ‰Ex ¤ ‰ Ey and ‰Ex and ‰ Ey are interlaced;

0 otherwise;

where Ex and Ey are interlaced if they have the same numbers of entries n and x1 � y1 � x2 �
� � � � xn � yn or y1 � x1 � y2 � � � � � yn � xn. It is immediate thatV is a symmetric matrix;
in particular, all its eigenvalues are real. Furthermore, it is made up of diagonal-blocks V Œn�

corresponding to its action on the vector spaces

�n WD Vect.‰Ex W Ex has n entries/ 0 � n � N:

As discussed in [8], each block V Œn� satisfies the assumption of the Perron-Frobenius
theorem (1), and thus has one dominant, positive, simple eigenvalue. For an integer
0 � r � N=2, let ƒr .N / be the Perron-Frobenius eigenvalue of the block V ŒN=2�r�, where
we emphasize the dependence of ƒr on N (recall that N is even). The main result dealing
with the six-vertex model is the following asymptotic for the aforementioned eigenvalues.

(1) More precisely, the entries of V Œn� are non-negative and there exists an integer k such that
�
V Œn�

�k
has only

positive entries. We will henceforth call a matrix with these properties a Perron-Frobenius matrix.

4 e SÉRIE – TOME 54 – 2021 – No 6
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Theorem 1.3. – For c > 2 and r > 0 integer, fix � > 0 to satisfy cosh.�/ D c2�2
2

. Then,

lim
N!1
N24N

1

N
logƒ0.N / D

�

2
C

1X
kD1

e�k� tanh.k�/
k

(1.6)

lim
N!1
N24N

ƒr .N /

ƒ0.N /
D exp

h
� r

�
�C 2

1X
kD1

.�1/k

k
tanh.k�/

�i
:(1.7)

The limit of ƒ1.N/
ƒ0.N/

is sometimes interpreted as twice the surface tension of the six-vertex
model, and the second equation is effectively a computation of this quantity. The limit
of ƒr .N/

ƒ0.N/
does not have an immediate interpretation but will come in useful when trans-

ferring the result to the random-cluster model (see Remark 3.18). The first identity may
be reformulated in terms of the free energy, which defines the asymptotic behavior of the
partition function, as described below.

Corollary 1.4. – Fix c > 2 and � > 0 such that cosh.�/ D c2�2
2

. Then the free-energy
f .1; 1; c/ of the six-vertex model satisfies

f .1; 1; c/ WD lim
N;M!1

1

NM
log

� X
E! on TN;M

w. E!/
�
D
�

2
C

1X
kD1

e�k� tanh.k�/
k

:

The previous corollary follows trivially from Theorem 1.3 once observed that the free
energy does exist, and that the leading eigenvalue of V is the Perron-Frobenius eigenvalue
of V ŒN=2� (see Section 3.2 for details).

Theorem 1.3 above will be obtained by applying the coordinate Bethe Ansatz to the
blocks V Œn� of the transfer matrix. This Ansatz, aimed at finding eigenvalues of certain types
of matrices, was introduced by Bethe [4] in 1931 for the Hamiltonian of the XXZ model.
It has since been widely studied and developed, with applications in various circumstances,
such as the one at hand. Its formulation for the six-vertex model is described in detail in [8].
For completeness, let us briefly discuss this technique again.

The idea is to try to express the eigenvalues of V Œn�N as explicit functions (see Theorem 3.1
below) of an n-uplet p D .p1; : : : ; pn/ 2 .��; �/n satisfying the n equations

Npj D 2�Ij �

nX
kD1

‚.pj ; pk/ 8j 2 f1; : : : ; ng;(BE�)

where the Ij are integers or half-integers (depending on whether n is odd or even) between
�N=2 andN=2, and‚ W R2 ! R is the unique continuous function (2) satisfying‚.0; 0/ D 0
and

(1.8) exp.�i‚.x; y// D ei.x�y/ �
e�ix C eiy � 2�

eix C e�iy � 2�
;

where recall that� D .2� c2/=2. This parameterization of the six-vertex model will be used
throughout the paper. We refer to BE� as the Bethe equations. Depending on the choice
of the Ij , the eigenvalue obtained may be different. It is also a priori unclear whether all
eigenvalues of V Œn�N can be obtained via this procedure.

(2) The fact that‚ is well-defined, real-valued and analytic can be checked easily.
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The asymptotic behavior of ƒ0.N / was computed in [25] using the coordinate Bethe
Ansatz. The argument of [25] assumed that ƒ0.N / is produced by a solution
p.N / D .p1; : : : ; pN=2/ to (BE�) with n D N=2 and the special choice Ij D j�.nC1/=2. An
asymptotic analysis of the distribution of p1; : : : ; pN=2 on Œ��; �� was then used to derive
the asymptotic behavior of ƒ0.N /. To our best understanding, certain gaps prevent this
derivation from being completely justified in this first paper. Among them are the existence
of solutions to (BE�), the fact that the associated eigenvector constructed by the Bethe
Ansatz is non-zero, and the justification of the weak convergence of the point measure of p
to an explicit continuous distribution.

The more refined asymptotic (1.7) requires further justification. For r D 1 (or equiva-
lently �1), the limit was derived in [2] and [6]. Baxter’s result [2] is based on computations
involving a more sophisticated version of the Bethe Ansatz and the eight-vertex model, which
generalizes the six-vertex model. The paper [6] relies on completeness of the six-vertex and
Potts representations of the Bethe Ansatz. To our best understanding, both computations
require assumptions which are difficult to rigorously justify. We are not aware of any compu-
tation of (1.7) for jr j � 2. Similar results were obtained rigorously in [20, 17] for related
models (see the discussion before Theorem 2.3 and Remark 3.5 for more details).

In light of this, we chose to write a fully rigorous, self-contained derivation of both (1.6)
(which matches Baxter’s computation) and (1.7). Moreover, we only use elementary tools,
so as to render it accessible to a more diverse audience, less accustomed to the mathematical
physics literature. The computations of the two limits in Theorem 1.3 will be used in a crucial
way in the proof of Theorem 1.2.

1.5. Organization of the paper

1.5.1. Section 2: Study of the Bethe equations. – This step consists in the study of (BE�)
with the choice

(1.9) Ij WD j �
nC 1

2
for j 2 f1; : : : ; ng:

This section does not involve any reference to the Bethe Ansatz or the six-vertex model. It is
divided in three steps:

1. We first study two functional equations that we call the continuous Bethe Equation and
the continuous Offset Equation, respectively, via Fourier analysis.

2. We then construct solutions to (BE�) with prescribed properties. This approach proves
the existence of solutions to the Bethe equations and, more importantly, provides
good control of the increments pjC1 � pj of the solution. This will be crucial when
analyzing the asymptotic of ƒr .N /=ƒ0.N /. It also provides tools for proving that
the eigenvectors built via the Bethe Ansatz are non-zero and correspond to Perron-
Frobenius eigenvalues.

3. Finally, we study the asymptotic behavior of the solutions of the discrete Bethe equa-
tions using the continuous Bethe Equation. Furthermore, we compare solutions with
different values of n using the continuous Offset Equation.

4 e SÉRIE – TOME 54 – 2021 – No 6
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1.5.2. Section 3: From the Bethe equations to the different models. – This part contains the
proofs of the main theorems. It is divided in two steps.

1. We use the Bethe Ansatz to relate the Bethe equations to the eigenvalues of the
transfer matrix of the six-vertex model. We then study the asymptotic behavior of the
Perron-Frobenius eigenvalues of the different blocks of the transfer matrix using the
asymptotic behavior of the solutions to the continuous Bethe Equation derived in the
previous section (see the proof of Theorem 1.3).

2. We relate the six-vertex model to the random-cluster and Potts models via classical
couplings. These relations, together with new results on the random-cluster model,
enable us to prove Theorems 1.2 and 1.1.

1.5.3. Section 4: Fourier computations. – The study will require certain computations using
Fourier decompositions. While these computations are elementary, they may be lengthy, and
would break the pace of the proofs. We therefore defer all of them to Section 4.

1.5.4. Notation. – Most functions hereafter depend on the parameter� D 2�c2

2
< �1. For

ease of notation, we will generally drop the dependency in �, and recall it only when it is
relevant. We write @i for the partial derivative in the i th coordinate.

1.5.5. Acknowledgements. – The authors thank Vincent Beffara for the simulations, and
Alexei Borodin for useful discussions. The first author was funded by the ERC grant
CriBLaM. The first and the third authors were funded by the IDEX grant of Paris-Saclay.
The fifth author was funded by a grant from the Swiss NSF. All the authors are partially
funded by the NCCR SwissMap.

2. Study of the Bethe Equation

2.1. The continuous Bethe and Offset Equations

This section studies the following continuous functional equations for � < �1:

2��.x/ D 1C

Z �

��

@1‚.x; y/�.y/dy 8x 2 Œ��; ��;(cBE�)

2��.x/ D
‚.x;��/C‚.x; �/

2
�

Z �

��

@2‚.x; y/�.y/dy 8x 2 Œ��; ��:(cOE�)

The first equation naturally arises as a continuous version of the Bethe Equations (BE�),
while the second one will be useful when studying the displacement between solutions of the
Bethe equations for different values of n.

The main object of the section is the following proposition. For � < �1, let k be the
unique continuous function (3) from Œ��; �� to itself satisfying

eik.˛/ D
e� � e�i˛

e��i˛ � 1
;

where � > 0 is such that cosh.�/ D ��.

(3) The existence of k follows by taking the complex logarithm and fixing k.˙�/ D ˙� . Furthermore, k is
invertible. Also notice that z 7! .e� � z/=.e�z � 1/ is a Mobiüs transformation mapping the unit circle to itself
and �1 to �1.
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Proposition 2.1. – For � < �1, let x D k.˛/. The functions � and � defined by (4)

�.x/ WD
1

4�k0.˛/

X
j2Z

1

coshŒ�.2�j C ˛/=.2�/�
;(2.1)

�.x/ WD
X
m>0

.�1/m

�m
tanh.�m/ sin.m˛/

are the only solutions in L2.Œ��; ��/ of (cBE�) and (cOE�) respectively. In particular, the
function � W .�; x/ 7! �.x/ is strictly positive and analytic in � < �1 and x 2 Œ��; ��.

We prove this result by making a change of variables x D k.˛/ to obtain equations
involving a convolution operator, and then using Fourier analysis to compute � and � (and
therefore deduce their uniqueness).

Proof. – In this proof, we fix � < �1 and drop it from the notation. Set R.˛/ D
2��.k.˛//k0.˛/ and T .˛/ D 2��.k.˛//. The change of variables x D k.˛/ trans-
forms (cBE�) and (cOE�) into (5)

R.˛/ D „�.˛/ �
1

2�

Z �

��

„2�.˛ � ˇ/R.ˇ/dˇ 8˛ 2 Œ��; ��;(cBE0�)

T .˛/ D ‰.˛/ �
1

2�

Z �

��

„2�.˛ � ˇ/T .ˇ/dˇ 8˛ 2 Œ��; ��;(cOE0�)

where, for � 2 R and ˛ 2 Œ��; ��,

„�.˛/ WD
sinh.�/

cosh.�/ � cos.˛/
and ‰.˛/ WD

‚.k.˛/;��/C‚.k.˛/; �/

2
:

For any function f 2 L2.Œ��; ��/, denote by . Of .m//m2Z its Fourier coefficients defined
as Of .m/ WD 1

2�

R �
��
e�im˛f .˛/d˛. Then, (cBE0�) and (cOE0�) may be rewritten as

OR.m/ D O„�.m/ � O„2�.m/ OR.m/ and OT .m/ D O‰.m/ � O„2�.m/ OT .m/ 8m 2 Z:
(2.2)

The end of the proof is a simple computation which we resume next; details are given in
Section 4. The residue theorem shows that O„�.m/ D exp.��jmj/. In addition, a simple

computation implies that O‰.m/ D .�1/m

im

�
1 � O„2�.m/

�
for m ¤ 0 and O‰.0/ D 0.

Substituting these in (2.2), we deduce that, for all m 2 Z (m ¤ 0 for the second equality),

OR.m/ D
O„�.m/

1C O„2�.m/
D

1

2 cosh.�m/
and OT .m/ D

O‰.m/

1C O„2�.m/
D
.�1/m

im
tanh.�jmj/:

The conclusion follows by checking that functions given in (2.1) have the Fourier coefficients
above; details are given in Section 4. The properties of positivity and analyticity of � follow
directly from its explicit expression (observe that the terms of the sum in (2.1) are positive
and converge exponentially fast to 0).

(4) In the definition of � , the series is not absolutely summable; it stands for the limit of the partial sums.
(5) A series of algebraic manipulations is necessary for this step. The key is to observe that k0.˛/ D „�.˛/ and
„2�.˛ � ˇ/ D �

d
d˛
‚.k.˛/; k.ˇ// D d

dˇ
‚.k.˛/; k.ˇ//.
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Before turning to the discrete equations, let us provide an alternative proof of the unique-
ness of the solution to (cBE�) based on a fixed-point theorem. While this proof does not give
an explicit formula for � (a formula which will be useful later on), it highlights the importance
of a particular norm which will play a central role in the next section. The goal is to prove
that the map Tc defined below is contractive, a fact which immediately implies that (cBE�)
has a unique solution.

Fix� < �1. Consider the map Tc from the set H of bounded functions f W Œ��; �� �! R
with

R �
��
f .x/dx D 1=2 to itself (6) defined by

2�Tc.f /.x/ D 1C

Z �

��

@1‚.x; y/f .y/dy 8x 2 Œ��; ��:

We claim that this map is contractive for the norm defined by

kf k WD sup
˚ ˇ̌
k0.k�1.x//f .x/

ˇ̌
; x 2 Œ��; ��

	
D sup

˚ ˇ̌
k0.˛/f .k.˛//

ˇ̌
; ˛ 2 Œ��; ��

	
:

(2.3)

Note that k0 is bounded away from 0 and infinity, so that the norm above is equivalent to the
supremum norm k � k1 (with constants depending on � < �1).

Indeed, let f and g be two functions in H . Set F D k0 � .f ı k/, G D k0 � .g ı k/,
QF D k0�.Tc.f /ık/ and QG D k0�.Tc.g/ık/, and notice that all these functions integrate to 1=2

on Œ��; ��. Lettingm„ D minf„2�.x/ W x 2 Œ��; ��g > 0, we find that, for any ˛ 2 Œ��; ��,

j QF .˛/ � QG.˛/j D 1
2�

ˇ̌̌ Z �

��

„2�.˛ � ˇ/.F.ˇ/ �G.ˇ//dˇ
ˇ̌̌

D
1
2�

ˇ̌̌ Z �

��

�
„2�.˛ � ˇ/ �m„

�
.F.ˇ/ �G.ˇ//dˇ

ˇ̌̌
�

1
2�
kF �Gk1

Z �

��

�
„2�.ˇ/ �m„

�
dˇ

� .1 �m„/kF �Gk1;(2.4)

where we used the fact that „2�.ˇ/ integrates to 2� (since O„2�.0/ D 1) in the final line.
Observing that kF � Gk1 D kf � gk and k QF � QGk1 D kTc.f / � Tc.g/k, we conclude
that Tc is contracting.

2.2. The discrete Bethe equations

The main object of this section is to prove the existence and regularity of solutions to the
Bethe equations recalled below:

Npj D 2�Ij �

nX
kD1

‚.pj ; pk/; 8j 2 f1; : : : ; ng;(BE�)

with the choice (1.9) for the Ij , namely Ij D j � nC1
2

for 1 � j � n. We will be looking
for solutions p with additional symmetry (which takes into account the symmetry of the Ij ).
More precisely, we will be looking for solutions in

S n WD

n
p D .p1; : : : ; pn/ W �� < p1 < p2 < � � � < pn < � and pnC1�j D �pj ;8j

o
:

(6) That Tc.H/ � H follows from Fubini’s theorem and the fact that ‚.�;y/ � ‚.��;y/ D �2� for all
y 2 Œ��;��.
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For any vector p D .p1; : : : ; pn/, we set p0 D pn � 2� and pnC1 D p1 C 2� . Hereafter, N
will always denote an even integer.

Maybe the most natural approach to proving the existence of solutions to (BE�) (for
fixed�,N and n) is to apply the Brouwer Fixed-Point Theorem (7) to the map T W S n ! S n

defined by

T.p1; : : : ; pn/ D

�
2�Ij

N
�
1

N

nX
kD1

‚.pj ; pk/

�
1�j�n

:

Indeed, p being a fixed point of T is equivalent to it satisfying (BE�). The fact that T maps S n

to itself follows directly from the monotonicity and anti-symmetry of ‚, and from the fact
that

�2� � ‚.x; y/C‚.x;�y/ � 2� 8x; y 2 Œ��; ��:

The Brouwer Fixed-Point Theorem indeed applies to T, and solutions to (BE�) may thus
be shown to exist for any � < �1. Having said that, it will be important that the solutions
vary continuously as functions of �, which does not follow from such arguments. Such a
continuity statement was proved by Karol Kozlowksi in [20] and Pedro Goldbaum in [17] for
the 1D Hubbard model. The argument used in the latter paper generalizes the earlier work
of Yang and Yang [25], using an Index theorem on a well-chosen field, and thus deducing
that the solutions form families of continuous curves, proving that there exists a continuous
curve of solutions to (BE�) in the set Œ�1;�1/ � Œ��; ��n, extending over the whole range
of �.

However, we wish to prove a stronger statement: we would like the solutions to have some
regularity, in that they should be close to �, the solution we explicitly computed in (2.1),
in some appropriately-chosen sense. This will be important when comparing solutions for
different values n to compute the limit of ƒr .N /=ƒ0.N /.

We therefore choose another path to prove the existence of solutions, based on the
Implicit Function Theorem. Our approach has the further advantage of being fairly short
and elementary, and of proving that the obtained solution is close to the continuous one
(which renders the asymptotic analysis of ƒ0.N / essentially trivial). Furthermore, we will
also prove that the map � 7! p� is not only continuous but analytic, a fact which will be
useful in proving that the eigenvalue associated with p� is the Perron-Frobenius one (see
Section 3.1). The downside is that it only yields a solution on an interval Œ�1; �N � with
�N < �1, tending to �1 as N tends to infinity (which will be sufficient for the application
we have in mind).

Before stating the theorem, let us explain how we will compare a solution p of (BE�) to the
continuous solution � of (cBE�). For p 2 S n, introduce the step function �p W Œ��; ��! R
defined by

(2.5) �p.t/ D
IjC1 � Ij

N.pjC1 � pj /
if t 2 Œpj ; pjC1/,

(7) For sufficiently small values of�, the Brouwer Fixed-Point Theorem is not even necessary, since one may show
that T is contractive for the `1 norm; this is not true for� close to �1.
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where InC1 and I0 are defined by InC1 � I1 D In � I0 D N � n. We measure the distance
from p to the continuous solution using k�p� �k, where k � k is the norm introduced in (2.3).
This norm appears naturally in this context since the map Tc – which may be viewed as a
continuous version of T – is contractive for k � k.

Remark 2.2. – We chose to write IjC1 � Ij in the numerators, since this would be the
natural quantity would the Ij take arbitrary values. In our case, IjC1 � Ij is equal to 1 for
any 1 � j < n, and to 2r C 1 for j D 0 and n (recall that n D N=2 � r).

We are now in a position to state the main theorem of this section.

Theorem 2.3. – Fix r � 0 and �0 < �1. There exist K > 0 and N0 such that, for
any N � N0, there exists a family of solutions .p�/���0 to the Bethe Equations (BE�) with
n D N=2 � r satisfying

(i) � 7! p� is analytic on Œ�1; �0/ (8),

(ii) k�p� � �k �
K
N

for all � � �0.

Property (ii) should be understood as a regularity statement. It implies in particular that,
for all 0 � j � n,

pjC1 � pj �
IjC1 � Ij

�.pj /N
D O

� 1

N 2

�
;(2.6)

whereO.�/ depends on�0 only (9). As an important consequence for us, the previous expres-
sion implies that, for N > N0 large enough and 0 � j � n,

pjC1 � pj �
2.IjC1 � Ij /

m�N
;(2.7)

where m� > 0 is the infimum of � over x 2 Œ��; �� and � � �0. It will be crucial to us that
the bound (2.7) above does not depend on the quantity K of Theorem 2.3 (even though N0
may depend on K). Also notice that (ii) implicitly shows that p� is in the interior of S n for
all � � �0, provided N is large enough.

The rest of this section is dedicated to proving Theorem 2.3.

As we already mentioned, our strategy is based on the Implicit Function Theorem, which
will be applied to I�T (seen as a function of� and p), where I denotes the identity function:

I.�; p/ D p; 8p 2 S n and � < �1:

There is no a priori reason that allows us to apply the Implicit Function Theorem at any zero
of I�T, as the differential is not guaranteed to be invertible. Nonetheless, we will show that
we may construct a family of such zeros that remains close to the continuous solution, and
that this ensures that the differential of I � T is invertible. The key of this argument is the
following stability lemma.

(8) Here, f is analytic at �1 if there exists .an/ such that f .x/ D
P1
nD0 anx

�n for all x sufficiently small.
(9) The notation O.N˛/ is used to indicate a quantity that is bounded by CN˛ for all N , where C is a constant.
We sayO.�/ is uniform in certain parameters, to mean that C may be chosen independently of those parameters.
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Lemma 2.4. – Fix r � 0 and �0 < �1. Then, for K > 0 and N0 large enough, for
any � � �0 and N � N0, there exists no solution p 2 S n of (BE�) with n D N=2 � r

and
K

2N
� k�p � �k �

K

N
:

This lemma should not appear as a surprise. Indeed, as mentioned above, T is, in some
sense, a discrete version of Tc (which is contractive and has fixed point �), at least in a vicinity
of �, and could therefore be expected to be contractive for N large enough. We did not
manage to prove this fact, but the lemma above is sufficient for our use.

Let us assume this lemma for now. Write Rnsym for the bn=2c-dimensional subspace of Rn

of symmetric vectors:

Rnsym D
˚
.q1; : : : ; qn/ 2 Rn W qj D �qnC1�j ; 8j

	
:

The map I � T leaves this space stable (as can be seen by the symmetry properties of ‚).
Therefore, we may apply the Implicit Function Theorem to I � T as a function from
Œ�1; �0� � S n to Rnsym (recall that S n � Rnsym). Write d.I � T/ for (the restriction of)
the differential of I � T in p as an automorphism of Rnsym. To apply the Implicit Function
Theorem at some point .�; p/ one needs to ensure that d.I � T/.�; p/ is invertible. This is
done via the lemma below; its proof is deferred to the end of the section.

Lemma 2.5. – Fix r � 0, �0 < 1 and K > 0. Then there exists N0 such that, for
any � � �0 and N � N0, d.I � T/.�; p/ is invertible for any solution p 2 S n of (BE�)
with n D N=2 � r such that k�p � �k � K=N .

Theorem 2.3. – Fix r � 0 and �0 < �1; K � 2r and N will be assumed large enough
for Lemmas 2.4 and 2.5 to apply, further conditions on N will appear in the proof.

For � D �1 we have ‚.x; y/ D y � x, and the Bethe equations have a unique
solution p�1 with pj D 2�Ij =.N � n/ for 1 � j � n. This solution satisfies p 2 S n

and k�p � �k � K=N (� is the constant function 1=.4�/ when � D �1 and we assumed
K � 2r).

Due to Lemma 2.5, the Implicit Function Theorem may be repeatedly applied to extend
the solution from p�1 to an analytic function � 7! p�, as long as k�p� � �k � K=N and
p� 2 S n. The latter condition is implied by the former when N is large enough; we may
therefore ignore it. Lemma 2.4 shows that p�, being continuous in�, may never exit the ball
of radius K=.2N/ around � for the k � k-norm. Thus, the map � 7! p� is defined for all
� � �0, analytic and such that k�p� � �k � K=N for all � � �0.

To close the section, we prove Lemmas 2.4 and 2.5.

Lemma 2.4. – Let r � 0 and �0 < �1; bounds on K and N0 will appear throughout
the proof. Consider � � �0, N � N0 and p D .p1; : : : ; pn/ a solution of (BE�) with
n D N=2 � r and k�p � �k � K=N .

In this proof,O.�/ is uniform inK and j D 1; : : : ; n (but may depend on r). In particular,
by (2.7), we may write that pjC1 � pj D O.1=N/, provided N0 is large enough. For further
reference, note that the derivatives of the functions �, k, ‚, etc, are all bounded uniformly
in � < �0.
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Let fp W R! R be the smooth function defined by

(2.8) fp.x/ WD
1

2�

�
x C

1

N

nX
kD1

‚.x; pk/
�
:

For any t 2 Œpj ; pjC1/, apply the Mean Value Theorem to construct �j 2 .pj ; pjC1/ such
that

(2.9) �p.t/
(2.5)
D

IjC1 � Ij

N.pjC1 � pj /
D
fp.pjC1/ � fp.pj /

pjC1 � pj
D f 0p .�j /:

In the second identity, we used that p is a fixed point for T and therefore satisfies fp.pj / D Ij =N
for any j 2 f1; : : : ; n � 1g. In fact, this relation also holds for j D 0 and n; to see this, we
recall that ‚.x C 2�; y/ �‚.x; y/ D �2� , and therefore

fp.x ˙ 2�/ D fp.x/˙
N � n

N
:

Thus,

f .p1/ � f .p0/ D
I1 � .In �N C n/

N
D
I1 � I0

N
:

The argument is identical for j D n. Since pjC1 � pj D O.1=N/, for any t 2 Œpj ; pjC1/, we
may approximate �.t/ by �.�j / and k0.k�1.t// by k0.k�1.�j // to deduce that

k0.k�1.t//j�p.t/ � �.t/j � .1CO.
1
N
// k0.k�1.�j //jf

0
p .�j / � �.�j /j CO.

1
N
/

� .1CO. 1
N
//kf 0p � �k CO.

1
N
/:

Therefore, the lemma follows readily from the following inequality, which we prove below:

(2.10) kf 0p � �k � .1 �m„/k�p � �k CO.
1
N
/;

where m„ D inff„2�.x/ W x 2 Œ��; �� and � � �0g > 0. Indeed, assuming (2.10) holds,
the previous computation shows that

k�p � �k � .1 �m„/k�p � �k CO.
1
N
/;

which implies the result for K large enough (recall that the constant in O.1=N/ above does
not depend on K).

Hence, we only need to prove (2.10) to finish the proof of the lemma. Set Rp.˛/ WD

�p.k.˛//k
0.˛/. Fix x D k.˛/. With this definition, the change of variable explained in the

previous section implies that

2�f 0p .x/ D 1C
1

N

nX
kD1

@1‚.x; pk/ D 1C

Z �

��

@1‚.x; y/�p.y/dy C O. 1
N
/

D 1C
1

k0.˛/

Z �

��

„2�.˛ � ˇ/Rp.ˇ/dˇ C O. 1
N
/;

where we used again that maxfpjC1 � pj g D O. 1
N
/ and that @2@1‚ is bounded uniformly

to approximate @1‚.x; pk/ by @1‚.x; k.ˇ//. Thus,

k0.k�1.x//jf 0p .x/ � �.x/j D
ˇ̌̌
1
2�

Z �

��

„2�.˛ � ˇ/.Rp.ˇ/ �R.ˇ//dˇ
ˇ̌̌
C O. 1

N
/

(2.4)
� .1 �m„/k�p � �k C O. 1

N
/;
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where in the last inequality, we can apply (2.4) since
R �
��
Rp.˛/d˛ D

R �
��
�p.x/dx D

1
2
:

Lemma 2.5. – Let r;�0 and K be as in the statement of the lemma; N0 will be chosen
later in the proof. Fix� � �0, N � N0 and p 2 S n satisfying (BE�) with n D N=2� r and
such that k�p � �k � K=N .

Note that for� D �1, T is equal to I=2, and the result is trivial. We may therefore assume
that � 2 .�1; �0�.

Write A for d.I � T/.�; p/, the differential of I � T in p at the point .�; p/ fixed above.
Recall that we see A as an automorphism of Rnsym. We will regard it as a square matrix of
size bn=2c, when written in the basis .ej � enC1�j /1�j�bn=2c of Rnsym, where .ej /1�j�n is the
canonical basis of Rn. We may write A explicitly:

Ajk D
@
�
.I � T/.�; p/

�
j

@pk
�

@
�
.I � T/.�; p/

�
j

@pnC1�k

D

8̂<̂
:
1C 1

N

X
`¤j

@1‚.pj ; p`/ �
1
N
@2‚.pj ;�pj / if j D k;

1
N

�
@2‚.pj ; pk/ � @2‚.pj ;�pk/� if j ¤ k;

for 1 � j; k � n=2. For the second equality, we have used pnC1�k D �pk .

Also, writeB for the diagonal matrix of size bn=2c, with entriesN.pjC1�pj / D �p.pj /�1

on the diagonal. Rather than proving that A is invertible, we will prove that QA D AB is
invertible, by showing that it is diagonally dominated – i.e., QAi i >

P
j¤i
QAij for every i .

Below, the notation O.�/ is considered uniform in � < �0 and j , but may depend
on the fixed constants K and r . Due to the condition k�p � �k � K=N , we may write
pjC1 � pj D O.1=N/. Finally, we will use that the functions � and ‚ and their derivatives
are uniformly bounded for � � �0 (provided that N is large enough).

The diagonal terms of QA are

QAjj D
1

�p.pj /

�
1C

1

N

X
k¤j

@1‚.pj ; pk/
�
CO

�
1
N

�(2.11)

D
1

�p.pj /

�
1C

Z �

��

@1‚.x; y/�.y/
�
CO

�
1
N

� (cBE�)
D

2��.pj /

�p.pj /
CO

�
1
N

�
D 2� CO

�
1
N

�
:

For the second equality (10), we used k�p��k � K=N . We further note that the final equality
follows thanks to the fact that m� > 0.

We now compute the off-diagonal terms of QA. For x; y 2 Œ��; ��, write G.x; y/ WD
‚.x; y/ �‚.�x; y/. A direct computation shows that G.x; y/ is increasing in y when both
x and y are in Œ��; 0�. For 1 � j ¤ k � n=2, since ‚.x;�y/ D �‚.�x; y/, we have

QAjk D .pkC1 � pk/
�
@2‚.pj ; pk/ � @2‚.�pj ; pk/

�
D .pkC1 � pk/@2G.pj ; pk/ � 0:

(10) The equality is obtained by a simple computation similar to that of the proof of Theorem 2.6 below. We omit
the details here.
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Therefore, for any fixed 1 � j � n=2,X
k¤j

j QAjkj D
X
k¤j

QAjk D

bn=2cX
kD1

.pkC1 � pk/@2G.pj ; pk/CO
�
1
N

�
D G.pj ; 0/ �G.pj ;��/CO

�
1
N

�
:(2.12)

A straightforward calculus exercise can show that, for any � < �0, the function
G.x; 0/ �G.x;��/ satisfies

G.x; 0/ �G.x;��/ � 4 arctan
� 1

2j�0j

q
�20 � 1

�
< 2�; 8x 2 Œ��; 0�:

In conclusion, (2.11) and (2.12) show that for N large enough (depending on �0; r and K
only), QA is diagonal dominant and therefore invertible.

2.3. The asymptotic behavior of the solutions to the Bethe equations

This section is devoted to two results that control the asymptotic behavior of solutions to
the Bethe equations when �p is close to �. The first deals with the “first order” asymptotics
of solutions to (BE�) with n D N=2 � r , for fixed r .

Theorem 2.6. – Fix� < �1 and r � 0. Consider a family of p.N / 2 SN=2�r forN even
large enough satisfying k�p.N/ � �k �! 0. Then, �N WD 1

N

Pn
iD1 ıpi .N/ converges weakly

to �.x/dx, where dx is Lebesgue’s measure on Œ��; ��.

Proof. – Fix � < �1, r � 0 and set n D N=2 � r . For any continuous function g
on Œ��; �� and N � 2r , define gp.N/ W Œ��; �� ! R by gp.N/.t/ WD g.pj / if t 2 Œpj ; pjC1/
for some 0 � j � n (where we extend g periodically whenever needed). ThenZ �

��

g.x/d�N .x/ D
1

N

nX
jD1

g.pj / D

Z �

��

gp.N/.x/�p.N/.x/dx C
g.pn/ � g.p1/

2N
;

and we findZ �

��

g.x/�.x/dx �

Z �

��

g.x/d�N .x/

D

Z �

��

g.x/
�
�.x/ � �p.N/.x/

�
dx C

Z �

��

�
g.x/ � gp.N/.x/

�
�p.N/.x/dx C

g.pn/ � g.p1/

2N
;

Then, (2.6) and (2.7) imply that each integral above converges to 0, and the result follows.

The second result deals with the displacement of the solutions to the Bethe equations
with N and n D N=2 � r with respect to the solution with N and n D N=2. Fix r > 0 and
write henceforth n D N=2� r . For p D .p1; : : : ; pN=2/ 2 SN=2 and Qp D . Qp1; : : : ; Qpn/ 2 S n,
introduce the offset displacement " D ".p; Qp/ 2 Rn defined for 1 � j � n by

(2.13) "j D

8<:N
�
Qpj � pjCr=2

�
if r is even,

N
�
Qpj �

pj�.r�1/=2 C pj�.rC1/=2

2

�
if r is odd

and the offset function fp;Qp.t/ WD "j if t 2 Œ Qpj ; QpjC1/ for some 0 � j � n:
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Remark 2.7. – The difference of index in (2.13) between Qp and p is made in such a way
that the indices coincide when “starting from the middle of the interval Œ��; ��”.

Remark 2.8. – Consider p and Qp given by Theorem 2.3 for r and r C 1. Then, the
solutions may be proved to be interlaced (11), in the sense that pj < Qpj < pjC1 for any
1� j < n. We will not use this property later, but this may be useful in subsequent works.

While the asymptotic behavior of individual solutions p is described by the continuous
Bethe Equation, that of the offset displacement is governed by the Offset Equation, as shown
in the next theorem.

Theorem 2.9. – Fix � < �1 and r � 0. Consider two families p.N / 2 SN=2 and
Qp.N / 2 SN=2�r of solutions to the Bethe equations with parameters� and N even sufficiently
large. If k�p.N/ � �k D O. 1N / and k�Qp.N/ � �k D O. 1N /, then

1. � � fp.N/;Qp.N/ converges uniformly on Œ��; �� to r � �:

2. There existsC > 0 such that jfp.N/;Qp.N/.x/j � C jxjCO.1=N/ for allN andx 2 Œ��; ��.

The second property is slightly technical but will be useful when integrating functions
against the empirical measure of the Qp.N / (see Section 3.2).

Proof. – We dropN and n D N=2�r from the notation in the computations, except that
we set fN D fp.N/;Qp.N/. We treat the case r even and odd separately. Below, all quantities
O.�/ may depend on � and r but are uniform in j D 1; : : : ; n and x 2 Œ��; ��.

2.3.1. Case r even. – First, we bound the increments of fN and show that fN is almost equal
to 0 at the origin, so as to prove the second property. Equation (2.6) and the bound (2.7) on
the increments of p and Qp (both valid due to our assumptions) imply that

j"jC1 � "j j
(2.6)
�

ˇ̌̌ 1

�.pjCr=2C1/
�

1

�.pjCr=2/

ˇ̌̌
C

ˇ̌̌ 1

�. QpjC1/
�

1

�. Qpj /

ˇ̌̌
CO

�
1
N

� (2.7)
D O

�
1
N

�
:

(2.14)

Now, by symmetry, pN=4 D �pN=4C1 (recall that pN=4 and pN=4C1 are the two elements of p
closest to the origin) and Qpn=2 D � Qpn=2C1 so

(2.15) "n=2 D �"n=2C1 D O
�
1
N

�
:

Finally, observe that � Qp is bounded uniformly in N (since it converges to � in the norm k � k,
it also does in the uniform norm), and therefore QpjC1 � Qpj > c=N for all N and j , where
c > 0 is some constant independent of N and j . This implies the existence of C > 0,
independent of N and j , such that

jfN .x/j � C jxj CO
�
1
N

�
for all x 2 Œ��; ��.(2.16)

(11) The strategy is to show that the property of being interlaced is true for � D �1 (this is a straightforward
computation) and that this property does not cease to be true when increasing � continuously. Namely, one can
prove that for any � < �1, it is not possible that pj � Qpj � pjC1 for every 1 � j < n and Qpk be equal
to pk or pkC1 for some 1 � k < n. This is based on the fact that‚.x; 0/ 2 .��;�/ for any x 2 .��;�/, and
that G.x; y/ D ‚.x; y/ �‚.�x; y/ defined on Œ��; 0�2 is decreasing in the first variable and increasing in the
second one. The continuity of � 7! p; Qp is then used to conclude. We leave the details of the computation to the
reader.
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Let us now prove the first statement - that is, the convergence of �fN . In light of (2.14),
we may apply the Arzela-Ascoli theorem to the sequence .fN / to extract a sub-sequential
limit f . It suffices to show that �f D r � � to conclude.

For N and 1 � j � n, the Bethe equations applied to pjCr=2 and Qpj imply

"j D

N=2X
kD1

‚.pjCr=2; pk/ �

nX
kD1

‚. Qpj ; Qpk/:

In the first sum, we Taylor expand the terms‚.pjCr=2; pkCr=2/ at . Qpj ; Qpk/ for any 1 � k � n
(while leaving the remaining terms as they are). This gives

"j D

r=2X
kD1

‚.pjCr=2; pk/C‚.pjCr=2; pnC1�k/„ ƒ‚ …
.1/

�
1
N

nX
kD1

@1‚. Qpj ; Qpk/"j„ ƒ‚ …
.2/

�
1
N

nX
kD1

@2‚. Qpj ; Qpk/"k„ ƒ‚ …
.3/

CO
�
1
N

�
:(2.17)

The final term is due to the second order errors in the Taylor expansion; it is indeed O
�
1
N

�
,

since it contains O.N/ terms of order O
�
1
N2

�
.

Fix x 2 Œ��; �� and for each N (along the subsequence for which fN tends to f ) pick Qpj
so that x 2 Œ Qpj ; QpjC1/. Then the equation displayed above offers an expression for fN .x/.
Taking N to infinity, we find that (1) converges to r

2
.‚.x;��/ C ‚.x; �//, and (2) and (3)

converge to .1� 2��.x//f .x/ and
R �
��
@2‚.x; y/f .y/�.y/dy, respectively, by the definition

of f and the weak convergence of �N (defined in statement of Theorem 2.6). Thus,

2�f .x/�.x/ D r
2

�
‚.x;��/C‚.x; �/

�
�

Z �

��

@2‚.x; y/f .y/�.y/dy:

It follows that 1
r
f .x/�.x/ D �.x/ by the uniqueness of the solution to the Offset Equa-

tion (cOE�).

2.3.2. Case r odd. – The reasoning is similar. Equation (2.14) may be obtained in the same
way and (2.15) may be replaced by ".nC1/=2 D 0, which results from the symmetry of p and Qp.
One then expands around . Qpi ; Qpk/ the expression

nX
kD1

‚. Qpj ; Qpk/ �
1
2

�
‚.pjC.r�1/=2; pk/C‚.pjC.rC1/=2; pk/

�
to obtain the same result.

3. Proofs of the theorems

3.1. Perron-Frobenius eigenvalues of six-vertex model via Bethe Ansatz

The goal of this section is to show that the Perron-Frobenius eigenvalue of V Œn� is given
by the Bethe Ansatz from the solution p of (BE�) given by Theorem 2.3 (recall the choice
Ij D j �

nC1
2

for 1 � j � n in the theorem). We start by recalling the Bethe Ansatz for the
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transfer matrix of the six-vertex model. A more detailed discussion (with references) and an
expository proof may be found in the companion paper [8].

Recall that � D .2 � c2/=2 and that the function ‚ depends implicitly on �. For z ¤ 1,
define

(3.1) L.z/ WD 1C
c2z

1 � z
and M.z/ WD 1 �

c2

1 � z
:

Theorem 3.1 (Bethe Ansatz for V ). – Fix n � N=2. Let .p1; p2; : : : ; pn/ 2 .��; �/n be
distinct and satisfy the equations

exp
�
iNpj

�
D .�1/n�1 exp

 
�i

nX
kD1

‚.pj ; pk/

!
8j 2 f1; 2; : : : ; ng:(BE)

Then,  D
P
jExjDn  .Ex/‰Ex ; where  .Ex/ is given by

 .Ex/ WD
X
�2Sn

A�

nY
kD1

exp
�
ip�.k/xk

�
where A� WD ".�/

Y
1�k<`�n

eip�.k/ .e�ip�.k/ C eip�.`/ � 2�/;

(for � an element of the symmetry group Sn) satisfies the equation V D ƒ , where

ƒ D ƒ.p/ WD

8̂̂̂̂
<̂
ˆ̂̂:

nY
jD1

L.eipj /C

nY
jD1

M.eipj / if p1; : : : ; pn ¤ 0,h
2C c2.N � 1/C c2

X
j¤`

@1‚.0; pj /
i
�

Y
j¤`

M.eipj / if p` D 0 for some `.

It is a priori unclear whether is non-zero, so that the previous theorem does not trivially
imply that ƒ.p/ is an eigenvalue of V . It is also unclear whether solutions of (BE) exist.
Nonetheless, any solutions of (BE�) do also satisfy (BE). In particular, Theorem 2.3 provides
us with a family of solutions to (BE�), and our goal is to prove that the corresponding
value ƒ given by the theorem above is the Perron-Frobenius eigenvalue of V Œn�.

Below, we will view V Œn� as a function of�, hence we write it V Œn�� . We begin by computing

the asymptotic of the Perron-Frobenius eigenvalue of V Œn�� when � tends to �1.

Lemma 3.2. – Fix r � 0 and N > 2r an even integer. Set n D N=2 � r . Then the largest
eigenvalue � of the matrix

V Œn�1 WD lim
�!�1

V
Œn�
�

.�2�/n

is simple and satisfies

� � 2r
r�1Y
jD0

h
1C cos

��.2j C 1/
nC 2r

�i
;(3.2)

where the empty product is set to 1.
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Remark 3.3. – The matrix V Œn�1 is symmetric and thus all its eigenvalues are real; its
largest eigenvalue is therefore well-defined. It is not a Perron-Frobenius matrix, and thus we
cannot be sure a priori that the largest eigenvalue is simple and largest in absolute value. We
further note that the largest eigenvalue of V Œn�1 is actually equal to the RHS of (3.2), as will
be shown in the proof of Corollary 3.4 below.

Proof. – Fix N � 2r and n D N=2 � r . For two distinct configurations ‰Ex and ‰ Ey
in �n (12), recall that V Œn�� .‰Ex ; ‰ Ey/ is non-zero only when ‰Ex and ‰Ex are interlacing, and in
this case it is equal to

cjfi W‰Ex.i/¤‰ Ey.i/gj D .2 � 2�/
1
2 jfi W‰Ex.i/¤‰ Ey.i/gj:

Since ‰Ex ; ‰ Ey 2 �n, the number P.‰Ex ; ‰ Ey/ D jfi W ‰Ex.i/ ¤ ‰ Ey.i/gj is at most 2n. The
normalization .�2�/n is chosen to ensure that, for any pair of configurations Ex and Ey as
above,

V Œn�1 .‰Ex ; ‰ Ey/ D

(
1 if P.‰Ex ; ‰ Ey/ D 2n;

0 otherwise:

If Ex and Ey are configurations as above with V Œn�1 .‰Ex ; ‰ Ey/ D 1, then ‰Ex has no consec-
utive up-arrows (and by symmetry neither does ‰ Ey). Indeed, if we suppose that ‰Ex has at
least two consecutive up-arrows, then interlacement requires ‰ Ey to have an up-arrow above
at least one of the consecutive up-arrows of Ex, which induces P.‰Ex ; ‰ Ey/ < 2n and therefore

V
Œn�
1 .‰Ex ; ‰ Ey/ D 0. Thus, to study V Œn�1 , we may study its restriction to the set of configura-

tions with no consecutive up-arrows.
In the case n D N=2, there is only one pair of such configurations: the completely

staggered configurations – i.e., those with alternating up and down arrows. Hence, V ŒN=2�1

breaks down into a block-diagonal structure: a 2 � 2 block of the form
�
0 1
1 0

�
, and ah�

N
N=2

�
� 2

i
-dimensional block of 0’s. The spectral structure of this matrix is very straight-

forward - there are simple eigenvalues at˙1, and all other eigenvalues are 0, as required.
For n D N=2 � r , the situation is more complicated, and a direct computation of the

spectrum of V Œn�1 is best avoided. However, we do have the tools to bound the dominant
eigenvalue.

The set of configurations with no consecutive up-arrows can be parameterized by the
location of the 2r “defects” – i.e., coordinates i with a down arrow preceded by another down
arrow. By periodicity, we say that Ex has a defect at 1 if Ex has a down arrow at 1 and at N .

It is straightforward to show that a configuration with n up-arrows has no consecutive up-
arrows if and only if there are exactly 2r defects whose parities alternate. Moreover, Ex and
Ey are such that V Œn�1 .‰Ex ; ‰ Ey/ D 1 if and only if ‰Ex ¤ ‰ Ey and the locations of the defects
of Ey may be obtained from those of Ex, by moving each defect by precisely one unit on the left
or on the right (taken toroidally). Since the parity of the defects alternates in both states, no
two defects can exchange positions between Ex and Ey. See Fig. 3 for an example.

Write Q�n for the subspace of �n generated by basis vectors ‰Ex with no two consecutive
up arrows. Then, V Œn�1 leaves this space stable, and we may consider its restriction to Q�n.

(12) Recall that�n is the vector space generated by the‰Ex , where Ex has n entries.
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1 2

12

3 4

3 4

Figure 3. Left: Two configurations Ex and Ey withN D 8 and r D 2. The defects are
marked by red arrows and are numbered. Notice that each defect has moved by one
unit when going from ‰Ex (below) to ‰ Ey (above), but none have exchanged places.
Right: The 2r paths corresponding to the evolutions of the defects.

A straightforward computation shows that this matrix is irreducible in the sense that, for
any ‰Ex ; ‰ Ey 2 Q�n, there exists K such that ŒV Œn�1 �K.‰Ex ; ‰ Ey/ > 0. As any symmetric
irreducible matrix, it is either aperiodic or of period 2; a more precise analysis can show that
the latter occurs in the case of V Œn�1 . Thus, the Perron-Frobenius theorem for irreducible (but
not aperiodic) matrices guarantees that the largest eigenvalue is simple and maximizes the
absolute value; the smallest eigenvalue actually has the same absolute value as the largest,
unlike for true Perron-Frobenius matrices.

To determine �, the largest eigenvalue, consider the following related construction. Let
M be an even integer and .a1; : : : ; a2r / be an ordered set of integers between 1 and N of
alternating parity. Consider families of 2r paths on Z=NZ denoted

fXj .t/ W 0 � t �M I j D 1; : : : ; 2rg;

such that, for each j , Xj .0/ D Xj .M/ D aj and jXj .t C 1/ � Xj .t/j D 1 for 1 � t < M .
Additionally, impose that the pathsX1; : : : ; Xn are non-intersecting, in the sense that no pair
of adjacent paths ever exchange position. LetZ.M I a1; : : : ; a2r / be the number of such paths,
and Z.M/ the sum of Z.M I a1; : : : ; a2r / over all admissible .a1; : : : ; a2r /. The discussion
above indicates that

Z.M/ D Tr
�
ŒV Œn�1 �M

�
;

which in turn implies that the largest eigenvalue (in absolute value) of V Œn�1 is given by

� D lim
M!1

Z.M/1=M :

Families of non-intersecting paths as those appearing in the definition ofZ.M/ have been
studied before, in particular in the work of Fulmek [16], which enables us to compute the
asymptotic of Z.M/ directly. Fulmek enumerates the number of vertex-avoiding paths (i.e.,
families of paths as above, but such that no two ever hit the same vertex, rather than not
intersecting). Luckily, the two are closely related: consider the transformation of a set of
paths fXj .t/ W t; j g as above to the set of paths f QXj .t/ W t; j g on Z=.N C 2r/Z, where

QXj .t/ D Xj .t/C j; 81 � t �M; 1 � j � 2r:

One may check that this transformation induces a bijection between the set of non-
intersecting paths starting and ending at .a1; : : : ; a2r / on Z=NZ and that of vertex-avoiding
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paths starting and ending at .a1C1; : : : ; a2rC2r/ on Z=.N C2r/Z. Note that, while vertex-
avoiding paths are generally allowed to intersect, the parity constraints of the starting posi-
tions prevent them from doing so in this case (more precisely, observe that QXjC1.t/� QXj .t/ is
even for all t and j ).

Since we may get from any admissible starting position (that is, with even spacing between
the starting points) to the position .2; 4; : : : ; 4r/ in at most N steps, the limit of interest to
us may be computed as

lim
M!1

Z.M/1=M D lim
M!1

Z.M I 2; 4; : : : ; 2r/1=M :

We now state Corollary 7 of [16], which provides an exact expression of Z.M I 2; 4; : : : ; 2r/
as the determinant of a matrix of size 2r :

Z.M I 2; 4; : : : ; 2r/ D .N C 2r/�2r det

 
� i�j

NC2r�1X
`D0

�2.i�j /`
�
2 cos

�
�.2`C 1/

N C 2r

��M!
1�i;j�2r

;

where we set � D ei
2�

NC2r . Since we are only interested in limM!1Z.M I 2; 4; : : : ; 2r/
1=M ,

we can simply study the dominating terms (as M ! 1) in the Leibniz formula for the
determinant on the right-hand side. However, the apparently maximal terms cancel out in
the computation of the determinant, and some care is needed.

To start, observe that the entries of the matrix above may be rewritten by grouping the
terms ` and `CN=2C r (which are equal) as a sum with only half the terms:

2� i�j
nC2r�1X
`D0

�2.i�j /`
h
2 cos

��.2`C 1/
N C 2r

�iM
:

Then, we write the determinant out as

.N C 2r/2r2�2r.MC1/Z.M I 2; 4; : : : ; 2r/ D
X
�2S2r

0�`1;:::;`2r<nC2r

".�/

2rY
iD1

�.i��.i//.2`iC1/
h

cos
��.2`i C 1/
N C 2r

�iM
:

In the above, note that the term taken to the power M does not depend on � . We conclude
that

lim
M!1

Z.M/1=M D 22r
2rY
iD1

ˇ̌̌
cos

��.2`i C 1/
N C 2r

�ˇ̌̌
;(3.3)

where `1; : : : ; `2r 2 f0; : : : ; nC 2r � 1g maximize the product above and are such thatX
�2S2r

".�/

2rY
iD1

�.i��.i//.2`iC1/ ¤ 0:(3.4)

Consider `1; : : : ; `2r as above with j̀ D j̀ 0 for some j ¤ j 0 and a permutation � . Write �j;j 0
for the transposition of j and j 0. The sum of the terms corresponding to `1; : : : ; `2r with �
and � ı �j;j 0 sum up to 0, and we find that the term in (3.4) is zero.

Thus, we may limit ourselves to terms with `1; : : : ; `2r all distinct. Among such sets, one
maximizing the product in (3.3) is given by `i D i �1 for i � r and `i D nC2r� i for i > r .
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For this set, we find that the term in (3.3) is equal to

22r
rY
iD1

�
cos

�
�.2`i C 1/

N C 2r

��2
D 2r

r�1Y
jD0

�
1C cos

�
�.2j C 1/

nC 2r

��
:

This does not prove that limM!1Z.M/1=M is equal to the above, since (3.4) may not be
satisfied. It does, however, show the claimed inequality.

Corollary 3.4. – Fix �0 < �1 and r � 0. Then, for N large enough, the Perron-
Frobenius eigenvalue of V ŒN=2�r�N for �0 is given by ƒ.p�0/, where .p�/���0 is the family
given by Theorem 2.3 applied to �0 and r .

Proof. – Fix �0 < �1, r � 0 and let N be large enough for Theorem 2.3 to apply. Write
n D N=2 � r . Since N is fixed, we drop it from the notation.

The dependency of the Perron-Frobenius eigenvalue of V Œn�� on � will be important, and
we therefore denote it by ƒr .�/. Also, write  .p�/ for the vector given by Theorem 3.1 for
the solution p� to (BE�). We wish to prove thatƒr .�/ D ƒ.p�/ for� D �0. We will prove
more generally that this is true for all � � �0.

First, observe that the Perron-Frobenius eigenvalue of a family of irreducible symmetric
matrices varying analytically in a parameter (here�) varies analytically in this parameter as
well (since it is a simple zero of the characteristic polynomial). Therefore,ƒr .�/ is an analytic
function. Since� 7! p� is analytic, we deduce that� 7! ƒ.p�/ also is, so that it is sufficient
to show thatƒ.p�/ D ƒr .�/ for� small enough in order to conclude that the two are equal
for all � � �0. To do this, we shall prove two facts, namely that

—  .p�/ is non-zero for � small enough (which implies that ƒ.p�/ is an eigenvalue
of V Œn�� for the corresponding values of �/,

— lim�!�1
1

.�2�/n
ƒ.p�/ is the largest eigenvalue of V Œn�1 (defined in Lemma 3.2).

These two facts indeed prove the result: since the largest eigenvalue of V Œn�1 is simple, by
continuity of � 7! ƒ.p�/ and � 7! V

Œn�
� , we deduce that ƒ.p�/ is the largest eigenvalue

of V Œn�� for � small enough. However, for finite �, V Œn�� is a Perron Frobenius matrix, and
ƒ.p�/ is then its Perron Frobenius eigenvalue. The observation of the previous paragraph is
then sufficient to conclude.

The rest of the proof is dedicated to the two facts listed above. Recall that, at � D �1,
we have a simple formula for p, namely

pj D
2�Ij

N � n
for all 1 � j � n:

For the rest of the proof, write � D e2�i=.N�n/.

We start with the study of  .p�/. Set  1 WD lim�!�1.�2�/
�
n.n�1/
2  .p�/. It suffices

then to prove that  1 has at least one non-zero coordinate, and we shall do so for the
coordinate  1.2; 4; : : : ; 2n/. First, we need to study the asymptotics of the coefficients A�
appearing in the definition of  . For � 2 Sn, as �! �1,

A� D ".�/
Y

1�j<k�n

h
�2���.j /�

nC1
2

i
C o.�

n.n�1/
2 /:
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By injecting this into the definition of  , we find that,

 1.2; : : : ; 2n/ D
X
�2Sn

A�

nY
kD1

exp.ip�.k/ � 2k/

D

X
�2Sn

".�/
� Y
1�j<k�n

��.j /�
nC1
2

�
�

nY
kD1

�2.�.k/�
nC1
2 /k

D ��
1
4 .nC1/

2n
X
�2Sn

".�/�
Pn
jD1 �.j /j :

In the sum above, we recognize the determinant of the matrix
�
�j �k

�
1�j;k�n

. This is the

Vandermonde matrix corresponding to the values �; �2; : : : ; �n, which are all distinct (since
2n � N ). Thus,

 1.2; : : : ; 2n/ D lim
�!�1

.�2�/�
n.n�1/
2  �.2; : : : ; 2n/ ¤ 0:

We now turn to the study of limn!1.�2�/
�nƒ.p�/ (we show below that this limit exists).

Before starting, we mention that, since 1 ¤ 0, the above limit is an eigenvalue of V Œn�1 . With
this and Lemma 3.2 in mind, it suffices to prove that it is equal to the RHS of (3.2) to deduce
that it is the largest eigenvalue of V Œn�1 . We do this below.

The functions L and M defined in (3.1) depend on � and degenerate when � ! �1.
However, we have

1

�2�
L.z/ �����!

�!�1

z

1 � z
and

1

�2�
M.z/ �����!

�!�1

�1

1 � z
8z 2 Œ��; �� n f0g:

Therefore, we find that

(3.5)
ƒ.p�/
.�2�/n

�����!
�!�1

8<: 2Qn
jD1.1��

j�.nC1/=2/
if n is even;

.N � n/ �
Qn
jD1;j¤.nC1/=2

�
1

1��j�.nC1/=2

�
if n is odd:

(Recall that ‚�1.x; y/ D y � x, c2 behaves like �2�, and �N�n D 1.) When n is an even
number, the decomposition of the polynomial xN�n � 1 reads

xN�n � 1 D

N�nY
jD1

�
x � �j�n=2

�
:

Thus, if we multiply the numerator and denominator in (3.5) by the terms corresponding
to j D nC 1 to N � n and apply the above to x D �1=2, we find that

2Qn
jD1.1 � �

j�.nC1/=2/
D
2 �

QN�n
jDnC1

�
1 � �j�.nC1/=2

�
��.N�n/=2

�
�.N�n/=2 � 1

�
D

N�nY
jDnC1

�
1 � �j�.nC1/=2

�
D

2r�1Y
jD0

�
1 � �jC.nC1/=2

�
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D

r�1Y
jD0

�
2 � 2 cos

�
�.2j C nC 1/

N � n

��

D 2r
r�1Y
jD0

�
1C cos

�
�.2j C 1/

N � n

��
;

where in the second equality we used that �.N�n/=2 D �1, in the third we changed j

to N � n � j and used that N � n D n C 2r , in the fourth we grouped the j D k and
j D 2r�1�k terms together. The last equality follows again from the fact thatN�n D nC2r
and changing j to r � 1 � j . This matches the expression in (3.2), as required.

We use a similar strategy when n is odd. Noting thatY
1�j�N�n
j¤.nC1/=2

�
1 � �j�.nC1/=2

�
D lim
x!1

xN�n � 1

x � 1
D N � n;

we may perform a similar computation to obtain again

.N � n/ �

nY
jD1;j¤.nC1/=2

�
1

1 � �j�.nC1/=2

�
D 2r

r�1Y
jD0

�
1C cos

�
�.2j C 1/

N � n

��
:

Remark 3.5. – The analyticity of � 7! p� allows us to avoid using a highly non-trivial
fact (which would be necessary would we have continuity only), namely that for each �, N
and n, the vector obtained by the Bethe Ansatz from the solution p� to (BE�) is non-zero.
This is necessary to deduce that the associated value ƒ.p�/ is indeed an eigenvalue of the
transfer-matrix. Let us mention that Goldbaum proves that the vector obtained by the Bethe
Ansatz for the 1D Hubbard model is indeed non-zero for every �. The proof relies on a
symmetry of the model which is not satisfied by the six-vertex model. Kozlowski claims a
similar result for the XXZ chain in [20].

3.2. From the Bethe Equation to the six-vertex model: proof of Theorem 1.3

The goal of this section is the proofs of Theorem 1.3 and Corollary 1.4.

Theorem 1.3. – We divide the proof in three steps. We first treat relation (1.6). We then
focus on (1.7) with r > 0, even, and finally treat the case of (1.7) with r > 0, odd. Note that
(1.7) with r < 0 follows directly from r > 0 since the transfer matrix V is invariant under
global arrow flip, and therefore, the spectrums of V on �n and �N�n are identical.

Fix c > 2 and recall that � D 2�c2

2
< �1. Generically, in this proof p D p�.N / and

Qp D Qp�.N / are given by Theorem 2.3 applied to �0 D � and n D N=2 and N=2 � r
respectively. We will always assume N to be a multiple of 4 (in particular N=2 is even). For
clarity, we will drop N and � from the notation and write n D N=2 � r .
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3.2.1. Proof of (1.6). – The Bethe Ansatz and Corollary 3.4 imply that

ƒ0.N / WD 2

nY
jD1

jM.eipj /j;

where we used above that p is symmetric with respect to the origin and that L.z/ D M.z/

for jzj D 1 to deduce both products in the expression in Theorem 3.1 are equal to the product
of the jM j. By Theorem 2.6, we deduce (13) that

(3.6) lim
N!1

1

N
logƒ0.N / D

Z �

��

log
ˇ̌
M
�
eix
�ˇ̌
�.x/dx:

The explicit form of � enables us to compute this integral explicitly via Fourier analysis (see
Section 4 for details) to obtain the result.

3.2.2. Proof of (1.7), case r > 0 even. – In this case, both N=2 and n are even, so that the
Bethe Ansatz together with Corollary 3.4 imply that

(3.7)
ƒr .N /

ƒ0.N /
D

nY
jD1

jM
�
ei Qpj

�
j

jM
�
eipjCr=2

�
j„ ƒ‚ …

.1/

�

� r=2Y
jD1

jM
�
eipj

�
j

��2
„ ƒ‚ …

.2/

;

where again we used that p is symmetric with respect to the origin to group the two products
into a single one.

We study the two terms separately. The term (2) converges to j�j�r , sinceM is continuous,
M.�1/ D � and the first r=2 coordinates of p converge to �� as N ! 1. As for the first
term, by taking the logarithm and using that �N converges weakly (by Theorem 2.6) and
fp.N/;Qp.N/ converges uniformly (by Theorem 2.9), we deduce that (1) converges to

(3.8) exp
�
r

Z �

��

`0.x/�.x/dx
�
;

where `.x/ WD log jM.eix/j. Note that `0.x/ behaves like 1=jxj near the origin. Nonetheless,
this does not raise any issue here since by Theorem 2.9, fp.N/;Qp.N/.x/ � C jxj uniformly inN ;
thus, `0.x/�.x/ is uniformly bounded, and the weak convergence applies.

The explicit forms of � and ` lead to the expression in the statement of Theorem 1.3, thus
concluding the proof. The relevant computation is based on Fourier analysis and is deferred
to Section 4.

(13) One should be wary of the log singularity at 0 of log jM j. However, since log jM j is in L1Œ.��;�/�, standard
truncation techniques are sufficient to show the convergence of the sum to the integral above. In particular one uses
that thepj ’s are well-separated – that is thatpjC1�pj � �=N for all sufficiently large values ofN , which follows
from (BE�) and the monotonicity of‚ – to ensure that there are not too many pj ’s near the origin.

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



1390 H. DUMINIL-COPIN ET AL.

3.2.3. Proof of (1.7), case r > 0 odd. – In this case N=2 is even and n is odd. The Bethe
Ansatz and Corollary 3.4 imply that

ƒr .N /

ƒ0.N /
D

2C c2.N � 1/C c2
X

j¤.nC1/=2

@1‚.0; Qpj /

2„ ƒ‚ …
.A/

nY
jD1Wj¤.nC1/=2

jM
�
ei Qpj

�
j

N=2Y
jD1

jM
�
eipj

�
j„ ƒ‚ …

.B/

:

(The 2 in the denominator of the first fraction comes from the fact that ƒ0.N / involves two
products, whereasƒr .N / only contains one.) First, observe that the weak convergence of Qpj
and (cBE�) implies that

.A/ D
Nc2

2

�
1C

Z �

��

@1‚.0; x/�.x/dx C o.1/
�
D
c2

2
2��.0/N C o.N /:

We now focus on (B) and divide it into four terms

.B/ D

nY
jD1

j¤.nC1/=2

jM
�
ei Qpj

�
j

jM
�
ei Opj

�
j„ ƒ‚ …

.1/

�

�
jM.eip.rC1/=2/j

.r�1/=2Y
jD1

jM
�
eipj

�
j
2
��1

„ ƒ‚ …
.2/

� jM.eipN=2/j�1„ ƒ‚ …
.3/

�

nY
jD1

jM
�
ei Opj

�
jq

jM
�
eipjC.r�1/=2

�
jjM

�
eipjC.rC1/=2

�
j„ ƒ‚ …

.4/

;

where Opj D 1
2
.pjC.r�1/=2 C pjC.rC1/=2/. To obtain the terms (2) and (3), we have used

that pN=2C1�j D �pj . The same arguments as in the previous case imply that (1) converges
to exp.r

R �
��
`0.x/�.x/dx/ and (2) to j�j�r . Furthermore, symmetry and (2.6) imply (14) that

for each fixed k,

pN=2Ck D
k � 1=2

�.0/N
CO

� k2
N 2

�
;

whereO.�/ is uniform in k andN . Since jM.eip/j D c2=jpjCo.1/ for p close to 0, we deduce
that

.3/ D
1

2�.0/c2N
C o

�
1
N

�
;

.4/ D

1Y
kDN=2C1

4pkpkC1

.pk C pkC1/2
C o.1/ D

1Y
kD1

�
1 �

1

4k2

�
C o.1/ D

2

�
C o.1/:

(In approximating (4), we used (2.6) to control pN=2CkC1 � pN=2Ck for k � N 1=2.)
Combining the estimates above and appealing to the computation of

R �
��
`0.x/�.x/dx

in Section 4, we obtain the expected result.

(14) We used that pN=2C1 D
1
2
.pN=2C1 � pN=2/ D

1
2�.0/N

C O
�
1

N2

�
and pN=2CkC1 � pN=2Ck D

1
�.0/N

CO
�
k

N2

�
.

4 e SÉRIE – TOME 54 – 2021 – No 6



DISCONTINUOUS PHASE TRANSITION FOR q > 4-POTTS MODEL 1391

We now prove Corollary 1.4. The proof consists in two steps. We first prove that the free
energy exists and that it is related to the sum of weighted configurations that are “balanced”.
We then relate the latter to the rate of growth of the Perron-Frobenius eigenvalue of V ŒN=2�N .

The proof of the existence of the free energy is slightly tedious due to the fact that
the six-vertex model does not enjoy the finite-energy property. Nevertheless, it is close in
spirit to corresponding proofs for other models. The next section enables us to deduce the
existence of the limit alongN andM even using the connection to the random-cluster model.
Nonetheless, we believe that a direct proof is of value.

The proof below is not connected to other arguments in this paper except through its
result. We encourage the reader mostly interested in Theorems 1.1 and 1.2 to skip this proof.

Corollary 1.4. – Step 1: Existence of free energy. For N;M 2 N, let RN;M be the
subgraph of Z2 with vertex set V.RN;M / D f1; : : : ; N g � f1; : : : ;M g and edge-set E.RN;M /
formed of all edges ofZ2 with both endpoints inV.RN;M /. Define the edge-boundary of RN;M
as the set @eRN;M of edges of Z2 with exactly one endpoint in V.RN;M /.

A six-vertex configuration on RN;M is an assignment of directions to each edge of
E.RN;M / [ @eRN;M . For such a configuration E!, the weight is computed as on the torus:

w. E!/ D an1Cn2 � bn3Cn4 � cn5Cn6 ;

where n1; : : : ; n6 are the numbers of vertices of RN;M of types 1; : : : ; 6 respectively (as on the
torus, we implicitly assign weight 0 to configurations not obeying the ice rule). As in the rest
of the paper, we fix a D b D 1 and c > 0.

A boundary condition � for RN;M is an assignment of directions to each edge of @eRN;M .
Let

Z
�
N;M D

X
E!

w. E!/1f E!.e/D�.e/8e2@eRN;M g:

Here, we are effectively summing only over configurations which agree with � on the edge-
boundary. Observe that configurations obeying the ice-rule and consistent with � exist only
when RN;M has as many incoming as outgoing edges in �.

Some boundary conditions � are called toroidal if �.e/ D �.f / for any boundary edges
e and f of RN;M such that f is a translate of e by .0;M/ or .N; 0/. When N is even, some
toroidal boundary conditions � are called balanced if they contain exactlyN=2 up arrows on
the lower row of @eRN;M . Using this notation, the partition function of the six-vertex model
on TN;M may be expressed as

ZN;M D
X
E!2TN;M

w. E!/ D
X

�W toroidal

Z
�
N;M ;

where the second sum is over all toroidal boundary conditions � on RN;M . Moreover, set

Z
.bal/
N;M D

X
�Wbalanced

Z
�
N;M ;

the sum now being only over balanced toroidal boundary conditions. Our goal is to prove
that the following limits exist:

lim
N;M!1

1

MN
logZN;M D lim

N;M!1
N even

1

MN
logZ.bal/

N;M :(3.9)
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Figure 4. The passage from boundary conditions � to balanced toroidal
boundary conditions �. The letter R inside the rectangles is only to indicate the
performed transformations (rotations, reflections and reversal of all arrows).

Above, the limits can be taken in whichever order we desire. We leave it as a simple exercise
to the reader to check that (3.9) can be easily deduced from the following lemma.

Lemma 3.6. – (i) The following inequality holds:

Z2N;2M � Z
.bal/
2N;2M � .

1
16
/MCN

�
ZN;M

�4
:

(ii) There exists C > 0 such that for all integers n > N and m > M with n and N even,

1

nm
logZ.bal/

n;m �
1

MN
logZ.bal/

N;M � C
�N
n
C
M

m

�
:

Remark 3.7. – This lemma may also be used to show that the free energy of the six-
vertex model with “free boundary conditions” (i.e., with partition function

P
� Z

�
N;M with

sum over all boundary conditions) is equal to f .1; 1; c/.

Lemma 3.6. – (i) Before proceeding to the proof, observe that the weight of a configuration
is invariant under horizontal and vertical reflections and rotations by � of the configuration,
as well as under the inversion of all arrows. It follows that if � is some boundary condition
on some rectangle RN;M and � 0 is the boundary condition obtained from � via one of the
operations mentioned above, then

Z
�0

N;M D Z
�
N;M :

Let N;M be integers and � be boundary conditions on RN;M . The construction below
is described in Fig. 4. Let �1 be the boundary conditions on RN;M obtained from � by
horizontal reflection and arrow reversal, �2 be obtained from � by vertical reflection and
arrow reversal and �3 be obtained from � by rotation by � . Let � be the toroidal boundary
condition on R2N;2M composed as follows:

— the top half of the left side agrees with �,

— the bottom half of the left side agrees with �2,

— the left half of the top side agrees with � and

— the right half of the top side agrees with �1.
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Note that � is balanced so that

Z2N;2M � Z
.bal/
2N;2M � Z

�
2N;2M :

Upon inspection of Fig. 4, one may easily deduce that for any boundary condition �
on RN;M ,

Z
.bal/
2N;2M � Z

�
2N;2M � Z

�
N;MZ

�1
N;MZ

�2
N;MZ

�3
N;M D

�
Z
�
N;M

�4
:

By summing over the 2NCM toroidal boundary condition �, the result follows.

(ii) Write n D aN C r and m D bM C q with 0 � r < N and 0 � q < M . Fix a
balanced toroidal boundary condition � on RN;M . The construction that follows is described
in Fig. 3.2.

Let �1 be the toroidal boundary conditions on RaN;bM obtained by repeating a times each
horizontal side and b times each vertical side of � on the corresponding sides of �1.

Let �2 be the toroidal boundary conditions on Rr;bM , equal to �1 on the vertical sides,
with r=2 down arrows amassed to the left of the bottom (and top) side, completed by r=2 up
arrows at the right of the bottom (and top) side.

Finally, define �3 to be the toroidal boundary conditions on Rn;q with only left-pointing
arrows on the vertical sides, equal to the top of �1 for the left-most aN arrows of both the
top and bottom sides and equal to top of �2 for the remaining r right-most arrows of the top
and bottom sides.

Set � to be the boundary conditions obtained from the gluing of �1; �2 and �3, that is:

— the top and bottom sides of � are equal to those of �3,

— the bottom bM arrows of the left and right sides of � are equal to those of �1,

— the top q arrows of the left and right sides of � are pointing leftwards.

We thus easily deduce that

Z�n;m � Z
�1
aN;bM

Z
�2
r;bM

Z�3n;q �
�
Z
�
N;M

�ab
Z
�2
r;bM

Z�3n;q :

It remains to prove a lower bound on the last two terms. Observe that there exists at least one
configuration E!3 on RaNCr;q , agreeing with the boundary conditions �3 and having non-zero
weight. It is obtained by setting all horizontal edges pointing left and all rows of vertical edges
being identical to the top of �3. This proves that

Z
�3
aNCr;q � w. E!3/ � minf1; cg.aNCr/q :

A slightly more involved construction is necessary to exhibit a configuration E!2 on Rr;bM ,
consistent with �2 and with non-zero weight. We represent it in Fig. 3.2 and leave it to the
meticulous reader to check the details of its construction. It follows that

Z
�2
r;bM

� w. E!2/ � minf1; cgbMr :

We conclude that

Z.bal/
n;m � Z

�
n;m �

�
Z
�
N;M

�ab
minf1; cgbMrCaNqCrq :

By choosing � maximizing Z�N;M , we deduce that

Z.bal/
n;m �

�
Z
.bal/
N;M

�ab
minf1; cgbMrCaNqCrq

�
1
2

�ab.MCN/
:

The result follows by taking the logarithm.
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M

N

aN + r

r

q

bM

Figure 5. The block of size RaN;bM with balanced toroidal boundary conditions
�1 is encircled; on its right is the block Rr;bM with boundary conditions �2 and
above is the block RaNCr;q with boundary conditions �3. In the two latter blocks,
examples of configurations with positive weight are given (only the up and right-
pointing edges are drawn in the interior of the blocks).

Calculation of the free energy. – Recall Proposition 2.1 of [8] and more specifically equation
(3.1), that expresses ZN;M as the trace of VM . A straightforward adaptation shows that, for
all N multiple of 4 and even,

Z
.bal/
N;M D Tr

h�
V ŒN=2�

�M i
D �M0 C �

M
1 C � � � ;

where �0; �1; : : : are the
�
N
N=2

�
eigenvalues of the diagonalizable matrix V ŒN=2�, listed with

multiplicity and indexed such that j�0j � j�1j � � � � . Since V ŒN=2� is a Perron-Frobenius
matrix, j�0j > j�1j and �0 D ƒ0.N / (the eigenvalue computed in Theorem 1.3), so that

lim
M!1

1

M
log Tr

�
V ŒN=2�

�M
D logƒ0.N /:

In light of (3.9), the limit defining f .1; 1; c/ may be taken with M !1 first, then N !1
along multiples of 4. Thus we find,

f .1; 1; c/ D lim
N!1
N24N

1

N
logƒ0.N /

(1.6)
D

�

2
C

1X
mD1

e�m� tanh.m�/
m

:

Remark 3.8. – We have shown that the free energy for the torus is the same as that
for “free” boundary conditions. However, it is possible to construct boundary conditions
on rectangles that lead to nonzero, but strictly smaller free energy. One prominent example
of this is the Domain Wall boundary conditions, which have been studied extensively due
to their relations to combinatorial objects, such as Young diagrams. Under these boundary
conditions, the six-vertex model partition functions satisfy recursion relations that make it
possible to exactly compute them for finite lattices (see [26] for more detail). This technique
gives a formula for the free energy of this model (see[19]), which is different from the one we
showed above.
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3.3. From the six-vertex to the random-cluster model: proof of Theorem 1.2

The proof is split into two main steps. First, we present a classical correspondence between
the six-vertex and random-cluster models using a series of intermediate representations (this
correspondence may be found in [2]). Then, certain estimates on the random-cluster model
are provided, that are used to relate its correlation length to quantities obtained via the six-
vertex model.

3.3.1. Correspondence between the random-cluster and six-vertex models. – Fix two inte-
gers M;N , both even and q > 4. Notice that the torus TN;M is then a bipartite graph.
Let Vı.TN;M / and V�.TN;M / be a partition of the vertices of the graph TN;M C .12 ;

1
2
/ (that

is, TN;M translated by .1
2
; 1
2
/), each containing no adjacent vertices. Define the graphs T˘N;M

and .T˘N;M /
� as having vertex sets V�.TN;M / and Vı.TN;M /, respectively, and having an

edge between vertices u and v if u is a translation of v by .1; 1/ or .�1; 1/ (see Fig. 6). By
construction, .T˘N;M /

� is the dual graph of T˘N;M .

Figure 6. Left: the lattice TN;M used for the six-vertex model. Right: the corre-
sponding lattice for the random-cluster model, T˘

N;M
(in solid lines), and its dual

(with dotted lines).

Let �RC be the set of random-cluster configurations on T˘N;M and �6V be the set of six-
vertex configurations on TN;M . We will exhibit a correspondence between �RC and �6V

that will allow us to relate the free energy and correlation length of the two models. The
correspondence consists of several intermediate steps embodied by Lemmas 3.9 – 3.12; the
whole process is depicted in Fig. 7. The ultimate goal of this part is Corollary 3.13, which
will be the only result used in the proof of Theorem 1.2.

In linking the random-cluster and six-vertex models, we will use another type of config-
urations, called loop configurations. An oriented loop on TN;M is a cycle on TN;M which is
edge-disjoint and non-self-intersecting. We may view oriented loops as ordered collections of
edges of E.TN;M /, quotiented by cyclic permutations of the indices. Un-oriented loops (or
simply loops) are oriented loops considered up to reversal of the indices. A (oriented) loop
configuration on TN;M is a partition of E.TN;M / into (oriented) loops.

To each ! 2 �RC we associate a loop configuration !.`/ as in Fig. 2. In order to do so, we
first construct the dual configuration !� on .T˘N;M /

� by setting !�.e�/ D 1 � !.e/, where
e� is the edge of .T˘N;M /

� intersecting the edge e of T˘N;M in its middle (in words, a dual edge
is in !� if the corresponding edge of T˘N;M is not in !, and vice versa). Then, consider the
loop configuration !.`/ on TN;M created by loops that do not cross the edges of ! or !�. It
is easy to see that ! 7! !.`/ is a bijection between�RC and the set of all loop configurations.
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Call `.!/ the number of different loops of !.`/, and `0.!/ the number of such loops that
are not retractable (on the torus) to a point. Call `c.!/ WD `.!/ � `0.!/, the number of
retractable loops. We say that ! has a net if it has a cluster that winds around T˘N;M in both
directions. Set

s.!/ D

(
0 if ! has no net;

1 if ! has a net:

Fix q > 4. For ! 2 �RC, define the weight of ! in the critical random-cluster model as

wRC.!/ D p
o.!/
c .1 � pc/

c.!/qk.!/;

where we recall that pc D
p
q

1C
p
q

(see [3]).

Figure 7. The different steps in the correspondence between the random-cluster
and six-vertex models on a torus. From left to right: A random-cluster configuration
and its dual, the corresponding loop configuration, an orientation of the loop
configuration, the resulting six-vertex configuration. Note that in the first picture,
there exist both a primal and dual cluster winding vertically around the torus;
this leads to two loops that wind vertically (see second picture); if these loops are
oriented in the same direction (as in the third picture), then the number of up arrows
on every row of the six-vertex configuration is equal to N

2 ˙ 1.

Lemma 3.9. – For all ! 2 �RC,

wRC.!/ D C
p
q
`.!/C2s.!/

;

where C D q
MN
4 .1C

p
q/�MN is a constant not depending on !.

Proof. – Set V� D V�.TN;M / and E� to be the set of edges of TN;M . Fix ! 2 �RC.
Observe that, due to the Euler formula,

2k.!/ D `.!/ � o.!/C 2s.!/C jV�j:

This relation offers us an alternative way of writing the random-cluster weight of a configu-
ration:

wRC.!/ D .1 � pc/
jE�j

�
pc

1 � pc

�o.!/
p
q
`.!/�o.!/C2s.!/CjV�j:

Since pc D
p
q

1C
p
q

, the above becomes

wRC.!/ D
� 1

1C
p
q

�jE�jp
q
jV�jpq

`.!/C2s.!/
D C
p
q
`.!/C2s.!/

;

where we have used that jE�j DMN and jV�j DMN=2.
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Write ! for oriented loop configurations, `0.! / for the number of non-retractable loops
of ! and `�.! / and `C.! / for the number of retractable loops of ! which are oriented
clockwise and counterclockwise, respectively. We introduce � > 0 defined by

e� C e�� D
p
q:(3.10)

For an oriented loop configuration ! , write

w .! / D e�`C.! / e��`�.! /:

Lemma 3.10. – For any ! 2 �RC,

wRC.!/ D C

�p
q

2

�`0.!/
qs.!/

X
!

w .! /;

where the sum is over the 2`.!/ oriented loop configurations ! obtained by orienting each loop
of !.`/ in one of two possible ways.

Proof. – Fix ! 2 �RC and consider its associated loop configuration !.`/. In summing
the 2`.!/ oriented loop configurations ! associated with !.`/, each loop appears with both
orientations. Thus,X
!

w .! / D
�
1C 1

�`0.!/�
e� C e��

�`c.!/
D 2`0.!/

p
q
`c.!/

D
1

C

�
2
p
q

�`0.!/
q�s.!/wRC.!/:

Notice now that an oriented loop configuration gives rise to 8 different configurations at
each vertex. These are depicted in Fig. 8. For an oriented loop configuration! , write ni .! /

for the number of vertices of type i in ! , with i D 1; 2; 3; 4; 5A; 5B; 6A; 6B.

1 2 3 4 5A 5B 6A 6B

Figure 8. The 8 different types of vertices encountered in an oriented loop configuration.

Lemma 3.11. – For any oriented loop configuration ! ,

w .! / D e
�
2 Œn5A.! /Cn6A.! /� e�

�
2 Œn5B .! /Cn6B .! /�:

Proof. – Fix an oriented loop configuration ! . Notice that the retractable loops of !
which are oriented clockwise have total winding�2� , while those oriented counterclockwise
have winding 2� . Loops which are not retractable have total winding 0. Write W.`/ for the
winding of a loop ` 2 ! . Then

w .! / D exp
� �
2�

X
`2!

W.`/
�
;(3.11)

where the sum is over all loops ` of ! . The winding of each loop may be computed by
summing the winding of every turn along the loop. The compounded winding of the two
pieces of paths appearing in the different diagrams of Fig. 8 are
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— vertices of type 1; : : : ; 4: total winding 0;

— vertices of type 5A and 6A: total winding � ;

— vertices of type 5B and 6B: total winding �� .

The total winding of all loops may therefore be expressed asX
`2!

W.`/ D �
�
n5A.! /C n6A.! / � n5B.! / � n6B.! /

�
:

The lemma follows from the above and (3.11).

For the final step of the correspondence, notice that each diagram in Fig. 8 corresponds
to a six-vertex local configuration (as those depicted in Fig. 2). Indeed, configurations 5A
and 5B correspond to configuration 5 in Fig. 2 and configurations 6A and 6B correspond to
configuration 6 in Fig. 2. The first four configurations of Fig. 8 correspond to the first four
in Fig. 2, respectively.

Thus, to each oriented loop configuration ! is associated a six-vertex configuration E!.
Note that the map associating E! to ! is not injective since there are 2n5. E!/Cn6. E!/ oriented
loop configurations corresponding to each E!.

Define the parameter c of the six-vertex model by

c D e
�
2 C e�

�
2 D

q
2C
p
q:(3.12)

(The latter equality is obtained from (3.10) by straightforward computation.) As in the rest
of the paper, a D b D 1 are fixed. Write w6V . E!/ instead of simply w. E!/ for the weight of a
six-vertex configuration E! as defined in (1.4).

Lemma 3.12. – For all six-vertex configurations E! (that is configurations obeying the ice
rule),

w6V . E!/ D
X
!

w .! /;

where the sum is over all oriented loop configurations ! corresponding to E!.

Proof. – Fix a six-vertex configuration E!. LetN5;6. E!/ be the set of vertices of type 5 and
6 in E!. Then, due to the choice of c,

w6V . E!/ D
Y

u2N5;6. E!/

�
e
�
2 C e�

�
2

�
D

X
"2f˙1gN5;6. E!/

Y
u2N5;6. E!/

e
�
2 ".u/ D

X
!

w .! /:

For the last equality above, notice that each choice of " 2 f˙1gN5;6. E!/ corresponds to a choice
of typeA orB for every vertex ofN5;6. E!/, and hence to one of the 2n5. E!/Cn6. E!/ oriented loop
configurations corresponding to E!.

For a six-vertex configuration E! on TN;M , write j E!j for the number of up arrows on each
row (recall that this number is the same on all rows). The notation obviously extends to
oriented loop configurations. Moreover, for r � 0, set

Z
.r/
6V .N;M/ D

X
E!W j E!jDN2 �r

w6V . E!/:
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For ! 2 �RC, let 2U.!/ be the total number of times loops of !.`/ wind vertically around
T˘N;M (due to periodicity, this number is necessarily even).

Corollary 3.13. – Let q > 4 and set c D
p
2C
p
q. Fix r � 1. For N;M even,

set C D q
MN
4 .1C

p
q/�MN . ThenX
!2�RC

wRC.!/

�
2
p
q

�`0.!/
q�s.!/ D C Z6V .N;M/I(i)

X
!2�RCWU.!/D1

wRC.!/

�
2
p
q

�`0.!/
q�s.!/ � 4C Z

.1/
6V .N;M/I(ii)

X
!2�RCWU.!/�r

wRC.!/

�
2
p
q

�`0.!/
q�s.!/ � C Z

.r/
6V .N;M/:(iii)

Note that Items (ii) and (iii) imply that for r D 1, the left and right sides of (ii) are of the
same order. Item (iii) may appear technical for r > 1, but will be used later to bound the
correlation length of the random-cluster model from below.

Proof. – Let us start by proving (i). Due to Lemmas 3.10 and 3.12, we haveX
!2�RC

wRC.!/

�
2
p
q

�`0.!/
q�s.!/ D C

X
!

w .! / D C
X
E!

w6V . E!/ D Z6V .N;M/;

where the sums in the second and third terms run over all oriented loop configurations and
six-vertex configurations, respectively.

Let us now prove (ii). We restrict ourselves to random-cluster configurations with
U.!/ D 1. For such configuration !, !.`/ has two loops winding vertically around T. More-
over, for any oriented loop configuration ! which is compatible with !.`/, we may consider
the oriented loop configuration Q! , obtained from! by orienting the two vertically-winding
loops downwards. Then, w .! / D w . Q! / and there are four oriented loop configurations
corresponding to any Q! . Thus,

wRC.!/

�
2
p
q

�`0.!/
q�s.!/ D 4C

X
!

w .! /;

where the sum in the right-hand side is over oriented loop configurations corresponding to !
in which the two vertically-winding loops are oriented downwards. Since all other loops do
not wind vertically around T, the total number of up arrows on any given row of such an
oriented loop configuration is N=2 � 1. ThusX
!2�RCWU.!/D1

wRC.!/

�
2
p
q

�`0.!/
q�s.!/ � 4C

X
! W j! jDN=2�1

w .! / D 4C Z
.1/
6V .N;M/:
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Finally we show (iii). If ! is an oriented loop configuration with j! j D N=2 � r ,
then, by the same up-arrow counting argument as above, the corresponding random-cluster
configuration ! has U.!/ � r . Thus,

CZ
.r/
6V .N;M/ D C

X
! W j! jDN=2�r

w .! / �
X

!2�RCWU.!/�r

wRC.!/

�
2
p
q

�`0.!/
q�s.!/:

3.3.2. Random-cluster computations. – In this section, we relate the correlation length of
the random-cluster model to the rates of growth of the quantities Z.r/6V .N;M/ defined in the
previous section. We will need some notation.

Let a; b be two vertices and C be a subset of vertices. Let fa
C
 ! bg be the event that there

exists a path of vertices in C , starting at a and finishing at b composed of edges in ! only. In

this case, we say that a is connected to b in C . We also set fA
C
 ! Bg for the union on a 2 A

and b 2 B of fa
C
 ! bg. When C is the whole graph, we omit it from the notation.

Consider the sub-lattice L of Z2 made of vertices with sum of coordinates even, and edges
between two vertices if one is the translate of the other by .1; 1/ or .1;�1/ (15). This is not the
same as in the introduction, but we believe that since this change is restricted to this section,
it should not lead to any confusion. We will view T˘N;M as having vertices .i; j / with i; j
integers of even sum, taken modulo N and M respectively. Also, we write Œa; b� � Œc; d � for
the subgraph of L composed of vertices .i; j / with a � i � b and c � j � d . Let �0L;pc ;q be
the infinite-volume random-cluster measure on L with free boundary conditions.

Write �.q/ for the correlation length of the critical random-cluster model on this rotated
lattice defined by

�.q/�1 D lim
n!1

�
1
2n

log�0L;pc ;qŒ0 ! .0; 2n/�:(3.13)

By the definition of the lattice L on which �0Z2;pc ;q is defined, the right-hand side corresponds
to the left-hand side of (1.2). The limit may be shown to exist by sub-additivity arguments.

The two following lemmas will be used to prove Theorem 1.2. Unlike the rest of the paper,
both lemmas below are based on probabilistic estimates specific to the random-cluster model.
We refer the reader to [18] for a manuscript on the subject, and [7] for an account of recent
progress. We will apply repeatedly classical facts about the random-cluster model, and give
each time the precise reference in [18].

Lemma 3.14. – For all q � 1,

lim
N!1

lim
M!1

1

M
log�T˘

N;M
;pc ;q

h�
2p
q

�`0.!/q�s.!/i D 0:(3.14)

Lemma 3.15. – For all q � 1 and r � 1, we have that

lim inf
N!1

lim inf
M!1

1

M
log�T˘

N;M
;pc ;q

.U.!/ D 1/ � ��.q/�1;(3.15)

lim sup
N!1

lim sup
M!1

1

M
log�T˘

N;M
;pc ;q

.U.!/ � r/ � �.r � 1/�.q/�1:(3.16)

(15) This lattice is the local limit of the graphs T˘N;M asM andN tend to infinity. It is a version of
p
2Z2 rotated

by an angle of �=4.
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Remark 3.16. – Inequality (3.15) should actually be an equality. Unfortunately, we did
not manage to derive the reverse inequality using the random-cluster model only. In order to
circumvent this fact, in the proof of Theorem 1.2 we will rely on (3.16) (see Remark 3.18).

In both proofs below, q � 1 and p D pc.q/ are fixed, and we drop them from the notation
of the random-cluster measure.

Lemma 3.14. – Fix q � 1. Since q�s.!/ � q�1, it is sufficient to prove that

lim
N!1

lim
M!1

1
M

log�T˘
N;M

h�
2p
q

�`0.!/i
D 0:

Fix ı > 0. To start, we will bound �T˘
N;M

.`0.!/ � ıM/.

By closing all the edges intersecting R � f�1
2
g and f�1

2
g � R, we transform the random-

cluster model on T˘N;M into the random-cluster model with free boundary conditions on the
rectangle R˘N;M D Œ0; N � 1� � Œ0;M � 1�. The finite-energy property [18, Eq. (3.4)] implies
the existence of a constant c > 0 independent of N;M and ı such that
(3.17)
�T˘

N;M
.`0.!/ � ıM/ � cMCN�0R˘

N;M

.9n disjoint clusters crossing RN;M horizontally/;

where n D ıM � N . The appearance of �N in the definition of n is due to the fact that at
most N of the `0.!/ non-retractable loops intersect the horizontal line R � f�1

2
g.

For x1; : : : ; xr on the left side @L of R˘N;M , let H.x1; : : : ; xr / be the event that xj is
connected to the right side @R of R˘N;M for j D 1; : : : ; r and that the clusters of x1; : : : ; xr
are all distinct. If! is a configuration contributing to the right-hand side of (3.17), then there
exist n points x1; : : : ; xn on @L such that H.x1; : : : ; xn/ occurs.

Write Cxj for the cluster of the point xj . Then, for any j � 1 and any subset C of vertices
of R˘N;M , we have that

�0R˘
N;M

ŒH.x1; : : : ; xjC1/
ˇ̌
H.x1; : : : ; xj / ;

[
i�j

Cxi D C � D �
0
R˘
N;M

nC
.xjC1  ! @R/

� �0L.0 ! @ƒN /;

where in the first equality, we used the domain Markov property (16) [18, Lem. 4.13] and in
the second, the comparison between boundary conditions [18, Lem. 4.14] and the invariance
under translations of �0L [18, Thm. 4.19]. By summing over possible values of C , we deduce
that

�0R˘
N;M

ŒH.x1; : : : ; xjC1/
ˇ̌
H.x1; : : : ; xj /� � �

0
L.0 ! @ƒN /:

Induction on j < n implies that

�0R˘
N;M

ŒH.x1; : : : ; xn/� � �
0
L.0 ! @ƒN /

n:

(16) This argument is classical and involves the fact that the cluster of a point is measurable in terms of edges with
one or two endpoints in that cluster (see Fig. 9 for an illustration of this argument).
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x2

x1

x3

x1 x2

Figure 9. Left: Exploring one by one the disjoint, horizontally crossing clusters
contributing to (3.17). Each new cluster (for instance the one of x3) is surrounded
by free boundary conditions. Middle: To create ! with U.!/ D 1, it is sufficient
to ensure that B occurs (dotted red line), and that, conditionally on B, C also
occurs. The latter is more likely than the occurrence of a top-bottom crossing in
the black rectangle with free boundary conditions on the lateral sides. Right: In
exploringH.x1; : : : ; xr /, every cluster crossing vertically the torus (except the first)
is surrounded by free boundary conditions.

After taking the union over all possible x1; : : : ; xn on @L, we deduce from (3.17) that

�T˘
N;M

.`0.!/ � ıM/ � cMCN �
 
M

n

!
� �0L.0 ! @ƒN /

n

�
�
2c2

�
�0L.0 ! @ƒN /

�ı=2 �M
;

where we bound
�
M
n

�
by 2M , and increase M until n > ıM=2. Now, it is classical [18,

Thm. 6.17] that �0L.0 ! @ƒN / tends to 0 asN tends to infinity so that forN large enough,

�T˘
N;M

.`0.!/ � ıM/ �

�
1

2

�M
:

This implies that for any ı > 0, provided that N is large enough,
(3.18)

lim sup
M!1

1
M

ˇ̌̌
log�T˘

N;M

h�
2p
q

�`0.!/iˇ̌̌
� lim sup

M!1

1
M

ˇ̌̌
log

h�
2p
q

�ıM
C

�
1p
q

�M iˇ̌̌
�

ˇ̌̌
log

�p
q

2

� ˇ̌̌
ı;

which concludes the proof by letting ı tend to 0.

Before starting the proof of Lemma 3.15, we wish to highlight the fact that the random-
cluster model enjoys a self-duality relation for planar graphs when p D pc [18, Sec. 6.1]. On
the torus, this self-duality can be restated as follows. Consider the measure

e�T˘
N;M

.!/ D
p
o.!/
c .1 � pc/

c.!/qk.!/q�s.!/eZ.N;M/
;
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where eZ.N;M/ is the appropriate partition function. If! is sampled according toe�T˘
N;M

.!/,

then !� is sampled according to the measure on .T˘N;M /
� obtained by translating e�T˘

N;M
.!/

by .1; 0/ (this claim follows directly from Lemma 3.9).

Also note that .T˘N;M /
� can be obtained from T˘N;M from reflections from either vertical

or horizontal lines. We will use this observation several times in the next proof to transfer the
probability of events defined in terms of ! to similar claims for !� (and vice versa).

(3.15) of Lemma 3.15. – For a rectangleR, let VR (resp.HR) be the event that there exists
a path in ! included in R from the bottom to the top of R (resp. from the left to the right).
We begin by proving (17) that there exists a constant c > 0 such that for any n;N;M with
3n � minfN;M g,

(3.19) �T˘
N;M

.VŒ0;3n��Œ0;n�/ � c:

Indeed, if this is not the case, then the probability that some rectangle Œ0; 3n�� Œ0; n� contains
a path in !� from the left to the right is larger than 1� c. Therefore, the self-duality and the
symmetry between T˘N;M and its dual (mentioned above) imply that

�T˘
N;M

.HŒ0;3n��Œ0;n�/ �
1�c
q2
:

The FKG inequality [18, Thm. 3.8] implies that

�T˘
N;M

�
HŒ0;3n��Œ0;n� \HŒ0;3n��Œ2n;3n�

�
�
�
1�c
q2

�2
:

Now consider the bottom-most (resp. top-most) path � (resp. � 0) in ! crossing Œ0; 3n� �
Œ0; n� (resp. Œ0; 3n� � Œ2n; 3n�) from left to right. Fix two possible realizations 
 and 
 0 of �
and � 0. Conditioned on � D 
 and � 0 D 
 0, the law of edges in Œ0; 3n�2 between 
 and

 0 is stochastically dominating the random-cluster measure with wired boundary conditions
on the bottom and top of Œ0; 3n�2, and free on the left and right. Therefore, one may use
self-duality in the square Œ0; 3n�2 to show that the probability that there is an open path
connecting 
 to 
 0 is larger or equal to 1=.1 C q2/. This reasoning is classical, we refer for
instance to [3]. In particular, this path crosses Œ0; 3n�� Œ2n; 3n� from bottom to top. Overall,
summing over all possible 
 and 
 0 gives

�T˘
N;M

.VŒ0;3n��Œ2n;3n�/ �
1

1Cq2
� �T˘

N;M

�
HŒ0;3n��Œ0;n� \HŒ0;3n��Œ2n;3n�

�
�

1
1Cq2

�
�
1�c
q2

�2
:

Provided that c D c.q/ > 0 is chosen sufficiently small, this claim contradicts the assumption
that (3.19) was wrong. In conclusion, we proved (3.19) and we can proceed with the proof
of (3.15).

Fix 8n � minfM;N g. As a consequence of (3.19), there exists x 2 Œ0; 3n� � f0g and
y 2 Œ0; 3n� � fng such that

�T˘
N;M

�
x

Œ0;3n��Œ0;n�
 ������! y

�
�

c

9n2
:

(17) This claim was proved in the special case N D M in [3]. Here, some additional care must be taken since the
torus has different vertical and horizontal sizes.
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The FKG inequality [18, Thm. 3.8] and the symmetry under reflections give that

�T˘
N;M

�
x

Œ0;3n��Œ0;2n�
 �������! x C .0; 2n/

�
� �T˘

N;M

�
x

Œ0;3n��Œ0;n�
 ������! y

�
� �T˘

N;M

�
y

Œ0;3n��Œn;2n�
 �������! x C .0; 2n/

�
�

� c

9n2

�2
:

Write M D 2nk C r with k 2 N and 0 � r < 2n. We can use the FKG inequality k times to
deduce that

�T˘
N;M

�
x

Œ0;3n��Œ0;2nk�
 ��������! x C .0; 2nk/

�
�

� c

9n2

�M=n
:

Let A be the event that ! contains a loop winding vertically around T˘N;M and staying
in Œ0; 3n� � Œ0;M � (seen as a subgraph of T˘N;M ), and that every edge of T˘N;M intersecting
R � f�1

2
g but one is closed in !.

Since this event can be obtained from fx
Œ0;3n��Œ0;2nk�
 ��������! x C .0; 2nk/g by opening (in !)

a self-avoiding path of length 2n � r zigzaging vertically between x C .0; 2nk/ and x, and
then closing all the remaining edges intersecting R � f�1

2
g, the finite-energy property [18,

Eq. (3.4)] implies that

�T˘
N;M

.A/ � c2nCN �
� c

9n2

�M=n
;

for some constant c > 0 only depending of q. LetB be the event that ! does not contain any
path from left to right in Œ0; 3n�� Œ0;M �, and that every edge of T˘N;M intersecting R� f�1

2
g

but one is open in !. Using the self-duality and the symmetry between T˘N;M and its dual,
we deduce that

�T˘
N;M

.B/ � 1
q2
� c2nCN �

� c

9n2

�M=n
:(3.20)

We are near the end: the event B induces the existence of a path in !� winding vertically
around the torus and contained in its left half. As (3.20) indicates, this comes at a (relatively)
low cost. Next we also construct a vertically winding path contained in !, which will induce
a vertically winding loop.

For each j 2 N, define yj WD .3N=4; 2nj / and let C be the event that yj is connected
to yjC1 (in !) for every 0 � j � M=.2n/ (18). Notice that the event U.!/ D 1 occurs if B
and C occur together. Therefore,

�T˘
N;M

.U.!/ D 1/ � �T˘
N;M

.B \ C/ � �T˘
N;M

.B/ � �T˘
N;M

.C jB/:

We now wish to bound the term�T˘
N;M

.C jB/. The comparison between boundary conditions
[18, Lem. 4.14] implies that the measure on ŒN=2;N �� Œ0;M � induced by �T˘

N;M
.�jB/ domi-

nates the random-cluster measure �mix
ŒN=2;N ��Œ0;M�

on ŒN=2;N � � Œ0;M � with free boundary

(18) We define yj for every j 2 N, but we see yj as an element of T˘N;M , hence we think of 2nj as being taken
moduloM .
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conditions on the left and right sides, and wired on the top and bottom sides. Using the FKG
inequality and the comparison between boundary conditions one more time, we find that

�T˘
N;M

.C jB/ �

bM=.2n/cY
jD0

�mix
ŒN=2;N ��Œ0;M�.yj  ! yjC1/

� �0ƒN=4.0 ! .0; 2n//1CM=.2n/:

Overall, we deduce that

�T˘
N;M

.U.!/ D 1/ � 1
q2
� c2nCN �

� c

9n2

�M=n
� �0ƒN=4.0 ! .0; 2n//1CM=.2n/:

This in turn implies that

lim inf
M!1

1

M
log�T˘

N;M
.U.!/ D 1/ � 1

n
log. c

9n2
/C 1

2n
log�0ƒN=4.0 ! .0; 2n//:

As N tends to infinity (while n is fixed), �0ƒN=4 converges to �0L [18, Thm. 4.19]. Thus

lim inf
N!1

lim inf
M!1

1

M
log�T˘

N;M
.U.!/ D 1/ � 1

n
log. c

9n2
/C 1

2n
log�0L.0 ! .0; 2n//:

Letting n tend to infinity yields (3.15).

(3.16) of Lemma 3.15. – Fix r � 1 and consider M;N � 2r even integers. Denote
by xi D .2i; 0/ (for i D 1; : : : ; N=2) the points on the lower side of the torus T˘N;M and
set yj WD xj C .1;M � 1/.

Let �0HN;M be the measure on T˘N;M conditioned on all edges intersecting R� f�1
2
g being

closed; it may be viewed as a random-cluster measure on a cylinder HN;M of height M with
free boundary conditions on the top and bottom.

Let V.x1; : : : ; xr / be the event that xj  ! yj for j D 1; : : : ; r and that the clusters
of x1; : : : ; xr are all distinct. The finite-energy property [18, Eq. (3.4)] implies that

(3.21) lim sup
M!1

1

M
log�T˘

N;M
.U.!/ � r/ D lim sup

M!1

1

M
log�0HN;M ŒV .x1; : : : ; xr /�:

Write Cxj for the cluster of the point xj . Then, for any j � 1, an exploration argument
similar to that of Lemma 3.14 (and therefore omitted (19)) implies that

�0HN;M ŒV .x1; : : : ; xjC1/
ˇ̌
V.x1; : : : ; xj /�

D �0HN;M ŒyjC1 2 CxjC1 and x1; : : : ; xj … CxjC1
ˇ̌
V.x1; : : : ; xj /�

� �0L.yjC1  ! xjC1/

� �0L.0 ! y0/;(3.22)

where y0 D .1;M � 1/. Applying this r � 1 times yields

�0HN;M ŒV .x1; : : : ; xr /� � �
0
LŒ0 ! y0�

r�1
� cr�1 � �0LŒ0 ! .0;M/�r�1:

(In the second inequality, we used the finite-energy one last time). The conclusion follows
from (3.21), the previous inequality, and the definition of �.q/.

(19) It involves again the domain Markov property [18, Lem. 4.13] and the comparison between boundary conditions
[18, Lem. 4.14].
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Remark 3.17. – Note that in order to obtain (3.22), we need to explore the cluster Cx1 ,
i.e., we need j � 1. Indeed, we used that conditioned on V.x1; : : : ; xj /, the boundary
conditions in T˘N;M n .Cx1 [ � � � [ Cxj / are dominated by free boundary conditions at
infinity. The fact that we do not obtain a bound on �0HN;M ŒV .x1/� (in this case, the boundary
conditions are cylindrical and cannot be easily compared to the free boundary conditions at
infinity) is the reason why we obtain r � 1 instead of r in (3.16).

3.3.3. Proof of Theorem 1.2. – Fix q > 4. By [12], for points 1 and 2 it is sufficient to show
that �.q/ <1. We therefore focus on point 3, that is we compute �.q/�1 explicitly and show
that it is equal to

R.q/ WD �C 2

1X
kD1

.�1/k

k
tanh.k�/ > 0;

where � > 0 satisfies e�C e�� D
p
q. We will show that this quantity is positive and analyze

its asymptotics in Section 4.

We will refer to the associated six-vertex model, with c D
p
2C
p
q. Write ZRC.N;M/

for the partition function of the random-cluster model with parameters pc ; q on T˘N;M , that
is

ZRC.N;M/ WD
X

!2�RC

wRC.!/:

3.3.4. Lower bound on the inverse correlation length. – Equation (3.15) may be rewritten as

�.q/�1 � � lim inf
N!1

lim inf
M!1

1

M
log

P
!WU.!/D1wRC.!/

ZRC.N;M/
:

Since all configurations with U.!/ D 1 have exactly two non-retractable loops and no net,
Corollary 3.13 (ii) implies that the numerator above is smaller than

p
q

2
q
MN
4 .1C

p
q/�MNZ

.1/
6V .N;M/:

Furthermore, in light of Corollary 3.13 (i), Lemma 3.14 may be rewritten as

lim
N!1

lim
M!1

1

M
log

q
MN
4 .1C

p
q/�MN Z6V .N;M/

ZRC.N;M/
D 1:(3.23)

Therefore, we may write

�.q/�1 � � lim inf
N!1

lim inf
M!1

1

M
log

Z
.1/
6V .N;M/

Z6V .N;M/
D � lim inf

N!1
log

ƒ1.N /

ƒ0.N /

(1.7)
D R.q/:(3.24)

3.3.5. Upper bound on the inverse correlation length. – For all r � 2, (3.16) may be written
as

.r � 1/�.q/�1 � � lim sup
N!1

lim sup
M!1

1

M
log

P
!WU.!/�r wRC.!/

ZRC.N;M/
:

Using Corollary 3.13 (iii) and (3.23) again, we find

.r � 1/�.q/�1 � � lim sup
N!1

lim sup
M!1

1

M
log

Z
.r/
6V .N;M/

Z6V .N;M/
D � lim sup

N!1

log
ƒr .N /

ƒ0.N /

(1.7)
D rR.q/:
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The bound above being valid for all r � 2, one may divide by r � 1 and take r to infinity.
The resulting upper bound on �.q/�1 matches the lower bound of (3.24), and the theorem is
proved.

Remark 3.18. – As mentioned before, (3.24) should, in fact, be an equality. This would
allow us to compute �.q/�1 using nothing but the asymptotics of ƒ0.N / and ƒ1.N /, and
require no control of ƒr .N / for r � 2. However, since we did not manage to derive the
reversed inequality of (3.15) (and hence of (3.24)) using only the random-cluster model, we
used (3.16) and our control of ƒr .N /; r � 2 as an indirect route to the desired bound.

In retrospect, it may be deduced from the Theorem 1.2 that (3.15) and (3.24) are actually
equalities. We believe that proving the equality in (3.15) using only the random-cluster model
is an interesting question.

3.4. From the random-cluster to the Potts model: proof of Theorem 1.1

Below, we consider the Potts and random-cluster models on the standard lattice Z2;
contrarily to previous sections, no reference to the rotated lattice is used. In particular,�0Z2;p;q
and �1Z2;p;q are infinite-volume measures on Z2 (like in the introduction, and unlike in the
previous section).

The results for the Potts model can be obtained from those for the random-cluster model
via a classical coupling, see [13, 18]. We describe the consequences of this coupling in
the theorem below; for a proof, see the references. In the next statement, the operation of
attributing a spin s 2 f1; : : : ; qg to a set S of vertices means that we fix �x D s for every x 2 S .

Theorem 3.19. – Fix ˇ > 0 and an integer q � 2. Set p D 1 � e�ˇ .

Consider ! with law �0Z2;p;q . Then, the law of � 2 f1; : : : ; qgZ
2

obtained by attributing
independently and uniformly a spin in f1; : : : ; qg to each cluster of ! is �0

ˇ
.

Fix i 2 f1; : : : ; qg and consider ! with law �1Z2;p;q . Then, the law of � 2 f1; : : : ; qgZ
2

obtained by attributing independently and uniformly a spin in f1; : : : ; qg to each finite
cluster of !, and spin i to the infinite clusters (20) of ! is �i

ˇ
.

Theorem 3.19 implies immediately the following facts.

1. The critical inverse-temperature of the Potts model and the critical parameter of
random-cluster model are related by the formula pc D 1 � eˇc .

2. For any i 2 f1; : : : ; qg,

�iˇ Œ�0 D i � D
1
q
C �1Z2;p;qŒ0 is in an infinite cluster�:

3. For any x; y 2 Z2,

�0ˇ Œ�x D �y � D
1
q
C �0Z2;p;qŒx and y are in the same cluster�:

(20) There is in fact a unique one almost surely, see [18, Section 4.4.].
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With these properties at hand, it is elementary to deduce Theorem 1.1 from Theorem 1.2.
Theorem 1.1 (2) follows directly from items 1. and 2. above combined with (2) of Theorem 1.2.
Theorem 1.1 (3) follows from item 3. above and the expression for �.q/ obtained in
Theorem 1.2.

For Theorem 1.1 (1), it is well-known (see for instance results in [18]) that a Gibbs measure
is extremal if and only if it is ergodic. Furthermore, the measures �0Z2;p;q and �1Z2;p;q are

ergodic for any value of p 2 Œ0; 1�. Since there exists no infinite cluster �0Z2;pc ;q-almost surely

(by (3) of Theorem 1.2), the construction of �0
ˇc

from �0Z2;pc ;q
described in Theorem 3.19

implies that �0
ˇc

is ergodic as well. In the same way, each measure �i
ˇc

, i D 1; : : : ; q, may
be shown to be ergodic (here the existence of an infinite cluster is not problematic, since it is
given the fixed spin i ). By Theorem 1.1 (2), the measures �i

ˇc
induce different distributions

for the spin of any given vertex, hence they are all distinct.

4. Fourier computations

In this section, we gather the computations of certain Fourier-analytic identities used
throughout the paper.

4.1. Evaluation of the Fourier coefficients of „� and R

Let m � 0 and consider the contour integral

1

2�

Z
CN

sinh.�/e�imz

cosh.�/ � cos.z/
dz;

where CN is the boundary of Œ��; ��C i Œ�N; 0�, oriented clockwise. As N goes to infinity,
this integral goes to O„�.m/. Since the only residues of the integrand in the interior of CN
occur at �i� , we conclude that

O„�.m/ D e
��m m � 0:

Ifm < 0, we integrate around C 0N , the boundary of Œ��; ��C i Œ0; N �, oriented counterclock-
wise. The residue will now be at i�, and

O„�.m/ D e
�m m < 0:

Via (2.2), this implies

(4.1) OR.m/ D
e��jmj

1C e�2�jmj
D

1

2 cosh.�m/
:

4.2. Evaluation of the Fourier coefficients of ‰ and T

To evaluate O‰, we first note that k.˛/ is an odd function, and‚ is anti-symmetric, meaning
‰ is an odd function and O‰.0/ D 0. As a consequence, (2.2) implies OT .0/ D 0.
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For an integer m ¤ 0, we first replace ‚.k.˛/; �/ C ‚.k.˛/;��/ with the equivalent
expression 2Œ‚.k.˛/; �/ � �� (using the fact that ‚.x; �/ D ‚.x;��/ C 2�/. Then, using
integration by parts, we find

O‰.m/ D
1

2�

Z �

��

Œ‚.k.˛/; �/ � ��e�im˛d˛

D
Œ‚.�; �/ �‚.��; �/�.�1/m

�2�im
C

1

2�im

Z �

��

d

d˛
‚.k.˛/; �/e�im˛d˛

D
.�1/m

im
�

1

2�im

Z �

��

„2�.˛ � �/e
�im˛d˛

D
.�1/m

im

�
1 � O„2�.m/

�
;

where we used ‚.�; �/ �‚.��; �/ D �2� , the change of variable u D ˛ � � and the peri-
odicity of „2� to show that the integral in the penultimate line is equal to 2�.�1/m O„2�.m/.
Thus,

OT .m/ D
.�1/m

�
1 � e�2�jmj

�
im
�
1C e�2�jmj

� D .�1/m

im
tanh.�jmj/:

4.3. Computations of R and T

We start with T . Pairing the terms for˙m, we find (21)

T .˛/ D 2
X
m>0

.�1/m

m
tanh.�m/

�
eim˛ � e�im˛

2i

�
D 2

X
m>0

.�1/m

m
tanh.�m/ sin.m˛/:

We now turn to R. We will show that it is equal to the sum

R .˛/ WD
�

2�

X
r2Z

1

coshŒ�.2�r C ˛/=.2�/�

by showing that the two have the same Fourier coefficients. By direct computation and the
Dominated Convergence Theorem,

OR .m/ D
1

4�

X
r2Z

Z �

��

e�im˛d˛

coshŒ�.2�r C ˛/=.2�/�

D
1

4�

Z 1
�1

e�im˛d˛

cosh.�˛=2�/

using the 2� periodicity of the numerator. Observe that the hyperbolic secant function can
be written as a continuous Fourier transform:

1

cosh.�m/
D

1

2�

Z 1
�1

e�im˛d˛

cosh.�˛=2�/
:

This concludes the proof since OR.m/ D 1
2 cosh.�m/ by (4.1).

(21) In the formula, the series is not absolutely convergent, however,
PN
mD1.�1/

m tanh.�m/ sin.m˛/=m converges
asN !1, and we will consider this as the limit.
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4.4. Computation of the integral on the right-hand side of (3.6)

The change of variable x D k.˛/ and some elementary algebraic manipulations giveZ �

��

log
ˇ̌
M
�
eix
�ˇ̌
�.x/dx D

1

2�

Z �

��

P.˛/R.˛/d˛;

with

P.˛/ WD log jM.eik.˛//j D 1
2

log
�

cosh.2�/ � cos.˛/
1 � cos.˛/

�
D

Z �

0

„2t .˛/dt:

The final equality may be checked by noticing that the two sides have equal derivatives and
are both equal to 0 when � D 0. We note that, even though P.˛/ is not a bounded function,
its singularity at ˛ D 0 is logarithmic, and hence it is in L2.Œ��; ��/. Thus, we can use
Fubini’s Theorem to deduce that

(4.2) OP .m/ D

Z �

0

e�2t jmjdt D

(
� if m D 0;

1�exp.�2�jmj/
2jmj

if m ¤ 0:

Finally, Parseval’s Theorem implies that

1

2�

Z �

��

P.˛/R.˛/d˛ D
X
m2Z

OP .m/ OR.�m/ D
�

2
C

X
m>0

e�m� tanh.�m/
m

using (4.1) in the final equality.

4.5. Computation of the integral on the right-hand side of (3.7) and (3.8)

We begin our analysis of the second integral by recalling (2.16), which implies the existence
ofC such that j�.x/j < C jxj for all x 2 Œ��; ��. Thus, although `0.x/ grows as 1=jxj near the
origin, the integrand is uniformly bounded. Using the Dominated Convergence Theorem (22)

and the explicit computation of � in Proposition 2.1, we findZ �

��

`0.x/�.x/dx D

Z �

��

P 0.˛/�.k.˛//d˛ D
X
m>0

.�1/m tanh.�m/
m

�
1

�

Z �

��

P 0.˛/ sin.m˛/d˛
�
:

Calculating the integrals on the right-hand side is a simple case of integration by parts:

1

�

Z �

��

P 0.˛/ sin.m˛/d˛ D
P.˛/ sin.m˛/

�

ˇ̌̌̌�
��

�
m

�

Z �

��

P.˛/ cos.m˛/d˛

D �mŒ OP .m/C OP .�m/�

D e�2�m � 1;

where we use our earlier computation (4.2) for the final line. Substituting this in (3.7) yields

lim
N!1

log
ƒr .N /

ƒ0.N /
D �r �

h
log j�j �

X
m>0

.�1/m

m
tanh.�m/.e�2�m � 1/

i
:

(22) In the formula below, the series in the right-hand side is not absolutely convergent. However, if terms are paired
(each odd term with the succeeding even one) the resulting series becomes absolutely convergent. This observation
is used here and below.
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By expanding log j�j D log cosh.�/ in powers of e�� and manipulating the result alge-
braically, we find that

log j�j D � �
X
m>0

.�1/m.e�2�m � 1/

m
:

This directly implies

(4.3) log j�j �
X
m>0

.�1/m

m
tanh.�m/.e�2�m � 1/ D �C 2

X
m>0

.�1/m

m
tanh.m�/:

4.6. Proof of (1.3)

We wish to show that

(4.4) �C 2
X
m�1

.�1/m

m
tanh.m�/ D

X
m�0

4

.2mC 1/ sinh Œ�2.2mC 1/=.2�/�
:

Let CN be the boundary of the rectangle Œ�.2N C 1/=2; .2N C 1/=2� C i Œ��N=�; �N=��,
oriented counterclockwise, and consider

I N WD

Z
CN

� tanh.�z/dz
z sin.�z/

:

The integrand has a simple pole at every integer m and at i�.2r C 1/=.2�/ for every
integer r . A straightforward computation shows that the residues of the integrand at the
natural numbers are:

Res
�
� tanh.�z/
z sin.�z/

;m

�
D

(
tanh.�m/
cos.�m/m m ¤ 0;

� m D 0:

Summing over m 2 Œ�N;N � \ Z gives the partial sums of the right-hand side of (4.4).
Meanwhile,

Res
�
� tanh.�z/
z sin.�z/

; i�.2mC 1/=.2�/

�
D

�2

.2mC 1/ sinhŒ�2.2mC 1/=.2�/�
:

The hyperbolic tangent is bounded away for its poles (and therefore on CN ), so we may
deduce that, for some uniform constant c0,

jI N j �
c0

N

"Z �N=�

��N=�

dt

cosh.�t/
C

Z .2NC1/=2

�.2NC1/=2

dt

j sin.i�2=�C t /j

#
:

Both integrals are uniformly finite inN , hence I N converges to zero. As a consequence, the
sum of residues of the integrand converges to zero. Using the residues computed above, this
implies (23) (4.4).

Upon inspection of the right-hand side of (4.4), we observe that the quantity in the
equation is strictly positive whenever � > 0. The asymptotic behavior of (4.4) as � tends
to�1 (corresponding to 2� �

p
q � 4 tending to 0) is governed by the first term or the right-

hand side, namely 4

sinh.�2=.2�//
� 8e��

2=.2�/.

(23) We obtain explicitly �C2
PN
mD1

.�1/m

m
tanh.m�/�

PN
mD0

4

.2mC1/ sinhŒ�2.2mC1/=.2�/�
! 0 asN !1.
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TENSOR PRODUCT MULTIPLICITIES
VIA UPPER CLUSTER ALGEBRAS

by Jiarui FEI

Abstract. – For each valued quiver Q of Dynkin type, we construct a valued ice quiver �2
Q

.
Let G be a simply connected Lie group with Dynkin diagram the underlying valued graph of Q. The
upper cluster algebra of �2

Q
is graded by the triple dominant weights .�; �; �/ of G. We prove that

when G is simply-laced, the dimension of each graded component counts the tensor multiplicity c��;� .
We conjecture that this is also true ifG is not simply-laced, and sketch a possible approach. Using this
construction, we improve Berenstein-Zelevinsky’s model, or in some sense generalize Knutson-Tao’s
hive model in type A.

Résumé. – Nous construisons un carquois valué glacé �2
Q

pour chaque carquois valué de type
Dynkin. SoitG un groupe de Lie simplement connexe dont le diagramme de Dynkin est le graphe valué
sous-jacent de Q. L’algèbre amassée supérieure de �2

Q
est graduée par le triplet de poids dominants

.�; �; �/ deG. LorsqueG est simplement lacé, nous montrons que la dimension de chaque composante
graduée compte c��;� la multiplicité tensorielle. Nous conjecturons que c’est aussi le cas lorsqueG n’est
pas simplement lacé, et nous esquissons une approche possible. En utilisant cette construction, nous
améliorons le modèle de Berenstein-Zelevinsky, ou en un certain sens, nous généralisons le modèle de
ruche de Knutson-Tao en type A.

Introduction

Finding the polyhedral model for the tensor multiplicities in Lie theory is a long-standing
problem. By tensor multiplicities we mean the multiplicities of irreducible summands in
the tensor product of any two finite-dimensional irreducible representations of a simply
connected Lie groupG. The problem asks to express the multiplicity as the number of lattice
points in some convex polytope.

Accumulating from the works of Gelfand, Berenstein and Zelevinsky since 1970’s, a first
quite satisfying model for G of type A was invented in [4]. Finally around 1999, building

The author was supported in part by National Science Foundation of China (No. BC0710141).
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1416 J. FEI

upon their work, Knutson and Tao invented their hive model, which led to the solution of
the saturation conjecture [35]. In fact, the reduction of Horn’s problem to the Saturation
conjecture is an important driving force for the evolution of the models.

Outside typeA, up to now Berenstein and Zelevinsky’s models [5] are still the only known
polyhedral models. Those models lose a few nice features of Knutson-Tao’s hive model.
We will have a short discussion on this in Section 0.1. Despite a lot of effort to improve
the Berenstein-Zelevinsky model, to the author’s best knowledge there is no very satisfying
further result in this direction.

Recently an interesting link between the hive model and the cluster algebra theory was
established in [13] through the Derksen-Weyman-Zelevinsky’s quiver with potential model
[8, 9] for cluster algebras. A similar but different link between the polyhedral models and
tropical geometry was established by Goncharov and Shen in [29]. In fact, from the work of
Berenstein, Fomin and Zelevinsky [5, 3], those links may not be a big surprise.

There are two goals in the current paper. First we want to generalize the work [13] to
other types. More specifically, we hope to prove that the algebras of regular functions on
certain configuration spaces are all upper cluster algebras. Second we want to improve the
Berenstein-Zelevinsky’s model in the spirit of Knutson-Tao. In fact, as we shall see, we
accomplish these two goals almost simultaneously. Namely, we use our conjectural models
to establish the cluster algebra structures. Once the cluster structures are established, the
conjectural models are proved as well.

The key to making new models is the construction of the iARt quivers. LetQ be a valued
quiver of Dynkin type. Let C 2Q be the category of projective presentations of Q. We can
associate to this category an Auslander-Reiten quiver �.C 2Q/ with translation (ARt quiver
in short). The ice ARt quiver (iARt quiver in short)�2Q is obtained from�.C 2Q/ by freezing
three sets of vertices, which correspond to the negative, positive, and neutral presentations
in C 2Q. We can put a (quite canonical) potential W 2

Q on the iARt quiver �2Q.

A quiver with potential (or QP in short) .�;W / is related to Berenstein-Fomin-
Zelevinsky’s upper cluster algebras [3] through cluster characters evaluating on �-supported
g-vectors introduced in [13] (see Definition 4.5 and 4.8). The cluster characterCW considered
in this paper is the generic one [42, 12], but it can be replaced by fancier ones. As we have
seen in many different situations [13, 14, 15] the set G.�;W / of �-supported g-vectors is
given by lattice points in some rational polyhedral cone. This is also the case for the iARt
QPs .�2Q; W

2
Q/.

The whole Part I is devoted to the construction of the iARt QP .�2Q; W
2
Q/ and the

polyhedral cone G�2
Q

. It turns out that the cone G�2
Q

has a very neat hyperplane presentation

fx 2 R.�
2
Q
/0 j xH � 0g, where the columns of the matrix H are given by the dimension

vectors of subrepresentations of 3jQ0j representations of �2Q. These 3jQ0j representations
are in bijection with the frozen vertices of �2Q. They also have a very simple and nice
description (see Theorem 5.3). The main result of Part I is the following.

Theorem 5.9. – The set G�2
Q
\ Z.�

2
Q
/0 is exactly G.�2Q; W

2
Q/.
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The upper cluster algebra C .�2Q/ has a natural grading by the weight vectors of presenta-

tions. This grading can be extended to a triple-weight grading � 2Q W Z
.�2
Q
/0 ! Z3jQ0j⩾0 . This

grading slices the cone G�2
Q

into polytopes

G�2
Q
.�; �; �/ WD

n
g 2 G�2

Q
j � 2Q.g/ D .�; �; �/

o
:

LetG WD GQ be the simply connected simple Lie group with Dynkin diagram the underlying
valued graph ofQ. Our conjectural model is that the lattice points in G�2

Q
.�; �; �/ count the

tensor multiplicity c��� for G. Here, c��� is the multiplicity of the irreducible representation
L.�/ of highest weight � in the tensor productL.�/˝L.�/. More often than not we identify
a dominant weight by a non-negative integral vector. To prove this model, we follow a similar
line as [13]. However, we do not have a quiver setting to work with in general. We replace the
semi-invariant rings of triple-flag quiver representations by the ring of regular functions on
a certain configuration space introduced in [19].

Fix an opposite pair of maximal unipotent subgroups .U�; U / of G. The quotient
space A WD U�nG is called base affine space, and the quotient space A_

WD G=U is
called its dual. The configuration space Conf2;1 is by definition .A � A � A_

/=G, where
G acts multi-diagonally. The ring of regular functions kŒConf2;1� is just the invariant
ring .kŒG�U

�

˝ kŒG�U
�

˝ kŒG�U /G . The ring kŒConf2;1� is multigraded by a triple
of weights .�; �; �/. Each graded component C ��;� WD kŒConf2;1��;�;� is given by the

G-invariant space .L.�/˝ L.�/˝ L.�/_/G . So the dimension of C ��;� counts the tensor
multiplicity c��� . Here is the main result of Part II.

Theorem 9.1. – Suppose that Q is trivially valued. Then the ring of regular functions
on Conf2;1 is the graded upper cluster algebra C .�2Q; S 2

QI �
2
Q/. Moreover, the generic character

maps the lattice points in G�2
Q

onto a basis of this algebra. In particular, c��� is counted by lattice
points in G�2

Q
.�; �; �/.

We will show by an example that the upper cluster algebra strictly contains the corresponding
cluster algebra in general. We conjecture that the trivially valued assumption can be dropped
in the above theorem and the theorem below. It is pointed in the end that the only missing
ingredient for proving the conjecture is the analogue of [9, Lemma 5.2] for species with
potentials [37].

Fock and Goncharov studied in [19] the similar spaces Conf3 (1) as cluster varieties.
However, to the author’s best knowledge it is not clear from their discussion what an initial
seed is if G is not of type A. Moreover the equality established in the theorem does not seem
to follow from any result there. In fact, Fock and Goncharov later conjectured in [20] that the
tropical points in their cluster X -varieties parametrize bases in the corresponding (upper)
cluster algebras. Our result can be viewed as an algebraic analog of their conjecture for the
space Conf2;1. Instead of working with the tropical points, we work with the g-vectors.

To sketch our ideas, we first observe that if we forget the frozen vertices corresponding
to the positive and neutral presentations, then we get a valued ice quiver denoted by �Q

(1) They considered the generic part of the quotient stack Œ.A_/3=G�. We will work with the categorical quotient
as its partial compactification.
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whose cluster algebra is isomorphic to the coordinate ring kŒU �. Roughly speaking, this
procedure corresponds to an open embedding i W H �H �U ,! Conf2;1, or more precisely
Corollary 8.9. We will define the cluster S 2

Q in Theorem through the pullback map i�. It is

then not hard to show that kŒConf2;1� contains the upper cluster algebra C .�2Q; S 2
QI �

2
Q/ as

a graded subalgebra. The detail will be given in Section 8.1.

So far we have the graded inclusions

Span
�
CW .G�2

Q
/
�
� C .�2Q; S 2

QI �
2
Q/ � kŒConf2;1�:

To finish the proof, it suffices to show the containment kŒConf2;1� � Span
�
CW .G�2

Q
/
�

.

For this, we come back to the cluster structure of kŒU �. It turns out that the analog of
Theorem for U is rather easy to prove. The set G.�Q; WQ/ contains exactly lattice points
in the polytope G�Q , which is defined by one of the three sets of relations of G�2

Q
. On the

other hand, we have two other embeddings il ; ir W U ,! Conf2;1. They are the map iu WD i jU
followed by the twisted cyclic shift of Conf2;1. Another crucial ingredient in this paper is an
interpretation of the twisted cyclic shift in terms of a sequence of mutations �l . Applying
�l and ��1

l
to the QP .�Q; WQ/, we get two other QPs .�lQ; W

l
Q/ and .�rQ; W

r
Q/. The

analogous polytopes G�l
Q

and G�r
Q

for them are defined by the other two sets of relations

of G�2
Q

. Finally, after showing the good behavior of g-vectors under the pullback of the three

embeddings, the required inclusion will follow from the fact that

(0.1) kŒConf2;1� �
n
s 2 L .S 2

Q/ j i
�
#.s/ 2 kŒU � for # D u; l; r

o
;

where L .S 2
Q/ is the Laurent polynomial ring in the cluster S 2

Q. The detail will be given in
Section 8.2.

Except for these two main results, we have a side result for the base affine spaces. The
author would like to thank B. Leclerc and M. Yakimov for confirming that the following
theorem was an open problem. It turns out that the cluster structure of A lies between that
of U and Conf2;1. Let �]Q be the valued ice quiver obtained from �2Q by deleting frozen
vertices corresponding to neutral presentations.

Theorem 10.2. – Suppose that Q is trivially valued. Then the ring of regular functions
on A is the graded upper cluster algebra C .�

]
Q; M

]
QI$.�

]
Q//. Moreover, the generic char-

acter maps the lattice points in G
�
]
Q

onto a basis of this algebra. In particular, the weight multi-

plicity dimL.�/� is counted by lattice points in G
�
]
Q

.�; �/.

0.1. The Models

In [35] Knutson and Tao invented a remarkable polyhedral model called hives or
honeycomb. The author personally thinks that it has at least three advantages over
Berenstein-Zelevinsky’s model [5]. First, the hive polytopes have a nice presentation˚
x 2 R3n j xH � 0; x� D .�; �; �/

	
: Second, the cyclic symmetry of the type-A tensor

multiplicity is lucid from the hive model. Actually other symmetries can also follow from
the hive model. Last and most importantly, there is an operation called overlaying for
honeycombs [35].
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In appropriate sense, our models share these nice properties. The first one is clear from
our result. Our H -matrices even have all non-negative entries. However, if readers prefer
the rhombus-type inequalities of the hives, one can transform our model through a totally
unimodular map as in [13]. However, the rhombus-type inequalities are not always as neat
as the ones in type A. We will discuss the transformation and the analogous overlaying else-
where. Although the cyclic symmetry is not immediately clear from H itself, we understand
from our construction and Appendix 11.2 that it is just hidden there. We believe that this is
probably the best we can do outside type A.

In a more general context of Kac-Moody algebras, the tensor multiplicity problem can be
solved by P. Littelmann’s path model [40]. As pointed out in [5], his model can be transformed
into polyhedral ones (with some non-trivial work). However, in general it involves a union
of several convex polytopes.

0.2. Relation to the work of Berenstein-Zelevinsky and Goncharov-Shen

In a groundbreaking work [5] Berenstein and Zelevinsky invented their polyhedral model
for all Dynkin types. Their main tools are Lusztig’s canonical basis and tropical relations
in double Bruhat cells. The polytopes are defined explicitly in terms of their i-trails. But
the author feels that i-trails are hard to compute especially in type E. By contrast, the
subrepresentations defining ourH are rather easy to list in most cases. In few difficult cases,
such as type E7 and E8, we provide an algorithm suitable for computers.

Recently Goncharov and Shen made some further progress in [29]. Using tropical
geometry and geometric Satake, they proved a more symmetric polyhedral model (see [29,
Theorem 2.6 and (214)]). However, there is no further explicit description on the polytopes.
The equality of (0.1) as an intermediate byproduct of our proof is similar to this result.

Loosely speaking, our work is independent of their results, though the author did benefit
a lot from reading their papers. The construction of iARt quivers�2Q is new. We believe that
the construction and results, especially the ideas behind, are beyond just solving the tensor
multiplicity problem for simple Lie groups. The proofs in Part I are similar to those in [13]. In
Part II what we heavily rely on is the cluster structure of kŒU � and a mutation interpretation
of the twisted cyclic shift. Throughout the quiver with potential model for cluster algebras
is most important.

Outline of the Paper

In Section 1.1 we recall the basics on valued quivers and their representations. We define
the graded upper cluster algebra attached to a valued quiver in Section 1.2 and 1.3. In
Section 2.1 we recall the Auslander-Reiten theory from a functorial point of view. We
specialize the theory to the category of presentations mostly for hereditary algebras in
Section 2.2. In Section 3.1 we define the iARt quivers in general. We then consider the
hereditary cases in more detail in Section 3.2. Proposition 3.6 compares the ARt quivers
of presentations with the more familiar ARt quivers of representations. In Section 4 we
review the generic cluster character in the setting of quivers with potentials. In Section 5 we
study the iARt QPs and their �-supported g-vectors. We prove the two main results of Part
I—Theorem 5.3 and 5.9. In Appendix 6, we provide more examples of iARt quivers.

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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In Section 7 we review the rings of regular functions on base affine spaces and maximal
unipotent groups, especially the cluster structure of the latter (Theorem 7.5 and Proposi-
tion 7.6). In Section 8 we study maps relating the configuration spaces to the corresponding
unipotent groups. These are almost all the technical work required for proving the main
result. In Section 9 we prove our main result—Theorem 9.1. In Section 10 we prove the side
result—Theorem 10.2. In the end we make some remark on the possible generalization to the
non-simply laced cases. In Appendix 11 we prove the mutation interpretation of the twisted
cyclic shift in Theorem 11.14. As a consequence, we produce an algorithm for computing
the (�-supported) g-vector cones.

Notations and Conventions

Our vectors are exclusively row vectors. All modules are right modules. Arrows are

composed from left to right, i.e., ab is the path �
a
�! �

b
�! �. Unless otherwise stated,

unadorned Hom and ˝ are all over the base field k, and the superscript � is the trivial dual
for vector spaces. We write hom and ext for dim Hom and dim Ext. For direct sum of n
copies of M , we write nM instead of the traditional M˚n.

PART I

CONSTRUCTION OF IART QPS

1. Graded Upper Cluster Algebras

1.1. Valued Quivers and their Representations

If you are familiar with the usual quiver representations and only care about our results
on the simply laced cases, you can skip this subsection.

Definition 1.1. – A valued quiver is a triple Q D .Q0;Q1; C / where

1. Q0 is a set of vertices, usually labeled by natural numbers 1; 2; : : : ; n;

2. Q1 is a set of arrows, which is a subset of Q0 �Q0;

3. C D f.ci;j ; cj;i / 2 N � N j .i; j / 2 Q1g is called the valuation of Q.

It is called symmetrizable if there is d D fdi 2 N j i 2 Q0g such that dici;j D cj;idj for
every .i; j / 2 Q1.

For such a valued quiver, the pair .Q0;Q1/ is called its ordinary quiver. Throughout this
paper, all valued quivers are assumed to have no loops or oriented 2-cycles in their ordinary
quivers. If ci;j D cj;i for every .ci;j ; cj;i / 2 C , then Q is called equally valued. To draw
a valued quiver .Q0;Q1; C /, we first draw its ordinary quiver, then put valuations above

its arrows, eg. i
.ci;j ;cj;i /
������! j . We will omit the valuation if .i; j / is trivially valued, i.e.,

ci;j D cj;i D 1. All valued quivers in this paper will be symmetrizable. We always fix a choice
of d , so readers may view d as a part of the defining data for Q. We let di;j D gcd.di ; dj /.
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Let F be a finite field. We write F for an algebraic closure of F. For each positive integer k
denote by Fk the degree k extension of F in F. Note that the largest subfield of F contained
in both Fk and Fl is Fgcd.k;l/ D Fk \ Fl . If k j l we can fix a basis of Fl over Fk and thus
freely identify Fl as a vector space over Fk .

A representation M of Q is an assignment for each i 2 Q0 a Fdi -vector space M.i/, and
for each arrow .i; j / 2 Q1 an Fdi;j -linear map M.i; j /. This definition is different from
the original one in [10], but it is more adapted to the cluster algebra theory (see [45]). The
equivalence of two definitions was established in [45, (2.2)]. The dimension vector dimM is
the integer vector .dimFdi M.i//i2Q0 . Similar to the usual quiver representations, we can
define a morphism � WM ! N as the setn

�i 2 HomFdi .M.i/; N.i//
o
i2Q0

such that �jM.i; j / D N.i; j /�i for all .i; j / 2 Q1:

The category Rep.Q/ of all (finite-dimensional) representations ofQ is an abelian category,
in which the kernels and cokernels are taken vertex-wise. The category Rep.Q/ is also Krull-
Schmidt, that is, each object is a finite direct sum of indecomposable objects with local
endomorphism rings.

Just as with usual quivers it is useful to consider an equivalent category of modules
over the path algebra. Such an analog for valued quivers is the notion of F-species. Define
�0 D

Q
i2Q0

Fdi and �1 D
L
.i;j /2Q1

Fdici;j . Notice that Fdici;j contains both Fdi and
Fdj and thus we have a �0-�0-bimodule structure on �1. Now we define the F-species �Q
to be the tensor algebra T�0.�1/ of �1 over �0. If �Q is finite-dimensional, then it is clear
that the indecomposable projective (resp. injective) modules are precisely Pi D ei�Q (resp.
Ii D .�Qei /

�) for i 2 Q0, where ei is the identity element in Fdi . The category Rep.Q/ has
enough projective and injective objects. The top of Pi is the simple representation Si
supported on the vertex i , which is also the socle of Ii . The minimal projective and injective
resolutions of simple Si are given by

(1.1) 0!
M

.i;j /2Q1

cj;iPj ! Pi ! Si ! 0 and 0! Si ! Ii !
M

.i;j /2Q1

ci;j Ij ! 0:

The algebra �Q is hereditary, that is, it has global dimension 1. So for M;N 2 Rep.Q/,

hM;N i D dimF HomQ.M;N / � dimF Ext1Q.M;N /

is a bilinear form only depending on the dimension vectors of M and N . This is called
“Ringel-Euler” form, and we denote the matrix of this form by E.Q/. We also define the
matrix El .Q/ WD .elj;i / and Er .Q/ WD .eri;j / by

eli;j D

8̂̂<̂
:̂
1 i D j I

�cj;i .i; j / 2 Q1I

0 otherwise;

eri;j D

8̂̂<̂
:̂
1 i D j I

�ci;j .i; j / 2 Q1I

0 otherwise:

These matrices are related by E.Q/ D El .Q/D D DEr .Q/, whereD is the diagonal matrix
with diagonal entries di;i D di .

Example 1.2 (G2). – Consider the valued quiver 1
3;1
��! 2 of typeG2 with d D .1; 3/. Its

module category has six indecomposable objects
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� The simple injective S1 W F! 0, and its projective cover P1 W F ,! F3;

� The simple projective S2 W 0! F3, and its injective hull I2 W F3 ,! F3;

� The module M1 W F2 ,! F3, which is presented by P2 ,! 2P1;

� The module M2 W F3 ,! F23, which is presented by P2 ,! 3P1.

In this paper, we will encounter two kinds of valued quivers. One is valued quivers Q of
Dynkin type, and the other is bigger valued quivers �Q and �2Q constructed from Q (see
Section 3). We will define upper cluster algebras attached to the latter.

1.2. Upper Cluster Algebras

We mostly follow [3, 24, 21]. To define the upper cluster algebra, we need to introduce the
notion of the quiver mutation. The mutation of valued quivers is defined through Fomin-
Zelevinsky’s mutation of the associated skew-symmetrizable matrix.

Every symmetrizable valued quiver� corresponds to a skew symmetrizable integer matrix
B.�/ WD �El .�/CEr .�/

T . So the entries .bu;v/u;v2�0 are given by

bu;v D

8̂̂<̂
:̂
cu;v; if .u; v/ 2 �1;

�cu;v; if .v; u/ 2 �1;

0 otherwise:

The matrix B.�/ is skew symmetrizable because DB is skew-symmetric for the diagonal
matrix D. Conversely, given a skew symmetrizable matrix B, a unique valued quiver � can
be easily defined such that B.�/ D B.

Definition 1.3. – The mutation of a skew symmetrizable matrix B on the direction
u 2 �0 is given by �u.B/ D .b0v;w/, where

b0v;w D

(
�bv;w ; if u 2 fv;wg;

bv;w C sign.bv;u/max.0; bv;ubu;w/; otherwise:

We denote the induced operation on its valued quiver also by �u.

The cluster algebras that we will consider in this paper are skew-symmetrizable cluster
algebras of geometric type. The combinatorial data defining such a cluster algebra is encoded
in a symmetrizable valued quiver � with frozen vertices. Frozen vertices are forbidden to
be mutated, and the remaining vertices are mutable. Such a valued quiver is called valued
ice quiver (or VIQ in short). The mutable part �� is the full subquiver of � consisting of
mutable vertices. In general, to define a(n) (upper) cluster algebra only �� is required to
be symmetrizable. However, in this paper all VIQs happen to be “globally” symmetrizable.
We usually label the mutable vertices as the first p out of q vertices of �. The restricted
B-matrix B� of � is the first p rows of B.�/.

Let k be a field, not necessarily related in any sense to the finite field F or the base field in
the rest of Part I.
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Definition 1.4. – Let F be a field containing k. A seed in F is a pair .�; x/ consisting
of a VIQ � as above together with a collection x D fx1; x2; : : : ; xqg, called an extended
cluster, consisting of algebraically independent (over k) elements of F , one for each vertex
of�. The elements of x associated with the mutable vertices are called cluster variables; they
form a cluster. The elements associated with the frozen vertices are called frozen variables, or
coefficient variables.

A seed mutation �u at a (mutable) vertex u transforms .�; x/ into the seed .�0; x0/ D
�u.�; x/ defined as follows. The new VIQ is �0 D �u.�/. The new extended cluster is
x0 D x [ fx0ug n fxug where the new cluster variable x0u replacing xu is determined by the
exchange relation

(1.2) xux
0
u D

Y
.v;u/2�1

x
cv;u
v C

Y
.u;w/2�1

x
cu;w
w :

We note that the mutated seed .�0; x0/ contains the same coefficient variables as the original
seed .�; x/. It is easy to check that one can recover .�; x/ from .�0; x0/ by performing a seed
mutation again at u. Two seeds .�; x/ and .�0; x0/ that can be obtained from each other by
a sequence of mutations are called mutation-equivalent, denoted by .�; x/ � .�0; x0/.

Definition 1.5. – The cluster algebra C .�; x/ associated to a seed .�; x/ is defined as
the subring of F generated by all elements of all extended clusters of the seeds mutation-
equivalent to .�; x/.

Note that the above construction of C .�; x/ depends only, up to a natural isomorphism, on
the mutation equivalence class of the initial VIQ�. In fact, it only depends on the mutation
equivalence class of the restricted B-matrix of �. So we may drop x and simply write C .�/

or C .B�/.

An amazing property of cluster algebras is the Laurent Phenomenon.

Theorem 1.6 ([23, 3]). – Any element of a cluster algebra C .�; x/ can be expressed in
terms of the extended cluster x as a Laurent polynomial, which is polynomial in coefficient
variables.

Since C .�; x/ is generated by cluster variables from the seeds mutation equivalent
to .�; x/, Theorem 1.6 can be rephrased as

C .�; x/ �
\

.�0;x0/�.�;x/

L x0 ;

where L x WD kŒx˙11 ; : : : ; x˙1p ; xpC1; : : : xq�. Note that our definition of L x is slightly
different from the original one in [3], where L x is replaced by the Laurent polynomial
L .x/ WD kŒx˙11 ; : : : ; x˙1p ; x˙1pC1; : : : ; x

˙1
q �.

Definition 1.7. – The upper cluster algebra with seed .�; x/ is

C .�; x/ WD
\

.�0;x0/�.�;x/

L x0 :
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Any (upper) cluster algebra, being a subring of a field, is an integral domain (and under
our conventions, a k-algebra). Conversely, given such a domain R, one may be interested in
identifying R as a(n) (upper) cluster algebra. The following useful lemma is a specialization
of [21, Proposition 3.6] to the case where R is a unique factorization domain.

Lemma 1.8. – Let R be a finitely generated UFD over k. Suppose that .�; x/ is a seed
contained in R, and each adjacent cluster variable x0u is also in R. Moreover, each pair in x and
each pair .xu; x0u/ are relatively prime. Then R � C .�; x/.

1.3. g-vectors and Gradings

Let x D fx1; x2; : : : ; xqg be a(n) (extended) cluster. For a vector g 2 Zq , we write xg for
the monomial xg.1/

1 x
g.2/
2 � � � x

g.q/
q . For u D 1; 2; : : : ; p, we set yu D x�bu where bu is the u-th

row of the matrix B�, and let y D fy1; y2; : : : ; ypg.
Suppose that an element z 2 L .x/ can be written as

(1.3) z D xg.z/F.y1; y2; : : : ; yp/;

where F is a rational polynomial not divisible by any yi , and g.z/ 2 Zq . If we assume that
the matrix B� has full rank, then the elements y1; y2; : : : ; yp are algebraically independent
so that the vector g.z/ is uniquely determined [24]. We call the vector g.z/ the (extended)
g-vector of z with respect to the pair .�; x/. Definition implies at once that for two such
elements z1; z2 we have that g.z1z2/ D g.z1/ C g.z2/. So the set of all g-vectors in any
subalgebra of L .x/ forms a sub-semigroup of Zq .

Lemma 1.9 ([13, Lemma 5.5], cf. [42]). – If the matrix B� has full rank, then any subset
of L .x/ with distinct well-defined g-vectors is linearly independent over k.

Definition 1.10. – A weight configuration � of a lattice L � Rm on a VIQ � is an
assignment for each vertex v of� a weight vector � .v/ 2 L such that for each mutable vertex
u, we have that

(1.4)
X

.v;u/2�1

cv;u� .v/ D
X

.u;w/2�1

cu;w� .w/:

The mutation �u also transforms � into a weight configuration � 0 on the mutated quiver
�u.�/ defined as

� 0.v/ D

8̂<̂
:

X
.u;w/2�1

cu;w� .w/ � � .u/ if v D u;

� .v/ otherwise:

By slight abuse of notation, we can view � as a matrix whose v-th row is the weight
vector � .v/. In this matrix notation, the condition (1.4) is equivalent to that B�� is a zero
matrix. So we call the cokernel ofB� as the grading space of C .�/. A weight configuration �
is called full if the corank of B� is equal to the rank of � . It is easy to see that for any weight
configuration of �, the mutation can be iterated.

Given a weight configuration .�I � /, we can assign a multidegree (or weight) to the upper
cluster algebra C .�; x/ by setting deg.xv/ D � .v/ for v D 1; 2; : : : ; q. Then mutation
preserves multihomogeneity. We say that this upper cluster algebra is � -graded, and denoted
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by C .�; xI � /. We refer to .�; xI � / as a graded seed. Note that the variables in y have zero
degrees. So if z has a well-defined g-vector as in (1.3), then z is homogeneous of degree g� .

2. AR-theory of Presentations

2.1. Review of Auslander-Reiten theory

We briefly review Auslander-Reiten theory for Krull-Schmidt exact categories following
[11]. The theory was developed originally for module categories of Artin algebras, but
without much difficulty most of the theory can be generalized to Krull-Schmidt exact
categories. Readers should consult [11, Section 2.2] or the standard textbook [2] for the
basic notions in Auslander-Reiten theory, such as the left and right (minimal) almost split
morphisms.

Let k be a field, and A be a k-linear, Hom-finite, and Krull-Schmidt category with an
exact structure E . So E is a class of exact pairs which is closed under isomorphisms satisfying
Gabriel-Roiter’s axiom (see [11, 1.1]). Recall that a pair .i; d/ of composable morphisms

L
i
�!M

d
�! N in A is called exact if i is a kernel of d and d is a cokernel of i . If the

underlying exact structure E is clear, we speak of projective and injective objects rather
than E -projective and E -injective objects. The proof of the following proposition coincides
with the usual one for module categories.

Proposition 2.1 ([11, Proposition 2.3]). – Suppose that L
i
�! M

d
�! N is an exact pair

in E . Then the following assertions are equivalent.

1. i is left minimal almost split.

2. d is right minimal almost split.

3. i is left almost split and d is right almost split.

Definition 2.2. – An exact pair L
i
�! M

d
�! N in E as in the above proposition is

called an almost split pair. In this case, L is called the translation of N denoted by �N , and
N is called the inverse translation of L denoted by ��1L.

Such an almost split pair can only exist provided L is indecomposable non-injective and
N is indecomposable non-projective. The exact category .A ; E / is said to have almost split
pairs if A has almost split morphisms and moreover for all indecomposable non-projective

objects N there exists an almost split pair L
i
�! M

d
�! N and dually for all indecomposable

non-injective objects L there exists an almost split pair L
i
�! M

d
�! N . The uniqueness

of minimal almost split maps shows that almost split pairs L
i
�! M

d
�! N are uniquely

determined by L or N .

Example 2.3. – Let A be a finite dimensional k-algebra, and modA be the category of
finite dimensional (right) A-modules. [2, Theorem V.1.15] says that modA has almost split
pairs, so the translation � is defined for every indecomposable non-projective A-module. It
is given by the trivial dual of Auslander’s transpose functor (see [2, IV.1]).
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Recall that a morphism f 2 Hom A .M;N / is called radical if IdM Cgf is invertible for
each g 2 Hom A .N;M/. If M and N are indecomposable, then this is equivalent to say
that f is a non-isomorphism. We denote by rad A .M;N / the space of all radical morphisms
in Hom A .M;N /. We define rad2A .M;N / to consist of all morphisms of form gf , where
f 2 rad A .M;L/ and g 2 rad A .L;N / for some L 2 A . We denote by ind.A / the full
subcategory of all indecomposable objects in A .

Definition 2.4. – For M;N 2 ind.A /, an irreducible morphism f W M ! N is an
element in rad A .M;N / n rad2A .M;N /. We denote

Irr A .M;N / WD rad A .M;N /= rad2A .M;N /:

For M 2 ind.A /, End A .M/ is local, then

DM WD End A .M/= rad End A .M/

is a division k-algebra.

Let M D
Lt
iD1miMi be an object in A with Mi indecomposable and pairwise

non-isomorphic. For f 2 Hom A .M;N / with N indecomposable, we can write f as
f D .f1; : : : ; ft / where fi D .fi;1; : : : ; fi;mi / W miMi ! N . The following proposition was
originally proved for module categories of Artin algebras (see [2, Proposition VII.1.3]) but
the proof there also works in our setting.

Proposition 2.5. – The morphism f is right minimal almost split iff the residual classes
of fi;j ’s in Irr A .Mi ; N / form aDop

N -basis for all i . There is a similar statement for left minimal
almost split morphisms.

We also recall a basic fact [2] that if L
i
�!M

d
�! N almost split, then

(2.1) dimDMi
Irr A .Mi ; N / D dimD

op
Mi

Irr A .L;Mi /:

2.2. Presentations

In this subsection we briefly review some results from [44] in our setting. Let A be some
finite dimensional k-algebra with valued quiver Q (see [2, III.1]). If you do not know what
a valued quiver associated to A is, then you can just take A to be the F-species defined in
Section 1.1. LetC 2A WD Ch2.proj -A/ be the category of projective presentations. To be more

precise, the objects in C 2A are 2-term complexes PC
f
�! P� in proj -A (with PC and P� in

some fixed degrees). The morphisms are commutative diagrams. Let E be the class of pairs
of morphisms in C 2A, which is split exact in both degrees. It is well known (eg. [44]) that the
category C 2A is Krull-Schmidt and E is an exact structure on C 2A. By abuse of notation we
will denote an exact pair in C 2A by an exact sequence 0! f ! g! h! 0.

Let Pi be the indecomposable projective module corresponding to i 2 Q0.

Definition 2.6. – For any ˇ 2 ZQ0⩾0 we denote
L
i2Q0

ˇ.i/Pi by P.ˇ/. If P˙ D P.ˇ˙/,
then the weight vector .f�; fC/ of f is .ˇ�; ˇC/. The reduced weight vector f is the differ-
ence fC � f�.
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Definition 2.7. – Presentations of forms 0 ! P; P ! 0; and P
Id
�! P are called

negative, positive, and neutral. They are also denoted by O�P ; OCP and IdP respectively. If
P D Pi , then they are called i -th negative, positive, and neutral presentation, and denoted
by O�i ; OCi and Idi respectively.

Lemma 2.8 ([7]). – Any presentation f decomposes as f D fC ˚ fId ˚ f
0, where fC is

positive, fId is neutral, and f 0 is the minimal presentation of Coker.f /.

Corollary 2.9. – An indecomposable presentation is one of the following four kinds. They
are i -th negative, positive, neutral presentations, and minimal presentations of indecomposable
non-projective representations of A.

The following lemma is easy to verify.

Lemma 2.10 ([44, Proposition 3.1]). – For any PC
f
�! P� 2 C

2A and P 2 modA, we
have

1. HomC2A.O
�
P ; f / Š HomA.P; P�/;

2. HomC2A.f;O
C

P / Š HomA.PC; P /;

3. HomC2A.IdP ; f / Š HomA.P; PC/;

4. HomC2A.f; IdP / Š HomA.P�; P /.

Corollary 2.11 ([44, Corollary 3.1, 3.2]). – The indecomposable E -projective objects
in C 2A are precisely O�i and Idi . The indecomposable E -injective objects in C 2A are precisely
OCi and Idi .

Let f and g be two presentations of representations M and N , namely, M D Cokerf
and N D Cokerg. For any morphism in ' 2 HomC2A.f; g/, we get an induced morphism
� 2 HomA.M;N /:

PC
f
//

'C

��

P� //

'�

��

M

�

��

// 0

RC
g
// R� // N // 0.

Conversely, any � 2 HomA.M;N / lifts to a morphism in HomC2A.f; g/. So we obtain a
surjection

� W HomC2A.f; g/↠ HomA.Cokerf;Cokerg/:

� maps to a zero morphism if and only if the image of '� is contained in the image of g.
In this case, '� lifts to a map in HomA.P�; RC/ because P� is projective. Hence the kernel
of � is the image of the map �

� W HomA.P�; RC/! HomC2A.f; g/; h 7! gh � hf:

Recall that HomA.P�; RC/ Š HomC2A.f; IdRC/. So we can summarize the above discus-
sion as follows. The functor Coker W C 2A ! modA is full and dense with the kernel
consisting of those morphisms which are factored through positive and neutral presenta-
tions. Let C 2A be the category C 2A modulo the morphisms which are factorized through
E -injectives.
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Proposition 2.12 ([44, Proposition 3.3]). – The functor Coker induces an isomorphism
C 2A Š modA.

Here is a main result in [44].

Theorem 2.13 ([44, Theorem 5.1]). – The exact category C 2A has almost split pairs.

The next two propositions enable us to construct almost split pairs in C 2A. For an
A-module M , we write f .M/ W PC.M/! P�.M/ for its minimal presentation.

Proposition 2.14 ([44, Proposition 5.6]). – If x W 0 ! f ! e ! g ! 0 is exact
in C 2A with Coker.f / ¤ 0 and Coker.g/ ¤ 0, then x is almost split iff. the induced
sequence Coker.x/ W 0! Coker.f /! Coker.e/! Coker.g/! 0 is almost split.

Proposition 2.15 ([44, Proposition 5.9 and Corollary 5.3]). – The almost split pair
starting at f .Ii / has the form:

0! f .Ii /! f .Ii= soc.Ii //˚OCR ! OCi ! 0; if Ii is not simple;

0! f .Ii /! Idi ˚OC
PC.Ii /

! OCi ! 0; if Ii is simple,

where HomA.R;A/� is the maximal injective summand of E, with E ! Ii a right minimal
almost split morphism in modA.

Corollary 2.16. – We have that �f .M/ D f .�M/ for M non-projective and
�.OCi / D f .Ii / in C 2A.

From now on let us assume A is the F-species �Q. We denote C 2�Q by C 2Q.

Lemma 2.17. – Suppose that 0 ! L ! M ! N ! 0 is an almost split sequence
in Rep.Q/. Then we have the following almost split pairs in C 2Q.

0! f .L/! f .M/! f .N /! 0 if L ¤ Si I(2.2)

0! f .L/! f .M/˚ Idi ! f .N /! 0 if L D Si :(2.20)

Proof. – Suppose that L is not simple. We can splice the minimal presentations of L and
N together to form a presentation of M

PC.L/˚ PC.N /
f
�! P�.L/˚ P�.N /!M ! 0:

By construction, we have the exact sequence 0 ! f .L/ ! f ! f .N / ! 0: We claim
that f is minimal. This is equivalent to that homQ.M; Si / D homQ.L; Si /C homQ.N; Si /

and ext1Q.M; Si / D ext1Q.L; Si /C ext1Q.N; Si / for each Si . Since 0! L!M ! N ! 0 is
almost split and L is non-simple, it follows that

0! HomQ.N; Si /! HomQ.M; Si /! HomQ.L; Si /! 0;

0! Ext1Q.N; Si /! Ext1Q.M; Si /! Ext1Q.L; Si /! 0

are both exact.
In the case where L D Si , by Auslander-Reiten formula [2, Corollary IV.4.7]

HomQ.�
�1L; Si / D Ext1Q.Si ; Si /

�
D 0; Ext1Q.�

�1L; Si / D HomQ.Si ; Si /
�
D k:
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So we have the exact sequence

0! HomQ.M; Si /! HomQ.L; Si / Š Ext1Q.�
�1L; Si /! Ext1Q.M; Si /! 0:

Hence HomQ.M; Si / D Ext1Q.M; Si / D 0. This implies the exactness of (2.20). Finally the
claim follows from Proposition 2.14.

Similarly the next lemma follows directly from Proposition 2.15.

Lemma 2.18. – We have the following almost split pairs in C 2Q

0! f .Ii /!
M

.k;i/2Q1

ci;kf .Ik/˚
M

.i;j /2Q1

cj;i OCj ! OCi ! 0 if i is not a sourceI(2.3)

0! f .Ii /! Idi ˚
M

.i;j /2Q1

cj;i OCj ! OCi ! 0 if i is a source:(2.30)

3. iARt Quivers

3.1. iARt Quivers

We slightly upgrade the classical Auslander-Reiten quiver by adding the translation
arrows. The following definition is basically taken from [2, VII.1]. Let A be a category as
in Section 2.1. Recall that for each M 2 ind.A /, DM WD End A .M/= rad End A .M/ is a
division k-algebra.

Definition 3.1 (ARt quiver). – The ARt valued quiver �.A / of A is defined as
follows:

1. The vertex of �.A / are the isomorphism classes of objects in ind A .

2. There is a morphism arrow M ! N if Irr A .M;N / is non-empty. We assign the valua-
tion .a; b/ to this arrow, where a D dimDM Irr A .M;N / and b D dimD

op
N

Irr A .M;N /.

3. There is a translation arrow from N to �N with trivial valuation if �N is defined.

A vertex u in an ARt quiver is called transitive if the translation and its inverse are both
defined at u.

Note that the number a in the valuation .a; b/ can be alternatively interpreted as the (direct
sum) multiplicity of M in E for E ! N right minimal almost split. Similarly b is the multi-
plicity of N in E 0 for M ! E 0 left minimal almost split. Moreover, if A is k-elementary,
i.e., DM D k for any M 2 ind.A /, then all morphism arrows are equally valued.

Definition 3.2 (iARt quivers). – We have that:

� the iARt quiver �A is obtained from the ARt quiver �.A / by freezing all vertices
whose translations are not defined;

� the iARt quiver �2A is obtained from the ARt quiver �.C 2 A / by freezing all non-
transitive vertices.
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Remark 3.3. – When A is the module category of a finite-dimensional algebra, the
frozen vertices of �A are precisely indecomposable projective modules. By Theorem 2.13
and Corollary 2.11, the frozen vertices in�2A are precisely the negative, positive and neutral
presentations.

We use the notation

L!M if there is a morphism arrow from L to M ;

L 99KM if there is a translation arrow from L to M ;

L↣M if there is an arrow from L to M in the ARt quiver.

Lemma 3.4. – Let � be an additive function from A to some abelian group, that is,
�.L/C �.N / D �.M/ for each exact sequence 0 ! L ! M ! N ! 0 in A . Then at
each transitive vertex L, we have that

P
M↣L cM;L�.M/ D

P
L↣N cL;N �.N /.

Proof. – We have two almost split sequences

0! �L!
M
M!L

cM;LM ! L! 0; 0! L!
M
L!N

cL;NN ! ��1L! 0:

By the additivity of � , we have that

�.L/ D
X
M!L

cM;L�.M/ � �.�L/ D
X
L!N

cL;N �.N / � �.�
�1L/;

)

X
M↣L

cM;L�.M/ D
X
L↣N

cL;N �.N /:

A typical additive function in C 2A is the weight vector. In some special cases including
examples below, indecomposable presentations are uniquely determined by their weight
vectors. So we can label them on an iARt quiver by their weight vectors. We will use the
“exponential form” as a shorthand. For example, a vector .3; 1; 0; 0;�2; 0;�1/ is written
as .527; 132/.

Example 3.5. – Let A be the Jacobian algebra of the quiver with potential .Q;W / (see

Section 4.1), where Q D

3

��
2

@@

��

1oo

4

@@
and W is the difference of two oriented triangles. The

iARt quiver �2modA is drawn below. We always put frozen vertices in boxes.

1;1

��

4;4

��

2;2

��

3;0

""

4;1

!!

oo

??

2;4
oo

""

0;3
oo

!!
1;2

��

GG

==

!!
34;1

""

oo

<<

��

2;1

!!

oo

==

��

2;34

""

oo

<<

��

FF

1;2
oo

4;0

<<

3;1

��

oo

==

2;3
oo

<<

0;4
oo

==

0;2

FF

oo
2;0

FF

3;3

??

0;1

FF

ff 1;0

GG

oo

��

  

oo

!! ��

oo

??

oo
??

��

��

  

oo

>>

��

!!

oo

==

��

��

oo

??

>>

oo

==

��

oo

??

oo

��

GG

oo

  

GG

oo

FF

oo

GG

??

?? >>

  

    

oo

OO

  

oo oo
OO

  

OO

oo

OO

oo

OO

oo
OO
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Two vertices with the same weight label .1; 2/ are identified. The translation arrow going
out from .0; 2/ ends in .1; 0/.

3.2. Hereditary Cases

In particular, if we take A WD Rep.Q/ for some valued quiver Q, we get two ARt quivers
�.Q/ WD �.Rep.Q// and �.C 2Q/. We denote the corresponding iARt quivers by �Q
and �2Q.

Proposition 3.6. – The ARt quiver �.C 2Q/ can be obtained from �.Q/ as follows.

1. We add jQ0j vertices corresponding to OCi and also jQ0j vertices corresponding to Idi .

2. For each i
.a;b/
���! j in Q, we draw morphism arrows OCj

.a;b/
���! OCi , and f .Ii /

.b;a/
���! OCj .

We add translation arrows from OCi to f .Ii /.

3. We draw morphism arrows f .Si / �! Idi , and Idi �! ��1f .Si /.

Proof. – The vertices of�.Q/ are identified with vertices of�.C 2Q/ via minimal presen-
tations. By Corollary 2.9, we only need to add the vertices as in (1). Step (2) is due to (2.3)
and (2.30). Note that ��1f .Si / is equal to f .��1Si / if i is not a source, otherwise it is equal
to OCi . So Step (3) is due to (2.20) and (2.30). We do not need anything else because of (2.2)
and the easy fact that

L
.i;j /2Q1

cj;i O�j ! O�i is right minimal almost split.

Due to this proposition, we will freely identify �Q as a subquiver of �2Q.
From now on, we let Q be a valued quiver of Dynkin type. In this case, any indecompos-

able presentation f is uniquely determined by its weight vector. The quiver�Q was already
considered in [3, 26]. In [3] the authors associated an ice quiver to any reduced expression
of the longest element w0 in the Weyl group ofQ. The iARt quiver�Q only corresponds to
those reduced expressions adapted to Q.

Example 3.7. – The iARt quiver �2Q for Q of type An is the ice hive quiver �n
constructed in [13] up to some arrows between frozen vertices.

Example 3.8. – The iARt quiver �2Q for Q a D4-quiver:

��

��

��"" !!

oo

??

oo

""

oo

!!

��

GG

==

!! ""

oo

<<

��

!!

oo

==

��

""

oo

<<

��

FF

oo
<<

��

oo

==

oo

==FF

oo

FF

??

FF

ff

GG

oo

4;4

��
4;0

  

3;1
oo

!!

4;2

��

oo

??

0;4
oo

2;0

??

��

��

34;1

  

oo

>>

��

34;12

!!

oo

==

��

0;2

��

oo

??

3;0

>>

4;1
oo

==

3;2

��

oo

??

0;3
oo

1;0

��

GG

2;1
oo

  

GG

34;2
oo

FF

0;1
oo

GG

3;3

??

1;1

??

2;2

>>

  

    

oo

OO

  

oo oo
OO

  

OO

oo

OO

oo

OO

oo
OO

Readers can find a few other iARt quivers in Appendix 6.
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Remark 3.9. – One natural question is whether the iARt quivers �2Q and �2Q0 (or �Q
and �Q0 ) are mutation-equivalent if Q and Q0 are reflection-equivalent. The answer is
positive at least in trivially valued cases. We conjecture that this is also true in general. As
pointed in [3, Remark 2.14], for �Q with Q trivially valued, by the Tits lemma every two
reduced words can be obtained form each other by a sequence of elementary 2- and 3-moves
(see [46, Section 2.1]); by [46, Theorem 3.5] every such move either leaves the seed unchanged,
or replaces it by an adjacent seed. Finally, similar to the proof of Corollary 11.9, the result
can be extended from �Q to �2Q.

However, reflection-equivalent quivers cannot be replaced with mutation-equivalent Jaco-
bian algebras (see Section 4.1). The Jacobian algebra in Example 3.5 is obtained from the
above path algebra of D4 by mutating at the vertex 2. According to [33], the iARt quiver in
Example 3.8 is mutation-equivalent to a finite mutation type quiver E.1;1/6 , while the one in
Example 3.5 is mutation equivalent to a wild acyclic quiver, which is of infinite mutation type.

It follows from (2.1) and the fact that each Q is symmetrizable that

Lemma 3.10. – The B-matrix of �2Q is skew-symmetrizable.

It was constructed in [5, Theorem 8.3] a family of compatible pairs f.B.i/;ƒ.i//gi, i.e,B.i/
and ƒ.i/ satisfy that B.i/ƒ.i/ D .I; 0/. The family fB.i/gi contains the restricted B-matrix
of �Q. It follows that

Lemma 3.11. – The restricted B-matrices of �Q, and thus of �2Q, have full ranks.

By Lemma 3.4, the assignment f 7! .f�; fC/ is a weight configuration of�2Q. However, it
is not full (see Section 1.3). We want to extend it to a full one which is useful for the second
half of the paper. SinceQ is of finite representation type, each non-neutral f 2 ind.C 2Q/ is
translated from a unique indecomposable positive presentation, that is, f D � t .OCi / for
some i 2 Q0 and t 2 Z⩾0. Now for each f 2 ind.C 2Q/, we assign a triple-weight vector as
follows.

Definition 3.12. – If f is translated from OCi , then the triple weightef 2 Z3jQ0j of f is
given by .e.f /; f�; fC/ where e.f / WD ei the unit vector supported on i . If f D Idi ,
then we setef WD .0; ei ; ei /. We also define another weight vector f 2 ZjQ0j attached to f
by f WD ei C f� � fC.

Corollary 3.13. – The assignment � 2Q W f 7!ef (resp. �Q W f 7! f) defines a full weight
configuration for the iARt quiver �2Q (resp. �Q).

Proof. – Due to Lemma 3.4, it suffices to show that for each mutable f ,X
g↣f

cg;f e.g/ D
X
f↣h

cf;he.h/:

We call a vertex u regular if it is transitive and ��1v is defined for each v ! u, and �w is
defined for each u! w. It is clear from (2.1) that the equation holds at each regular vertex.
From the description of Proposition 3.6, we see that all transitive vertices are regular except
for f .Si / and ��1f .Si /. The problem is that these vertices may have (morphism) arrows to
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neutral frozen vertices, whose translation is not defined. But the first component of the triple
weights of Idi is a zero vector so the equality still holds at these vertices.

For the case of �Q, it is enough to observe that the weight vector f is zero on the
positive and neutral frozen vertices of �2Q, and �Q is obtained from �2Q by deleting these
vertices.

We shall consider the graded upper cluster algebra C .�2QI �
2
Q/ and the graded cluster algebra

C .�QI �Q/ later.

4. Cluster Character from Quivers with Potentials

4.1. Quivers with Potentials

The mutation of quivers with potentials is invented in [8] and [9] to model the cluster
algebras. In this and next section and Appendix 11, we switch back to the usual quiver
notation. A quiver � is a quadruple .�0; �1; h; t/, where the maps h and t map an arrow
a 2 �1 to its head and tail h.a/; t.a/ 2 �0. Following [8], we define a potential W on
an ice quiver � as a (possibly infinite) linear combination of oriented cycles in �. More
precisely, a potential is an element of the trace space Tr.ck�/ WD ck�=Œck�;ck��, where ck� is the
completion of the path algebra k� and Œck�;ck�� is the closure of the commutator subspace
of ck�. The pair .�;W / is an ice quiver with potential, or IQP for short. For each arrow
a 2 �1, the cyclic derivative @a on ck� is defined to be the linear extension of

@a.a1 � � � ad / D

dX
kD1

a�.ak/akC1 � � � ada1 � � � ak�1;

where a�.b/ D 1 if a D b and zero otherwise. For each potentialW , its Jacobian ideal @W is
the (closed two-sided) ideal in ck� generated by all @aW . The Jacobian algebra J.�;W / is
the quotient algebra ck�=@W . (2) If W is polynomial and the quotient of k� by the unclosed
ideal generated by all @aW is finite-dimensional, then the completion is unnecessary to define
J.�;W /. This is the case throughout this paper.

The key notion introduced in [8, 9] is the mutation of quivers with potentials and their
decorated representations. For an ice quiver with nondegenerate potential (see [8]), the
mutation in certain sense “lifts” the mutation in Definition 1.3. We have a short review in
Appendix 11.1.

Definition 4.1. – A decorated representation of a Jacobian algebra J WD J.�;W / is a
pair M D .M;MC/, where M 2 Rep.J /, and MC is a finite-dimensional k�0 -module.

Let Rep .J / be the set of decorated representations of J.�;W / up to isomorphism. Let
K2J be the homotopy category of C 2J . There is a bijection between two additive categories
Rep .J / andK2J mapping any representationM to its minimal presentation in Rep.J /, and
the simple representation SCu of k�0 toPu ! 0. Suppose that M corresponds to a projective
presentation P.ˇC/! P.ˇ�/.

(2) Unlike the definition in [6], we need to include @aW in the ideal @W even if a is an arrow between frozen vertices.
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Definition 4.2. – The g-vector g.M / of a decorated representation M is the reduced
weight vector ˇC � ˇ�.

Definition 4.3. – A potential W is called rigid on a quiver � if every potential on � is
cyclically equivalent to an element in the Jacobian ideal @W . Such a QP .�;W / is also called
rigid. A potential W is called �-rigid on an ice quiver � if its restriction to the mutable
part �� is rigid.

It is known [8, Proposition 8.1, Corollary 6.11] that every rigid QP is 2-acyclic, and the
rigidity is preserved under mutations. In particular, any rigid QP is nondegenerate.

Definition 4.4. – Two QPs .�;W / and .�0; W 0/ on the same vertex set �0 are called
right-equivalent if there is an isomorphism ' W k�! k�0 such that ' jk�0D Id and '.W / is
cyclically equivalent to W 0. Two IQPs .�;W / and .�0; W 0/ are called �-right-equivalent if
they are right-equivalent when restricted to their mutable parts.

Definition 4.5. – A representation is called �-supported if its supporting vertices are
all mutable. We denote by Rep

�
.J / the full subcategory of all �-supported decorated

representations of J .

Remark 4.6. – If .�;W / and .�0; W 0/ are �-right-equivalent, then Rep
�
.J / and

Rep
�
.J 0/ are equivalent. Indeed, we write W D W� C W˘ where W� is the restriction

of W to the mutable part of �. We find that any cyclic derivative @aW˘ is a sum of paths
passing some frozen vertices. Such a sum gives rise to a trivial relation on the �-supported
representations.

4.2. The Generic Cluster Character

Definition 4.7. – To any g 2 Z�0 we associate the reduced presentation space

PHomJ .g/ WD HomJ .P.Œg�C/; P.Œ�g�C//;

where Œg�C is the vector satisfying Œg�C.u/ D max.g.u/; 0/. We denote by Coker.g/ the
cokernel of a general presentation in PHomJ .g/.

The reader should be aware that Coker.g/ is just a notation rather than a specific represen-
tation. If we write M D Coker.g/, this simply means that we take a presentation general
enough (according to context) in PHomJ .g/, then let M to be its cokernel.

Definition 4.8. – A g-vector g is called �-supported if Coker.g/ is �-supported. Let
G.�;W / be the set of all �-supported g-vectors in Z�0 .

It turns out that for a large class of IQPs the set G.�;W / is given by lattice points in some
rational polyhedral cone. Such a class includes the IQPs introduced in [13, 14, 15], and the
ones to be introduced in Section 5.1.

Definition 4.9 ([42, 12]). – We define the generic character CW W G.�;W /! Z.x/ by

(4.1) CW .g/ D xg
X

e

�
�

Gre.Coker.g//
�
ye;

where Gre.M/ is the variety parametrizing e-dimensional quotient representations ofM , and
�.�/ denotes the topological Euler-characteristic.
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Theorem 4.10 ([13, Corollary 5.14], cf. [42, Theorem 1.1]). – Suppose that IQP .�;W /
is non-degenerate andB� has full rank. The generic characterCW mapsG.�;W / (bijectively)
to a set of linearly independent elements in C .�/ containing all cluster monomials.

Definition 4.11. – We say that an IQP .�;W /models an algebra C if the generic cluster
character mapsG.�;W / (bijectively) onto a basis of C . If C is the upper cluster algebra C .�/,
then we simply say that .�;W / is a cluster model.

Remark 4.12. – Suppose that .�;W / and .�0; W 0/ are �-right-equivalent. By
Remark 4.6, Rep

�
.J / and Rep

�
.J 0/ are equivalent via some isomorphism ' W k�� ! k.�0/�.

By abuse of notation we denote the equivalence also by '. Since ' j�0D Id, '.M/ and M
are isomorphic and have the same g-vector. We see from (4.1) that if .�;W / is a cluster
model, then so is .�0; W 0/.

5. iARt QPs

5.1. The iARt QP .�2Q; W
2
Q/

For the time being, let us assume Q is a trivially valued Dynkin quiver. A translation
triangle in an iARt quiver is an oriented cycle of the form

M

!!

�L

==

L:oo

For each iARt quiver �2Q, we define the potential W 2
Q as an alternating sum of all trans-

lation triangles. We make this more precise as follows. We can also label each non-neutral
f D ��t O�i by the pair .i; t/� D .i�.f /; t�.f //. The arrows of �2Q are thus classified into
three classes

Type A arrows .i; t/� ! .j; t C 1/�; f .Si /! Idi I

Type B arrows .i; t/� ! .j; t/�; Idi ! ��1f .Si /I

Type C arrows .i; t/� 99K .i; t � 1/�:

Let Pa (resp. Pb and Pc) denote the sum of all type A (B and C ) arrows. The potential W 2
Q is

defined as Pa Pc Pb � Pa Pb Pc. Thus the Jacobian ideal is generated by the elements

eu. Pa Pc � Pc Pa/ev; eu. Pc Pb � Pb Pc/ev;(5.1)

eu. Pb Pa � Pa Pb/ev:(5.2)

Let J WD J.�2Q; W
2
Q/ be the Jacobian algebra of .�2Q; W

2
Q/. For the rest of this section, we

denote a single arrow by the lowercase letter of its type with some superscript (eg. a and a0).
We observe that for each non-neutral vertex in�2Q there are exactly one incoming arrow and
one outgoing arrow of type C . Moreover, if non-neutral u and v are connected by an arrow
of type B or A, then the relations (11.11) say that

(5.1.1) euacev D euc
0a0ev or eucbev D eub0c0ev for some a; a0; b; b0; c; c0.
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In general, the relations (5.2) do not have a similar implication because there is a trivalent
vertex for Q of type D or E. We have that

(5.2.1) eubaev D
X
a0;b0

.eua
0b0ev or eub0a0ev).

If u and v are not trivalent, then the right sum has only one summand. If both u and v are
negative (resp. positive), then some translation arrows are undefined so the relations (5.1.1)
reduce to the following

(5.1.2) euacev D 0 (resp. eucaev D 0 or eucbev D 0).

Similarly if u (resp. v) is neutral, then

(5.1.3) eubcev D 0 (resp. eucaev D 0).

Lemma 5.1. – The IQP .�2Q; W
2
Q/ is rigid and J.�2Q; W

2
Q/ is finite-dimensional.

Proof. – To show that J.�2Q; W
2
Q/ is finite-dimensional, it suffices to observe that any

nonzero path from f to g in J can be uniquely identified as an element inLt�.f /
tD0 HomC2Q.�

tf; g/. Indeed, suppose that p is a path from f to g. By (5.2.1) and
(5.1.3), we can make p avoid any neutral vertex. By (5.1.1) we can move all arrows of type C
to the left. If we remove all arrows of type C , then the truncated path can be interpreted as
a morphism from � tf to g.

Due to relations (5.1.1) and (5.2.1), any cycle in the Jacobian algebra is equivalent to
a sum of composition of cycles eu.acb/eu0 with u and u0 mutable. It suffices to show that
each euacbeu0 is in fact zero in the Jacobian algebra. Applying the relation (5.1.1) twice (ifu is
not negative), we see that euacbeu0 is equivalent to ewa0c0b0eu where u and w are connected
by an arrow of type C . If u is mutable, then there is some negative vertex v connected to u
by arrows of type C . So euacbeu0 is equivalent to eva00c00b00, which is zero by (5.1.2).

We delete all translation arrows of �2Q, and obtain a subquiver denoted by ^2Q. Let R be
the direct sum of all presentations in ind.C 2Q/. It is well-known that the Auslander algebra
A2Q WD EndC2Q.R/ is equal to k^2Q modulo the mesh relations [2, VII.1]. The Auslander
algebraA2Q is the quotient of Jacobian algebra J by the ideal generated by translation arrows.

Let f W PC �! P� be a presentation in ind.C 2Q/. We denote by Pf (resp. If )
the indecomposable projective (resp. injective) representation of J corresponding to the
vertex f .

Lemma 5.2. – We have the following for the module Pf in J.�2Q; W
2
Q/

1. Pf .O
�
i / Š HomQ.Pi�.f /; Pi /;

2. Pf .O
C

i / Š HomQ.PC; Pi /;

3. Pf .Idi / Š HomQ.P�; Pi /.

Proof. – (1). Recall from the proof of Lemma 5.1 that

Pf .O
�
i / �

t�.f /M
tD0

HomC2Q.�
tf;O�i /:
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We know that HomC2.Q/.f;O
�
i / D 0 unless f is negative. This implies that Pf .O

�
i / �

HomQ.Pi�.f /; Pi /. Conversely, we identify an element in HomQ.Pi�.f /; Pi / by a path
consisting solely of arrows of type B. By adjoining t�.f / arrows of type C we get a path
from f to O�i , which is easily seen to be nonzero.

(2). We observe that any path from f to OCi containing a translation arrow must be
equivalent to zero due to the relations (11.11) and (5.1.2). SoPf .O

C

i / is the same asPf .O
C

i /

restricted to the Auslander algebra. The result follows from Lemma 2.10.(4).

(3). Similar to (2), any path from f to Idi containing a translation arrow must be equiv-
alent to zero. The result follows from Lemma 2.10.(2).

5.2. The Cone G�2
Q

We consider the following set of representations Tv

0! Tv ! Iv !
M
i!j

IO�
j

for v D O�i ;(5.3)

0! Tv ! Iv !
M
i!j

IOC
j

for v D OCi ;(5.4)

0! Tv ! Iv !
M
i!j

I Idj for v D Idi :(5.5)

The maps in (5.3) and (5.4) are canonical, that is, the map from IO˙
i

to IO˙
j

is given by the

morphism arrow O˙j ! O˙i . For the map from I Idi to I Idj , let us recall from Lemma 2.17.(3)
that Hom.I Idi ; I Idj / Š P Idj .Idi / Š HomQ.Pj ; Pi /. We take the map to be the irreducible
map in HomQ.Pj ; Pi /. It will follow from the proof of Theorem 5.3 that the rightmost maps
in (5.3)–(5.5) are all surjective.

For j 2 Q0, let j � D i�.OCj / 2 Q0. It is well-known that j 7! j � is a (possibly trivial)
involution. The involution does not depend on the orientation of Q. Its formula is listed in
[26, Section 2.3]. For any map between projective modules f W P.ˇ1/! P.ˇ2/, the i -th top
restriction of f is the induced map topP.ˇ1.i//! topP.ˇ2.i//.

Theorem 5.3. – We have the following description for the modules Tv.

1. The module TO�
i

is the indecomposable module supported on all vertices translated
from OCi� with dimension vector .1; 1; : : : ; 1/;

2. The defining linear map f ! g in TOC
i

is given by the i -th top restriction of 'C;

3. The defining linear map f ! g in TIdi is given by the i -th top restriction of '�,

where ' D .'C; '�/ is the irreducible morphism from f to g.

In particular, the dimension vector �v of Tv is given by

�v.f / D e.f /.i�/ for v D O�i ;

�v.f / D fC.i/ for v D OCi ;

�v.f / D f�.i/ for v D Idi :
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Proof. – By Lemma 5.2.(1), we can identify IO�
i
.f / with HomQ.Pi�.f /; Pi /

�. From the
definition of TO�

i
and the exact sequence

0!
M
i!j

HomQ.Pi�.f /; Pj /! HomQ.Pi�.f /; Pi /! HomQ.Pi�.f /; Si /! 0;

we conclude that TO�
i
.f / D HomQ.Pi�.f /; Si /

�.
By Lemma 5.2.(2), we can identify IOC

i

.f / with HomQ.PC; Pi /
�. From the definition

of TOC
i

and the exact sequence

0!
M
i!j

HomQ.PC; Pj /! HomQ.PC; Pi /! HomQ.PC; Si /! 0;

we conclude that TOC
i

.f / D HomQ.PC; Si /
�. The description of maps follows from the

naturality.
By Lemma 5.2.(3), we can identify I Idi .f / with HomQ.P�; Pi /

�. From the definition
of TIdi and the exact sequence

0!
M
i!j

HomQ.P�; Pj /! HomQ.P�; Pi /! HomQ.P�; Si /! 0;

we conclude that TIdi .f / D HomQ.P�; Si /
� and the description of maps follows from the

naturality.

Lemma 5.4. – Let M D Coker.g/, then HomJ .M; Tv/ D 0 for each frozen v if and only
if HomJ .M; Iv/ D 0 for each frozen v.

Proof. – Since each subrepresentation of Tv is also a subrepresentation of Iv, one direc-
tion is clear. Conversely, let us assume that HomJ .M; Tv/ D 0 for each frozen vertex v. We
prove that HomJ .M; Iv/ D 0 by induction.

We first notice that for v D O�i ;O
C

i ; Idi , Tv D Iv if i is a sink. In general, for an
injective presentation of T : 0 ! T ! I1 ! I0 with HomJ .M; I0/ D 0, we have that
HomJ .M; I1/ D 0 is equivalent to HomJ .M; T / D 0. Now we perform the induction from
a sink i in an appropriate order using (5.3)–(5.5). We can conclude that HomJ .M; Iv/ D 0

for all frozen v.

For the rest of this article, when we write g.�/, we view g as a linear functional via the
usual dot product.

Definition 5.5 ([18]). – The tropicalF -polynomial fT of a representation T is the func-
tion

g 7! max
S,!T

�g.dimS/:

We shall show that all these Tv are reachable (see 11.1 for the definition) in Appendix 11.3.

Theorem 5.6 ([18, Theorem 6.5]). – If T is reachable, then for any g 2 Z�0 we have that

fT .g/ D hom.Coker.g/; T /:

Definition 5.7. – A vertex v is called maximal in a representation M if dimM.v/ D 1

and all strict subrepresentations of M are not supported on v.
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We note that every Tv contains a maximal vertex w, which is another frozen vertex. For
example, w D OCi� (resp. Idi and O�i ) for v D O�i (resp. OCi and Idi ).

Definition 5.8. – We define a cone G�2
Q
� R.�

2
Q
/0 by g.dimS/ � 0 for all strict

subrepresentations S � Tv and all frozen v.

Theorem 5.9. – The set of lattice points G�2
Q
\ Z.�

2
Q
/0 is exactly G.�2Q; W

2
Q/.

Proof. – Due to Lemma 5.6 and 5.4, it suffices to show that G�2
Q

is defined by g.dimS/ � 0

for all subrepresentations S of Tv and all v frozen. We notice that these conditions are the
union of the defining conditions of G�2

Q
and g.dimTv/ � 0. But the latter conditions are

redundant because dimTv D ew C .dimTv � ew/ and dimTv � ew is the dimension vector of
a strict subrepresentation of Tv, where w is the maximal (frozen) vertex of Tv.

Example 5.10 (Example 3.8 continued). – In this case, it is almost trivial to list all strict
subrepresentations for all Tv. Readers can easily find that there are 3 subrepresentations
for all O�i , and 7; 6; 1; 1 subrepresentations for OC1 ;O

C
2 ;O

C
3 ;O

C
4 respectively, and 1; 2; 7; 7

subrepresentations for Id1; Id2; Id3; Id4 respectively. All these subrepresentations are needed
to define G�2

Q
, so there are 44 inequalities. Readers can find an extended version of this

example in [16]. This example can be easily generalized to Q of type Dn with a similar
orientation.

Remark 5.11 (The Valued Cases). – To deal with the general valued quiverQ, we could
have worked with species analogue of QP, but this require some lengthy preparation. To
avoid this we can define the analogous Jacobian algebra by the Ext-completion algebraQ
i�0 Ext2A.A

�; A/˝Ai for the Auslander algebra A WD A2Q.

We can even define G�2
Q

without introducing the Jacobian algebra. Without the Jacobian

algebra we are unable to define the module Tv by injective presentations, but it still makes
perfect sense to define Tv via Theorem 5.3. Once Tv’s are defined, we define the cones G�2

Q

by Definition 5.8. The same remark also applies for the cone G�Q to be defined below.

In general, some of the defining conditions of G�2
Q

may be redundant as shown in the

following example.

Example 5.12. – The most complicated Tv for Q of type G2 (see Example 1.2 and

Appendix 6) is TId1 . Its dimension vector is

1

��
1

��

2

��

oo
1

OO

��

oo
0

oo

0

OO

��

3

OO

oo
3

OO

oo
0

OO

oo

0

OO

, and its strict subrepresenta-
tions have 13 distinct dimension vectors. However, we only need 5 of them to define G�2

Q
.

Readers can find a full list of inequalities in [16]. In fact, we can download the fullH -matrices
of all exceptional types from the author’s web page [17].
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Now we come back to the iARt quiver�Q. We define a potentialWQ on�Q by the same
formula defining W 2

Q. The iARt QP .�Q; WQ/ is nothing but the restriction of .�2Q; W
2
Q/

to the subquiver �Q. For each O�i , we define the representation TO�
i

of J.�Q; WQ/ by
the same injective presentation (5.3). Similar to Theorem 5.3.(1), the module TO�

i
is the

indecomposable module supported on all vertices translated from OCi� with dimension
vector .1; 1; : : : ; 1/.

We define a cone G�Q � R.�Q/0 by g.dimS/ � 0 for all subrepresentations S � TO�
i

and all i . Note that we ask all subrepresentations not just strict ones. We observe that the
defining conditions of G�Q and those of G�2

Q
are related as follows. We group the defining

conditions of G�2
Q

into three sets

gHu � 0; gHl � 0; gHr � 0:

They arise from the subrepresentations of Tv for v negative, neutral and positive respectively.
Then the defining conditions of G�Q are exactly gHu � 0.

Similar to Theorem 5.9, we have the following proposition.

Proposition 5.13. – The set of lattice points G�Q \ Z.�Q/0 is exactly G.�Q; WQ/.

Definition 5.14. – Given a weight configuration � of a quiver� and a convex polyhe-
dral cone G � R�0 , we define the (not necessarily bounded) convex polytope G.�/ as G cut
out by the hyperplane sections g� D � .

Our conjectural model for the tensor multiplicity is that the multiplicity c��;� is counted
by G�2

Q
.�; �; �/ for the weight configuration � 2Q. We will prove this model forG of type ADE

in Part II.

6. A List of some iARt Quivers

ForQ of typeB;C andD, we only draw the iARt quiver�2Q forB3; C3 andD5 (D4 is our
running example). The reader should have no difficulty to draw the general ones. The cases
ofE7 andE8 can be found in [16]. We label the vertices ofQ in the same way as the software
LiE [39] so that you can check things .
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PART II

ISOMORPHISM TO kŒConf2;1�

7. Cluster Structure of Maximal Unipotent Groups

7.1. Basic Notation for a Simple Lie Group

Let k be an algebraically closed field of characteristic zero. From now on, G will always
be a simply connected linear algebraic group over k with Lie algebra g. We assume that the
Dynkin diagram of g is the underlying valued graph ofQ. The Lie algebra g has the Cartan
decomposition g D n�˚h˚n. Let ei ; ˛_i , and fi (i 2 Q0) be the Chevalley generators of g.
The simple coroots ˛_i of g form a basis of a Cartan subalgebra h. The simple roots ˛i .i 2 Q0/
form a basis in the dual space h� such that Œh; ei � D ˛i .h/ei , and Œh; fi � D �˛i .h/fi for
any h 2 h and i 2 Q0. The structure of g is uniquely determined by the Cartan matrix
C.G/ D .c0i;j / given by c0i;j D j̨ .˛

_
i /. We have that c0i;i D 2 and c0i;j D �cj;i so we have

that C.G/ D El .Q/CEr .Q/T .

Let U�, H and U WD UC be closed subgroups of G with Lie algebras n�, h and n.
Thus H is a maximal torus, and U� and U are two opposite maximal unipotent subgroups
of G. Let U˙i .i 2 Q0/ be the simple root subgroup of U˙. By abuse of notation, we let
˛_i W Gm ! H be the simple coroot corresponding to the root ˛i W H ! Gm. For all i 2 Q0,
there are isomorphisms xi W Ga ! UCi and yi W Ga ! U�i such that the maps 

1 a

0 1

!
7! xi .a/;

 
1 0

b 1

!
7! yi .b/;

 
t 0

0 t�1

!
7! ˛_i .t/
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provide homomorphisms �i W SL2 ! G: We denote by g 7! gT the transpose anti-
automorphism of G defined by

xi .a/
T
D yi .a/; yi .b/

T
D xi .b/; h

T
D h; .i 2 Q0; h 2 H/:

Let si .i 2 Q0/ be the simple reflections generating the Weyl group of G. Set

si WD xi .�1/yi .1/xi .�1/:

The elements si satisfy the braid relations. So we can associate to eachw 2 W its representa-
tivew in such a way that for any reduced decompositionw D si1 � � � si` one hasw D si1 � � � si` .
Denote byw0 the longest element of the Weyl group. In general sG WD w02 is not the identity
but an order two central element inG. It is well-known thatw0.˛i / D �˛i� , where i 7! i� is
the same involution in Section 5.1.

The weight lattice P.G/ of G consists of all 
 2 h� such that 
.˛_i / 2 Z for all i . Thus
P.G/ has a Z-basis f$igi2Q0 of fundamental weights given by $j .˛_i / D ıi;j . We can thus
identify a weight by an integral vector � 2 ZQ0 . We write $.�/ for

P
i �.i/$i . In this

notation,$i D $.ei /. We stress that throughout the paper, this identification is widely used.
A weight � 2 ZQ0 is dominant if it is non-negative.

7.2. The Base Affine Space

The natural G �G-action on G:

.g1; g2/ � g D g1gg
�1
2 ;

induces the left and right translation of G on kŒG�:

.g1; g2/'.g/ D '.g
�1
1 gg2/ for ' 2 kŒG�:

The algebraic Peter-Weyl theorem [31, Theorem 4.2.7] says that as a G � G-module kŒG�
decomposes as

kŒG� D
M
�2ZQ0⩾0

L.�/_ ˝ L.�/;

where L.�/ is the irreducible G-module of highest-weight $.�/, and L.�/_ is its dual.
Quotienting out the left translation of U�, we get a G-module decomposition of the ring
of regular functions on the base affine space A WD U�nG:

kŒA � D f' 2 kŒG� j '.u�g/ D '.g/ for u� 2 U�; g 2 Gg D
M
�2ZQ0⩾0

L.�/:

Each G-module L.�/ can be realized as the subspace of kŒA �:

(7.1) L.�/ Š
n
' 2 kŒA � j '.hg/ D h$.�/'.g/ for h 2 H; g 2 G

o
:

Similarly for the dual base affine space A_
WD G=U , we have that

kŒA_
� D f' 2 kŒG� j '.gu/ D '.g/ for u 2 U; g 2 Gg D

M
�2ZQ0⩾0

L.�/_;

L.�/_ Š
n
' 2 kŒA_

� j '.gh/ D h$.�/'.g/ for h 2 H; g 2 G
o
:(7.2)
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Keep in mind that the G-actions on kŒU�nG� and kŒG=U � are via the right and left transla-
tions respectively.

We fix an additive character U� ! Ga, then a coset U�g (resp. gU ) determines a point
in A (resp. A_). We refer readers to [29, 1.1.1] for the detail.

For each fundamental representation L.ei / and its dual L.ei /_, we choose a U�-fixed
vector ui and a U -fixed vector u_i , normalized by hu_i j ui i D 1. Following [22] we define for
each fundamental weight $i and each pair w;w0 2 W the generalized minor m$iw;w0 2 kŒG�

(7.3) g 7! hwu_i j gw
0ui i:

More concretely, the Bruhat decomposition G D
`
w2W U�HwU implies that any g 2 G

can be written as g D u�hwu. Suppose that g lies in the open set G0 WD U�HU , then the
regular function m$i WD m

$i
e;e restricted to G0 is given by m$i .g/ D h$i (For the type Ar ,

this is a principal minor of the matrix g). Then the definition of m$i can be extended to
whole G as in [22, Proposition 2.4].

Proposition 7.1. – For g D u�hwu 2 G, we have that

m$i .g/ D h$i if w.$i / D $i and m$i .g/ D 0 otherwise.

The function m$iw;w0 is then given by

(7.4) m
$i
w;w0.g/ D m

$i .w�1gw0/:

It follows from (7.4) or (7.3) that

Lemma 7.2. – The weight for the H �H -action on m$
i

w;w0 is .w.$i /;�w
0.$i //, i.e.,

m
$i
w;w0.h1gh

�1
2 / D h

w.$i /
1 h

�w0.$i /
2 m

$i
w;w0.g/:

7.3. Cluster Structure on kŒU �

Now we are ready to recall the cluster algebra structure of kŒU �. For this, we associate
to each non-neutral indecomposable presentation f , a generalized minor mf as follows.
Suppose that e.f / D ei , i.e., f is translated from OCi , and moreover w.$i / D $.f/, then
we put mf WD m

$i
e;w . Note that if f is positive, then f D m

$i
e;e is a principal minor. We

take the iARt quiver �Q, and let MQ WD fmf gf 2.�Q/0 . It is known [3, 26] that kŒU � is the
upper cluster algebra with this standard seed .�Q; MQ/. Here we again identify �Q as the
subquiver of�2Q. Moreover, the cluster algebra is equal to its upper cluster algebra whenQ is
simply-laced [27].

Recall the weight configuration �Q in Definition 3.12. For each vertex f 2 .�Q/0,
we set �Q.f / D e.f / � f. By Lemma 7.2 the degree of mf for the conjugation action
of H is exactly $.�Q.f //. Let �Q be the matrix with rows also indexed by .�Q/0 such
that �Q.f / is the positive root of G corresponding to f , i.e., �Q.f / D

P
i dim.M.i//˛.i/

where M D Coker.f /. Note that by the generalized Gabriel’s theorem [10], �Q contains
exactly all positive roots of G. The Kostant’s partition function pQ.
/ by definition counts
the lattice points in the polytope

K.
/ WD fh � 0 j h�Q D 
g:
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Now we consider a labeling dual to the one in Section 5.1. Let .i; t/ D .i.f /; t.f // be the
number such that f D � t .OCi /. Note that i.f /� D i�.f / and t .f /C t�.f / D t

�
O�i�.f /

�
D

t�
�

OC
i.f /

�
.

Lemma 7.3. – We have $
�
�Q.f /

�
D
Pt.f /�1
tD0 �Q.�

�tf /.

Proof. – Let M D Coker.f /. The equality is equivalent to

e.f / � f D

� t.f /�1X
tD0

dim.��tM/

�
C.G/:

Recall that the Cartan matrix C.G/ is equal to El .Q/ C Er .Q/
T . It follows from (1.1)

that matrix El .Q/ transforms �dimM to the reduced weight vector of f .M/, and Er .Q/T

transforms dimM to the reduced weight vector f_.M/ of the minimal injective presentation
of M , or equivalently, f_.M/ D �f.��1M/. So the righthand side is equal to

t.f /�1X
tD0

�f.��tM/ � f_.��tM/:

After some cancelations, only two terms survive. They are e.f / and �f D �f.M/.

For the weight configuration $.�Q/ WD f$.�Q.f //gf 2.�Q/0 and the polyhedral cone
G�Q , we consider the polytope G�Q.
/ as in Definition 5.14.

Lemma 7.4. – The function jG�Q.�/ \ Z.�Q/0 j is the partition function pQ.�/.

Proof. – Recall that G�Q.
/ is defined by
Pt�.f /
tD0 g.� tf / � 0 for f 2 .�Q/0 and

g$.�Q/ D 
 . We introduce new variables h.f / for each f satisfying that h.f / DPt�.f /
tD0 g.� tf /. Then

h�Q D
X
f

t�.f /X
tD0

g.� tf /�Q.f / D
X
f

t.f /�1X
tD0

g.f /�Q.�
�tf / D g$.�Q/:

The second equality is established through an easy bijection and the last one is due to
Lemma 7.3. So the defining condition for G�Q.
/ is equivalent to that for the polytope K.
/.
Finally, we observe that the transformation from g to h is totally unimodular. In particular,
the transformation and its inverse preserve lattice points.

Theorem 7.5. – The coordinate ring of U is equal to the graded cluster algebra
C
�
�Q; MQI$.�Q/

�
. Moreover, if Q is trivially valued, then .�Q; WQ/ is a cluster model

(Definition 4.11).

Proof. – We only need to prove the second statement. Recall that the universal enveloping
algebra U.n/ has a standard grading by deg.ei / D ˛i . It is a classical fact [36] that the
partition function pQ.
/ counts the dimension of the homogeneous component U.n/
 . The
algebra kŒU � is graded dual to U.n/ with (see [47])

kŒU �
 D
˚
' 2 kŒU � j '.huh�1/ D h
'.u/ for h 2 H; u 2 U

	
:

We have seen that the degree of MQ.f / D mf is $.�Q.f //. So the second statement
follows from Theorem 4.10, Lemma 7.4, and the fact that C .�Q/ D C .�Q/.
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There are another two seeds of this cluster structure of kŒU �. One is called left stan-
dard, and the other is called right standard. Both are obtained from the standard seed by a
sequence of mutations. The sequences of mutations �l and �r will be defined and studied
in Appendix 11. Let�e�#

Q;
eW #
Q ; M #

QI �
#
Q

�
D �#.�Q; WQ; MQI �Q/ for # D l; r .

For what follows in this section, # always represents l and r . Let �lQ (resp. �rQ) be the
ice quiver obtained from �2Q by deleting the negative and positive (resp. negative and
neutral) frozen vertices. By Corollary 11.11, e�#

Q and �#
Q are equal up to arrows between

frozen vertices. Since the QP .�Q; WQ/ is rigid, so is .e�#
Q;
eW #
Q/. Let W #

Q be the poten-
tial W 2

Q restricted to �#
Q. By [8, Proposition 8.9] .�#

Q; W
#
Q/ is also rigid. In particular,

both .e�#
Q;
eW #
Q/ and .�#

Q; W
#
Q/ are �-rigid. By the equivalent definition of rigidity ([8,

Definition 6.10, Remark 6.8]), .e�#
Q;
eW #
Q/ is �-right-equivalent to .�#

Q; W
#
Q/.

[13, Proposition 5.15] implies that being a cluster model is mutation-invariant. It follows
that .e�#

Q;
eW #
Q/ is also a cluster model. In view of Remark 4.12, we can replace .e�#

Q;
eW #
Q/

by .�#
Q; W

#
Q/.

Proposition 7.6. – .�lQ; M l
QI �

l
Q/ and .�rQ; M r

QI �
r
Q/ are another two graded seeds

for the cluster algebra kŒU �. Moreover, if Q is trivially valued, both .�lQ; W
l
Q/ and .�rQ; W

r
Q/

are cluster models.

Remark 7.7. – Later we will also need a concrete description of G.�lQ; W
l
Q/ and

G.�rQ; W
r
Q/. Both are given by lattice points in rational polyhedral cones. Recall the three

sets of defining conditions of the polyhedral cone G�2
Q

gHu � 0; gHl � 0; gHr � 0:

We define the polyhedral cones G�l
Q
� R.�

l
Q
/0 and G�r

Q
� R.�

l
Q
/0 by the relations

gHl � 0 and gHr � 0 respectively. Almost the same proof as Theorem 5.9 can show that
G.�lQ; W

l
Q/ D G�l

Q
\ Z.�

l
Q
/0 and G.�rQ; W

r
Q/ D G�r

Q
\ Z.�

r
Q
/0 .

8. Maps Relating Unipotent Groups

8.1. Standard Maps

Recall the base affine space A and its dual A_ defined in Section 7.2. Let Confn;1 WD
.A n

� A_
/=G be the categorical quotient in the category of varieties (3).

Lemma 8.1. – The ring of regular functions on Confn;1 is a unique factorization domain.

Proof. – It is well-known [34] that kŒG� is a UFD. Since the groups U and G have no
multiplicative characters, by [43, Theorem 3.17] kŒConfn;1� is also a UFD.

(3) For our purpose, it is enough to work with the categorical quotient, which has the same ring of regular functions
on the corresponding quotient stack.
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By the Bruhat decomposition, any pair .A1; A_0 / 2 Conf1;1 has a representative
.U�hw;U / for some h 2 H;w 2 W . A pair .A1; A_0 / 2 Conf1;1 is called generic if
the w 2 W can be chosen as the identity. Let Confın;1 be the open subset of Confn;1
where each pair .Ai ; A_0 / is generic (but we do not impose any condition among Ai ’s). By
definition, we have an isomorphism H Š Confı1;1. Let � W H ,! Conf1;1 be the open
embedding h 7! .U�h; U /. For each i 2 Q0 we define the regular function e$i on Conf1;1
by e$i .U

�g1; g0U/ D m$i .g1g0/. It is clear that the definition does not depend on the
representatives. It follows from Proposition 7.1 that

Lemma 8.2. – kŒH� is exactly the localization of kŒConf1;1� at all e$i .

From now on, we will focus on the space Conf2;1. Its ring of regular functions has a triple-
weight decomposition

kŒConf2;1� D
M

�;�;�2Z
Q0
⩾0

�
L.�/˝ L.�/˝ L.�/_

�G
:

We write very often C ��;� for the graded component kŒConf2;1��;�;�. It is clear that
c��� D dimC ��;� .

We recall several rational maps defined in [19, 29]. Let i W H �H � U ,! Conf2;1 be the
open embedding

.h1; h2; u/ 7! .U�h1; U
�h2u;U /:

It is an embedding because the stabilizer of the generic pair .U�h; U / is 1G . It is clear that
the image of i is exactly Confı2;1. By restriction we get an embedding i� W kŒConf2;1� ,!
kŒH � H � U �. We will view two H ’s and U as subgroups of H � H � U in the natural
way, and write i1; i2 and iu for the restriction of i on first H , second H and U respectively.
A function s in C ��;� is uniquely determined by its restriction i�u .s/ on U because

(8.1) s.h1; h2; u/ D h
$.�/
1 h

$.�/
2 s.u/ for .h1; h2; u/ 2 H �H � U:

So i� embeds C ��;� into kŒU � (in fact into kŒU �$.�C���/ by easy calculation). We note that
each C ��;� is not disjoint under this embedding.

We recall a classical interpretation of the multiplicity c��� . Let L.�/
 be the weight-

subspace of the irreducible G-module L.�/. We denote

L.�/�
 WD
n
' 2 L.�/
 j e

�.i/C1
i .'/ D 0 for i 2 Q0

o
:

Lemma 8.3 ([41]). – We have that c��� D dimL.�/�
$.���/

.

Lemma 8.4. – For any f 2 ind.C 2Q/, the generalized minor mf spans the space
L .e.f //f�

$.f/
� kŒA �. In particular, cfC

e.f /;f�
D 1.

Proof. – Recall that the Chevalley generator ei acts on kŒG� by

ei'.g/ D
d

dt

ˇ̌̌
tD0
'.gxi .t//:
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For any ' 2 kŒG�, the coefficient of each tn in '.xi .t// is equal to eni '.1G/=nŠ. If ' is
bihomogeneous of degree .
; 
 0/, then '.1G/ can be nonzero only if 
 D 
 0. It follows
that '.xi .t// contains only tn with n˛i D 
 � 
 0. So for .
; 
 0/ D .$.e.f //;$.f//

e
f�.i/C1
i ' D 0 if and only if .f�.i/C 1/ci ¤ e.f / � f;

where ci is the i -th column of the Cartan matrix C.G/. Since e.f /.i/ � 1 and ci .i/ D 2, we
can never have .e.f /C f�� fC/.i/ D .f�.i/C 1/ci .i/. Hence we proved that ef�.i/C1

i mf D 0

for i 2 Q0 so that mf 2 L .e.f //
f�
$.f/

.

Suppose that mf D m
$j
e;w . The generalized minor mf spans the space because

dimL.ej /w.$j / D dimL.ej /$j D 1:

We recall that each mOC
i

is a principal minor, which evaluates to 1 on U ; and now we
set mIdi D 1.

Lemma-Definition 8.5. – For any f 2 ind.C 2Q/, there is a unique function
sf 2 kŒConf2;1�e.f /;f�;fC such that

i�u .sf / D mf :

Moreover, s 2 C ��;� satisfies i�u .s/ D 1 if and only if s D s
�
Cs

�
0 , where s�C WD

Q
i s
�.i/

OC
i

and

s�0 WD
Q
i s
�.i/
Idi

.

Proof. – The first statement follows from Lemma 8.4. For the last statement, it suffices to
prove the “only if” part. If i�u .s/ D 1, then�C� D � because i�u .s/ has degree$.�C���/.
It is clear that c�C��;� D 1 (consider tensoring the highest weight vectors of L.�/ and L.�/),
but s�Cs

�
0 also has degree .�; �; �C �/, so s D s�Cs

�
0 .

Remark 8.6. – ForQ of type A, the analogous map i� was also considered in a quiver-
invariant theory setting (see [13, Example 3.10, 3.12]). In that setting, the map comes from a
semi-orthogonal decomposition of the module category of a triple flag quiver.

Corollary 8.7. – For each f 2 ind.C 2Q/, sf is irreducible in kŒConf2;1�.

Proof. – It is clear that the zero-degree component of kŒConf2;1� is k. If f is positive or
neutral, then the degree of f is obviously indecomposable. The same argument as in [13,
Lemma 1.8] shows that sf is irreducible.

We remain to consider the case where f is the minimal presentation of a general repre-
sentation. It is known that all generalized minors mf are irreducible in kŒU �. Suppose that
sf factors as sf D s1s2, then i�u .sf / D i�u .s1/i

�
u .s2/ D mf . So one of them, say i�u .s1/, has

to be a unit. According to Lemma 8.5, s1 is a polynomial in sOC
i

’s and sIdi ’s. So there is a

homogenous component s02 of s2 and some � and � such that s02s
�
Cs

�
0 has the same degree

as sf , i.e., s02s
�
Cs

�
0 2 C

fC
e.f /;f�

. Since f is a minimal presentation of a general representation,
we must have � D 0. If � is nonzero, then we must have � D e.f /. Then the weight of s02 is
.0; f�; fC�e.f //, and f� has to be equal to fC�e.f /. But i�u embedsC fC

e.f /;f�
into kŒU �e.f /�f .

Since f is not positive or neutral, e.f / ¤ f, which is a contradiction.
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Let p be a rational inverse of i , which is regular on Confı2;1 D i.H �H �U/. Let p1; p2
and pu be the composition of p with the natural projection to first H , second H , and U
respectively.

Corollary 8.8. – On the open subset Confı2;1 � Conf2;1

p�u.mf / D sf

�
s
e.f /
C s

f�
0

��1
;

p�1 .$i / D sOC
i

; p�2 .$i / D sIdi ;

for any indecomposable presentation f .

Proof. – They follow from straightforward calculation

.p�umf / .i.h1; h2; u// D mf .pui.h1; h2; u// D mf .u/I

sf .i.h1; h2; u// D h
$.e.f //
1 h

$.f�/
2 mf .u/; .s

e.f /
C s

f�
0 /.i.h1; h2; u// D h

$.e.f //
1 h

$.f�/
2 :

The statement for p�1 ; p
�
2 is rather obvious. For example,

sOC
i

.i.h1; h2; u// D h
$i
1 h02i

�
u .sOC

i

/.u/ D h
$i
1 D p

�
1 .$i / .i.h1; h2; u// :

Corollary 8.9. – The localization of kŒConf2;1� at all sf ’s for f positive and neutral is
exactly kŒH �H � U �.

Proof. – Let ep1 and ep2 be the natural projections Conf2;1 ! Conf1;1 given by
.A1; A2; A

_
0 / 7! .A1; A

_
0 / and .A1; A2; A

_
0 / 7! .A2; A

_
0 /. Then Confı2;1 is the inter-

section ep�11 .Confı1;1/ \ ep�12 .Confı1;1/. It suffices to show that ep�1 .e$i / D sOC
i

andep�2 .e$i / D sIdi . The map �pi agrees with epi on a dense subset of Conf2;1 for i D 1; 2.
So ep�1 .e$i / D p

�
1 �
�.e$i / D p

�
1 .$i / D sOC

i

and ep�2 .e$i / D p
�
2 �
�.e$i / D p

�
2 .$i / D sIdi .

Corollary 8.10. – The set of functions S 2
Q WD fsf gf 2ind.C2Q/ is algebraically indepen-

dent over the base field k.

Proof. – Since the map p W Conf2;1 ! H � H � U is birational, the pullbacks of (two
copies of) $i 2 H and mf 2 U are algebraically independent. We have seen that up to
a factor of some monomial in sOC

i

; sIdi 2 S 2
Q, they are exactly the functions in S 2

Q. Our

claim follows.

Suppose that f as above is mutable. Letm0
f

be a function in kŒU � in the exchange relation

(8.2) mfm
0
f D

Y
g↣f

m
cg;f
g C

Y
f↣h

m
cf;h
h

:

Let .�0; �0; �0/ D
P
f↣h cf;h.e.h/; h�; hC/ � .e.f /; f�; fC/.

Lemma 8.11. – The function s0
f
WD p�u.m

0
f
/s
�0

C s
�0

0 is regular on Conf2;1 satisfying
i�u .s

0
f
/ D m0

f
and the exchange relation

sf s
0
f D

Y
g↣f

s
cg;f
g C

Y
f↣h

s
cf;h
h

:

Moreover, s0
f

and sf are relatively prime in kŒConf2;1�.
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Proof. – Since i is a regular section of p, we have that i�u .s
0
f
/ D m0

f
and s0

f
is regular

on Confı2;1 D i.H � H � U/. We pull back (8.2) through pu, and multiply s�
0

C s
�0

0 on both
sides. Then we get from Corollary 8.8 that

(8.3) sf

�
p�u.m

0
f /s

�0

C s
�0

0

�
D

Y
g↣f

s
cg;f
g C

Y
f↣h

s
cf;h
h

:

We remain to show that s0
f

is in fact regular on whole Conf2;1. By (8.3), the locus of indeter-
minacy of s0

f
is contained in the zero locus Z.sf / of sf . Since sf jU D mf , the intersection

of Z.sf / and Confı2;1 is nonempty. In other words, Z.sf / is not contained in the comple-
ment of Confı2;1. Since Z.sf / is irreducible (Corollary 8.7), we conclude that s0

f
is regular

outside a codimension 2 subvariety of Conf2;1. Since Conf2;1 is factorial (Lemma 8.1) and
thus normal, by the algebraic Hartogs s0

f
is a regular function on Conf2;1.

For the last statement, we suppose the contrary. Since sf is irreducible, sf is then a
factor of s0

f
. But this is clearly impossible by comparing the first component of their triple-

weight.

8.2. Twisted Maps

Let _ (written exponentially) be the morphism

U�nG ! G=U given by .U�g/_ 7! !0
�1g�1!0U:

Let Ql be the twisted cyclic shift on A � A � A_:

.A1; A2; A
_
3 / 7! .A2; A3w0; .A1w0/

_/:

Suppose that .A1; A2; A_3 / D .U
�g1; U

�g2; g3U/, then

Ql.g.A1; A2; A
_
3 // D

Ql.U�g1g
�1; U�g2g

�1; gg3U/(8.4)

D .U�g2g
�1; U�w0.gg3/

�1; sG.g1g
�1/�1w0U/

D g.U�g2; U
�w0g

�1
3 ; g�11 w0

�1U/:

By the universal property of categorical quotients, Ql descends to an endomorphism l

on Conf2;1, which is an automorphism on the generic part of Conf2;1.

We have that

Ql2.A1; A2; A
_
3 / D .A3w0; sGA1; .A2w0/

_/;

and Ql3 D .sGA1; sGA2; sGA_3 / D .A1; A2; A
_
3 / is the identity. We define il WD liu W U ,! Conf2;1,

that is

u 7! .U�u;U�w0; w0
�1U/:
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We write r for l2. Similarly we denote ir WD riu W U ,! Conf2;1.

Conf2;1

l

��

U

iu

OO

il
zz

ir
%%

Conf2;1
l

// Conf2;1 :

l

\\

It turns out that the twisted cyclic shift is also related to the sequence �l of mutations
considered in Section 7.3. We will see in Theorem 11.14 that l�.sf / D �l .sf / for f mutable.
Note that l� permutes frozen variables

sO�
i
7! sOC

i

; sOC
i

7! sIdi� ; sIdi 7! sO�
i�
:

Lemma 8.12. – We have the following:

i�l .sf / D �l .mf /; i�r .sf / D �r .mf / for f mutableI

i�l .sIdi / D mO�
i�
; i�l .sO�i / D i

�
l .sOC

i

/ D 1I

i�r .sOC
i

/ D mO�
i
; i�r .sO�i / D i

�
r .sIdi / D 1:

Proof. – First consider the case where f is mutable, then l� is given by a sequence of
mutations �l . The pullback i�u clearly commutes with any sequence of mutations, so by
Lemma 8.5

i�l .sf / D i
�
u l
�.sf / D i

�
u .�l .sf // D �l .i

�
u .sf // D �l .mf /:

For f frozen, by Lemma 8.5 we have that

i�l .sIdi / D i
�
u .sO�i�

/ D mO�
i�
; i�l .sO�i / D i

�
u .sOC

i

/ D 1; i�l .sOC
i

/ D i�u .sIdi� / D 1:

The argument for i�r is similar.

We set �uQ WD �Q and M u
Q WD MQ. We define three linear natural projections

i�# W R
.�2
Q
/0 ! R.�

#
Q
/0 for # 2 fu; l; rg, where i�u (resp. i�

l
I i�r ) forgets the coordinates corre-

sponding to the neutral and positive (resp. positive and negative; negative and neutral)
frozen vertices.

Recall the definition of the g-vector with respect to a pair .�; x/ as in Section 1.3. Let
L .S 2

Q/ be the Laurent polynomial ring in S 2
Q. Note that L .S 2

Q/ has a basis parameterized

by all possible g-vectors (with respect to .�2Q; S 2
Q/), which can be identified with Z.�

2
Q
/0 .

Lemma 8.13. – If s 2 L .S 2
Q/ � k.Conf2;1/ has a well-defined g-vector g with respect

to .�2Q; S 2
Q/, then so is the g-vector of i�#.s/with respect to .�#

Q; M #
Q/, which is equal to i�#.g/

for # 2 fu; l; rg.
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Proof. – We will only prove the statement for il because the argument for the other two
is similar. Suppose that s D xgF.y/ where x.f / D sf and y is as in Section 1.3. We have
seen in Lemma 8.12 that i�

l
.sf / D �l .mf / D M l

Q.f / if f is not negative or positive. If

f is negative or positive, then i�
l
.sf / D 1 so i�

l
.xg/ D .xl /i

�
l
.g/ where xl .f / D �l .mf /.

Recall that the quiver �lQ is obtained from �2Q by deleting the negative and positive frozen

vertices. According to this description, we have that i�
l
.y.f // D i�

l
.x�bf / D x

�bl
f

l
D

yl .f /, where bf (resp. bl
f

) is the row of B�2
Q

(resp. B�l
Q

) corresponding to f . Hence, we

get i�
l
.s/ D .xl /i

�
l
.g/F.yl /.

Lemma 8.14. – The polytope G�2
Q
.�; �; �/ has lattice points no less than c��� .

Proof. – By Corollary 8.9, we have that kŒConf2;1� � L .S 2
Q/. Since iu; il ; ir are all

regular, we trivially have that

(8.5) kŒConf2;1� �
n
s 2 L .S 2

Q/ j i
�
#.s/ 2 kŒU � for # D u; l; r

o
:

If s 2 L .S 2
Q/ has a well-defined g-vector, then by the previous lemma the g-vector of i�#.s/ is

equal to i�#.g/. So if i�#.s/ 2 kŒU �, then i�#.g/ 2 G�#
Q

by Lemma 1.9, Proposition 5.13, 7.6 and
Remark 7.7.

Due to (8.5), it suffices to show that the lattice points in G�2
Q
.�; �; �/ can be identified with

points g 2 Z.�
2
Q
/0 of weight .�; �; �/ such that i�#.g/ 2 G�#

Q
for # 2 fu; l; rg. But this follows

from the description of the cones G�2
Q
; G�Q ; G�l

Q
and G�r

Q
(Theorem 5.9, Proposition 5.13,

and Remark 7.7).

9. Cluster Structure on kŒConf2;1�

Theorem 9.1. – Suppose that Q is trivially valued. Then the ring of regular functions
on Conf2;1 is the graded upper cluster algebra C .�2Q; S 2

QI �
2
Q/. Moreover, .�2Q; W

2
Q/ is a

cluster model. In particular, c��� is counted by lattice points in G�2
Q
.�; �; �/.

Proof. – By Lemma 8.10 and Corollary 3.13, .�2Q; S 2
QI �

2
Q/ form a graded seed. Due to

Lemma 8.11 and Corollary 8.7, we can apply Lemma 1.8 to conclude that C .�2Q; S 2
QI �

2
Q/ is

a graded subalgebra of kŒConf2;1�.

By Theorem 4.10, CW
�
G�2

Q
.�; �; �/ \ Z.�

2
Q
/0
�

is a linearly independent set in C ��;� for

any triple weights. But Lemma 8.14 says that the cardinality of G�2
Q
.�; �; �/ \ Z.�

2
Q
/0 is at

least c��� . So they actually span the vector space C ��;� . We conclude that C .�2Q; S 2
QI �

2
Q/ is

equal to kŒConf2;1�, and .�2Q; W
2
Q/ is a cluster model.

It follows that (8.5) is in fact an equality. The proof shows that C .�2Q; S 2
QI �

2
Q/ is a graded

subalgebra of kŒConf2;1� no matter if Q is trivially valued.

Conjecture 9.2. – The first and last statement of Theorem 9.1 is true even if Q is not
trivially valued.
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We illustrate by example that in general the upper cluster algebra C .�2Q/ strictly contains
the cluster algebra C .�2Q/.

Example 9.3. – Let Q be of type D4 as in Example 3.8. It can be checked by the 44
inequalities in Example 5.10 that g D e34;12�e34;1Ce2;0 (in weight labeling) is�-supported.
Its triple weight is .e2; e2; e2/, and moreover ce2

e2;e2
D 1. This is clearly an extremal weight. So

it suffices to show that no cluster variable has this g-vector. For this, we need a result in [7],
which says that the g-vector of a cluster variable is a g-vector of a rigid presentation in the
Jacobian algebra. The rigidity is characterized by the vanishing of the E-invariant introduced
in [9, 7]. It is not hard to show that E.f; f / WD HomKb.J /.f; f Œ1�/ ¤ 0 where f is a general
presentation in HomJ .P.Œg�C/; P.Œg��//.

10. Epilog on G=U

10.1. Cluster Structure of Base Affine Spaces

We denote the ice quiver obtained from �2Q by deleting neutral frozen vertices by �]Q.

Let M
]
Q WD fmf gf 2.�]

Q
/0

. We define the weight configuration � ]Q on �]Q by � ]Q.f / D

.e.f /; f/. Recall from Lemma 7.2 that the degree of mf is $.� ]Q.f //. As a side result, we
will show that the ring of regular functions on the base affine space A WD U�nG is the
graded upper cluster algebra C .�

]
Q; M

]
QI$.�

]
Q//.

The proof is similar to but easier than the one for Conf2;1 so our treatment may be a little
sketchy. Recall the open set G0 D U�HU of G. We have an open embedding

�0 W H � U D U
�
nG0 ,! U�nG:

The localization of kŒA � at allmf ’s for f positive is exactly kŒH �U �. In particular, kŒA � is
contained in the Laurent polynomial ring in M

]
Q. Consider the open embedding

� D .�1; �2/ W H � A ,! Conf2;1; .h; U�g/ 7! .U�h; U�g;U /:

Note that the map �.IdH ; �0/ W H �H �U ! Conf2;1 is the map i defined in Section 8.1. Let
p be a rational inverse of �, and p2 be the map p followed by the second component projec-
tion. We define the birational map r 0 W U�nG ! U�nG to be the composition r 0 WD p2r�2.
The map r 0 can be viewed as a variation of Fomin-Zelevinsky’s twist automorphism [22] on
the big cell U�nG0. Readers can check that they differ by a (fibrewise) rescaling along the
toric fiber of H � U , but we do not need this fact.

Let iu0 WD �0jU
, and ir 0 WD r 0iu0 . Then we have the following commutative diagram. The

map ir 0 is in fact regular because r 0 is regular on the image of iu0 .

Conf2;1

p2

��

r // Conf2;1

p2

��

U
1 Q

iu
cc


-

ir
;;

M m

iu0

{{

q�
ir0

##

U�nG
r 0 // U�nG:
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To finish the proof, we only need three maps iu0 ; ir 0 and r 0. Analogous to Theorem 11.14, we
have that the pullback .r 0/� is related to the sequence of mutations �r . More precisely, we
have that

�r .mf / D .r
0/�.mf / for any f mutable.

So analogous to Lemma 8.12, we have that i�r 0.mf / D .r 0/�.mf / D �r .mf / for f mutable.
Obviously we also have that i�r 0.mOC

i

/ D mO�
i

and i�r 0.mO�
i
/ D 1.

Analogous to i�u and i�r , we have the maps i�u0 W R
.�
]
Q
/0 ! R.�Q/0 and i�r 0 W R

.�
]
Q
/0 !

R.�
r
Q
/0 . The map i�u0 (resp. i�r 0 ) forgets the coordinates corresponding to the positive (resp.

negative) frozen vertices. We have the following analog of Lemma 8.13. Ifm 2 A has a well-
defined g-vector g with respect to .M

]
Q; �

]
Q/, then so are the g-vectors of i�u0.m/ and i�r 0.m/

with respect to .MQ; �Q/ and .M r
Q; �

r
Q/. They are equal to i�u0.g/ and i�r 0.g/ respectively.

We restrict the iARt QP .�2Q; W
2
Q/ to the subquiver �]Q. We denote the restricted poten-

tial by W ]
Q. Almost the same proof as in Theorem 5.9 shows that the set G.�]Q; W

]
Q/

of �-supported g-vectors is given by the lattice points in the polyhedral cone G
�
]
Q

. The cone

is defined by the two sets of defining conditions of G�2
Q

, namely, gHu � 0 and gHr � 0.

By almost the same argument, we get the following analog of Lemma 8.14. For the weight
configuration $.� ]Q/ we define the polytope G

�
]
Q

.�; �/ as in Definition 5.14.

Lemma 10.1. – The polytope G
�
]
Q

.�; �/ has lattice points no less than dim kŒA ��;�.

Theorem 10.2. – Suppose that Q is trivially valued. Then the ring of regular functions
on A is the graded upper cluster algebra C .�

]
Q; M

]
QI$.�

]
Q//. Moreover, .�]Q; W

]
Q/ is a

cluster model. In particular, the weight multiplicity dimL.�/$.�/ is counted by lattice points
in G

�
]
Q

.�; �/.

Proof. – We know from [3] that .�]Q; M
]
Q/ is a seed satisfying the condition of

Lemma 1.8. By Lemma 1.8, C .�
]
Q; M

]
QI$.�

]
Q// is a graded subalgebra of kŒA �.

By Theorem 4.10, CW
�
G
�
]
Q

.�; �/ \ Z.�
]
Q
/0
�

is a linearly independent set in kŒA ��;�

for any �; �. But Lemma 10.1 implies that they actually span the vector space kŒA ��;�. We
conclude that C .�

]
Q; M

]
QI$.�

]
Q// is equal to kŒA �, and .�]Q; W

]
Q/ is a cluster model.

Remark 10.3. – For Q of type A, the theorem was proved in [14, Example 3.10] using
the technique of projection. The map p2 is induced from a semi-orthogonal decomposition
of the module category of a triple flag quiver.

In general, the cluster algebra C .�
]
Q/ is also strictly contained in its upper cluster algebra.

The example is still given by theQ of typeD4. We take the same g-vector as in Example 9.3.

Remark 10.4. – Let K2Q WD K2.proj -Q/ be the homotopy category of C 2Q as in
[7]. Then the ice quiver �]Q can be obtained from the ARt quiver �.K2Q/ by freezing the
negative and positive vertices.

There are two other seeds mutation equivalent to this seed via �l and �r . Their quivers
are obtained from �2Q by deleting the positive and negative frozen vertices respectively.
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10.2. Remark on the Non-simply Laced Cases

Suppose that G is not simply laced, or equivalently Q is not trivially valued. To prove
Conjecture 9.2, let us examine the arguments in proving Theorem 9.1. We find that there
are two missing ingredients. One is the straightforward generalization of Theorem 11.14,
and the other is an analogous cluster character for species with potentials. Although the
proof of Theorem 11.14 depends on a result involving preprojective algebras, the author has
a much longer proof for all cases using only a conjectural generalization of Lemma 11.3
to the species with potentials. For the missing cluster character, as proved in [13] for the
usual QPs, the existence of such a map to the upper cluster algebra is also equivalent to
Lemma 11.3. The argument there can be generalized. So the upshot is that the only missing
part for Conjecture 9.2 is a certain generalization of Lemma 11.3. But to the author’s best
knowledge, the existing theory of species with potentials, such as [37], is far from reaching
this goal.

11. The Twisted Cyclic Shift via Mutations

11.1. Mutation of Representations, g-vectors, and F -polynomials

We review some material from [9]. Let .�;W / be a QP as in Section 4.1. The mutation �u
of .�;W / at a vertex u is defined as follows. The first step is to define the following new QPe�u.�;W / D .e�; eW /. We put e�0 D �0 and e�1 is the union of three different kinds

� all arrows of � not incident to u,

� a composite arrow Œab� from t .a/ to h.b/ for each a; b with h.a/ D t .b/ D u,

� an opposite arrow a� (resp. b�) for each incoming arrow a (resp. outgoing arrow b)
at u.

Note that this e� is the result of the first two steps in Definition 1.3. The new potential on e� is
given by eW WD ŒW �C X

h.a/Dt.b/Du

b�a�Œab�;

where ŒW � is obtained by substituting Œab� for each word ab occurring inW . Finally we define
.�0; W 0/ D �u.�;W / as the reduced part ([8, Definition 4.13]) of .e�; eW /. For this last step,
we refer readers to [8, Section 4,5] for details.

Now we start to define the mutation of decorated representations of .�;W /. Consider the
resolution of the simple module Su

� � � !

M
h.a/Du

Pt.a/
a.@Œab�/b
������!

M
t.b/Du

Ph.b/
b.b/
���! Pu ! Su ! 0;(11.1)

0! Su ! Iu
.a/a
���!

M
h.a/Du

It.a/
a.@Œab�/b
������!

M
t.b/Du

Ih.b/ ! � � � ;(11.2)
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where Iu is the indecomposable injective representation of J.�;W / corresponding to a
vertex u. We thus have the triangle of linear maps with ˇu
u D 0 and 
u˛u D 0.

M.u/

ˇu

''L
h.a/DuM.t.a//

˛u

77

L
t.b/DuM.h.b//:
u

oo

We first define a decorated representation gM D .fM;fMC/ of e�u.�;W /. We setfM.v/ DM.v/; fMC.v/ DMC.v/ .v ¤ u/I

fM.u/ D
Ker 
u
Imˇu

˚ Im 
u ˚
Ker˛u
Im 
u

˚MC.u/; fMC.u/ D Kerˇu
Kerˇu \ Im˛u

:

We then set fM.a/ D M.a/ for all arrows not incident to u, and fM.Œab�/ D M.ab/. It is
defined in [8] a choice of linear maps fM.a�/;fM.b�/ making fM a representation of .e�; eW /.
We refer readers to [9, Section 10] for details. Finally, we define M 0

D �u.M / to be the
reduced part ([8, Definition 10.4]) of gM . We say a representation M of .�;W / reachable if
there is a sequence of mutations � such that �.M/ has only the decorated part.

Recall the g-vector form Definition 4.2. We can also define the dual g-vectors using
the injective presentations. Let M be a representation of J.�;W / with minimal injective
presentation 0 ! M ! I.ˇ_�/ ! I.ˇ_C/, then the dual g-vector g_.M/ of M is the
reduced weight vector g_ D ˇ_C � ˇ

_
�. The definition can also be extended to all decorated

representations similar to g-vectors.
Recall the y-variables yu D x�bu as in Section 1.3. The seed mutation of Definition 1.4

induces the y-seed mutation. We recall the mutation rule [24, (3.8)]. Let .y0; �0/ WD �u.y; �/
and B.�/ D .bu;v/, then �0 D �u.�/ and

(11.3) y0v D

(
y�1u if v D uI

yvy
Œ�bu;v �C
u .yu C 1/

bu;v if v ¤ u:

Definition 11.1 ([9]). – We define the dual F -polynomial of a representation M by

(11.4) F _M .y/ D
X

e

�.Gre.M//ye;

where Gre.M/ is the variety parameterizing e-dimensional subrepresentations of M .

Remark 11.2. – The F -polynomial of M is FM .y/ D
P

e �.Gre.M//ye. We only need
the dual version in 11.3. Our dual g-vector and dual F -polynomial is the g-vector and
F -polynomial in [24, 9].

Here is the key lemma in [9].

Lemma 11.3. – Let M be an arbitrary representation of a nondegenerate QP .�;W /, and
let M 0

D �u.M /, then

1. The F -polynomials of M and M 0 are related by

(11.5) .yu C 1/
�ˇ_� .u/F _M .y/ D .y0u C 1/�.ˇ

_
� /
0.u/F _M 0.y0/:
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2. The g-vector and g_-vector of M and M 0 are related by

g0.v/ D

(
�g.u/ if u D v;

g.v/C Œbv;u�Cg.u/C bv;uˇ�.u/ if u ¤ v;
(11.6)

.g_/0.v/ D

(
�g_.u/ if u D v;

g_.v/C Œ�bv;u�Cg_.u/ � bv;uˇ
_
�.u/ if u ¤ v:

(11.7)

Remark 11.4. – If M is g-coherent (that is min.ˇC.u/; ˇ�.u// D 0 for all vertices u, or
equivalently, ˇC D Œg�C and ˇ� D Œ�g�C), then (11.6) reads

(11.8) g0.v/ WD

8̂̂<̂
:̂
�g.u/ if u D vI

g.v/C bv;uŒg.u/�C if bv;u � 0I

g.v/C bv;uŒ�g.u/�C if bv;u � 0:

It is known [13] that if M corresponds to a general presentation, then g.M / is g-coherent.
If M is obtained from positive simple .0; Su/ via a sequence of mutations, then M corre-
sponds to an indecomposable rigid presentation. In particular, it is general [7].

11.2. The Twisted Cyclic Shift via Mutations

We recall from Section 8.2 the twisted cyclic shift l on Conf2;1 induced by

.A1; A2; A
_
3 / 7! .A2; A3w0; .A1w0/

_/;

where _ W A ! A_
; .U�g/_ 7! !0

�1g�1!0U . To understand this map, we introduce a
“half” of this map. Consider the involution � W G ! G as in [30] defined by

xi .a/
�
D xi�.a/; yi .b/

�
D yi�.b/; h

�
D w0

�1h�1w0; .i 2 Q0; h 2 H/:

The involution � preserves U;U� andH so it induces an involution of A and A_. Thus it
acts on Conf2;1. We consider the automorphism of Conf2;1 induced by

.A1; A2; A
_
3 / 7! .A�3 ; .A1w0/

�; .A�2/
_/:

We denote this map by
p
l . It is clear that l D .

p
l/2. It will turn out (see Remark 11.15) that

this map is the Donaldson-Thomas transformation of Conf2;1 in the sense of [30].

Let us recall a sequence of mutations constructed in [27, Section 13]. The sequence is
originally defined for the ice quiver �Q in terms of reduced expression of w0. We now
translate it into our setting. Recall that we can label the non-neutral vertices of �2Q by a
pair .i; t/ (before Lemma 7.3). Let

ti WD t
�.OCi / D maxft j .i; t/ 2 �2Qg:

We first assume that the vertices of Q are ordered such that i < j if .i; j / 2 Q1. Then we
totally order the mutable vertices of�2Q by the relation that .i; t/ < .i 0; t 0/ if t < t 0, or t D t 0

and i < i 0.

Starting from the minimal vertex .1; 1/ in the ascending order just defined, we perform a
sequence of mutations�i;t for each (mutable) vertex of�2Q. For the vertex .i; t/, the sequence
of mutations is defined to be �i;t WD �i;ti�t � � ��i;2�i;1. So the whole sequence of mutations
�p

l
WD � � ��2;1�1;1.
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Let � be the permutation on .�2Q/0 defined by

.i; t/ 7! .i; ti � t / if .i; t/ is mutable,

O�i 7! OCi� ; OCi 7! Idi ; Idi 7! O�i :

It is clear that � is an involution on the set of mutable vertices. When applying it to the quiver
�2Q or its B-matrix, we view � as a relabeling of the vertices.

For a (trivially valued) Dynkin quiver Q, let …Q be its associated preprojective algebra.
Recall that the module category mod…Q is a Frobenius category. Let mod…Q be its stable
category. Recall that such a stable category is naturally triangulated with the shift functor
given by the (relative) inverse Syzygy functor ��1. Readers can find these standard termi-
nology in, for example, [27]. We will write Hom…Q

for Hommod…Q . In [26] the authors
defined a tilting module V WD

L
u2.�Q/0

Vu in mod…Q (it is denoted by IQ in [26]). They
proved that the quiver of the endomorphism algebra End…Q.V /

op is exactly �Q with its
frozen vertices of corresponding to the projective-injective objects in mod…Q. Moreover, it
is known [6] that the stable endomorphism algebra End…Q.V /

op is the Jacobian algebra J�

of the QP .�2Q; W
2
Q/ restricted to its mutable part ��Q.

For each rigid…Q-moduleM , we can associate a function 'M 2 kŒU � as in [25]. This func-
tion turns out to be a cluster variable for the standard seed .�Q; MQ/. In [25] the mutation
of maximal rigid modules of …Q is defined so that it is compatible with the seed mutation.
In particular, it is compatible with the quiver mutation, so the quiver of End…Q.�u.V // is
exactly �u.�Q/.

Proposition 11.5 ([27, Proposition 13.4]). – The sequence of mutations �p
l

takes the
modules V�.u/ to ��1.Vu/ for u mutable in �Q.

Corollary 11.6. – Identifying �Q as a subquiver of �2Q, we have that �p
l
.�Q/ and

�.�Q/ have the same restricted B-matrix.

Proof. – Since � is an autoequivalence, �p
l
.�Q/ and �.�Q/ have the same mutable

part. Let�i;t WD �i;t � � ��1;1. In [27, Section 13.1], the authors described each mutated quiver
after applying each �i;t . It follows easily from their description that after forgetting arrows
between frozen vertices,�p

l
.�Q/ is a subquiver of�2Q, whose frozen vertex OCi� is identified

with the frozen vertex O�i of �p
l
.�Q/.

Let .��Q; W
�
Q / be the restriction of .�Q; WQ/ to its mutable part. Next, we compute

the g-vectors of cluster variables after applying �p
l

to the seed .��Q; x/. The g-vector of

the initial cluster variable xi;t at the vertex .i; t/ is the unit vector ei;t 2 Z.�
�
Q
/0 . By [9,

Theorem 5.2], the g-vector of �p
l
.xi;t / is nothing but the g-vector of ��1p

l
.0; Si;t /, where

.0; Si;t / is the positive simple representation of �p
l
.�

�
Q; W

�
Q /.

Lemma 11.7. – We have that ��1p
l
.ei;t / D �ei;ti�t for each ei;t . Here, we view ei;t as the

g-vector of the simple representation .0; Si;t / of �p
l
.�

�
Q; W

�
Q /.
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Proof. – It is equivalent to show that �p
l
.�ei;ti�t / D ei;t . Let �i;t WD �i;t � � ��1;1. We

study the mutated g-vector �i;t .�ei;ti�t / for each .i; t/. From the description of mutated
quiver �i;t .�Q/ [27, Section 13.1] and the Formula (11.8), we find that for j ¤ i , each �j;s
does not play any role in �p

l
.�ei;ti�t /. In other words, it suffices to compute �p

l
.�ei;ti�t /

on the full linear subquiver with vertices .i; t/ for t D 1; � � � ; ti �1. Using the Formula (11.8),
we can easily prove by induction that

�i;s.�ei;ti�t / D

(
ei;ti�s � ei;ti�s�t if s C t < ti ,

ei;t otherwise.

We conclude from this that �p
l
.�ei;ti�t / D ei;t :

Let g�p
l

be the set of g-vectors given by

(11.9) g�p
l
.f / D �ef C

X
i2Q0

�
e.f /.i/eO�

i
C fC.i/eOC

i

C f�.i/eIdi

�
:

Let ��p
l

be the weight configuration defined by

��p
l
.f / D .fC; e.f /

�; f�/;

where f 7! f� is the involution on ZQ0 induced by ei 7! ei� , so �w0.$.f// D $.f�/.

Corollary 11.8. – For any f mutable, we have that ��1p
l
.ef / D g�p

l
.�.f //. Here,

we view ef as the g-vector of the simple representation .0; Sf / of �p
l
.�2Q; W

2
Q/. So

�p
l
.� 2Q/.f / D �

�p
l
.�.f //.

Proof. – In Lemma 11.7 we have obtained the principal part of��1p
l
.ef /, which is�e�.f /.

Now we are going to recover its extended part from its principal part.

We recall from [13, Proposition 5.15] that being �-supported for a g-vector is mutation
invariant. The general presentation with g-vector equal to �ef corresponds to the indecom-
posable projective representation Pf . By Lemma 5.2 Pf .O

C

i / Š HomQ.PC; Pi /. So to
make the g-vector �ef not supported on OCi , we must add at least fC.i/eOC

i

to it. Similarly

we must add at least f�.i/eIdi and e.f /.i/eO�
i

as well. On the other hand, it is easy to check
that (11.9) is �-supported. So adding any additional positive component on the frozen
vertices will make the general presentation of this g-vector decomposable, which is not the
case. Hence, �p

l
.ef / D g�p

l
.�.f //.

For the last statement, recall that � 2Q.f / D .e.f /; f�; fC/. Then

g�p
l
.f /� 2Q D �.e.f /; f�; fC/C .e.f /; e.f /

�; 0/C .fC; 0; fC/C .0; f�; f�/

D .fC; e.f /
�; f�/:

Hence, �p
l
.� 2Q/.f / D �

p
l
.ef /�

2
Q D g�p

l
.�.f //� 2Q D �

�p
l
.�.f //:

Corollary 11.9. – �p
l
.�2Q/ and �.�2Q/ have the same restricted B-matrix.
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Proof. – By Corollary 11.6, �p
l
.�2Q/ and �.�2Q/ have the same mutable part as well. It

remains to show that the blocks of their restricted B-matrices corresponding to positive and
neutral frozen vertices are equal. But this follows from an easy linear algebra consideration.
Indeed, let B2p

l
and Bp

l
be the restricted B-matrices of�p

l
.�2Q/ and�p

l
.�Q/ and denote

� 2p
l
WD �p

l
.� 2Q/. We have that B2p

l
� 2p

l
D 0. We write B2p

l
and � 2p

l
in blocks: .Bp

l
; Cp

l
/

and
�

�p
l

�C;Id

�
; where �C;Id D

�
I 0 I
0 I I

�
contains weights corresponding to the positive and

neutral frozen vertices. We have that

(11.10) .Bp
l
; Cp

l
/
�

�p
l

�C;Id

�
D Bp

l
�p

l
C Cp

l
�C;Id D 0:

Since �C;Id is of full rank, this linear equation is underdetermined (for solvingCp
l
). We have

seen thatBp
l
D B�.�Q/ and �p

l
.f / D ��p

l
.�.f //, then it is clear thatCp

l
D �.C / satisfies

(11.10), where C is the block in B�2
Q
D .B�Q ; C /.

Definition 11.10. – Let ��p
l
WD ��p

l
��1. We define �l WD �

�p
l
�p

l
and �r D �

2
l
.

Corollary 11.11. – �l .�
2
Q/ and �2.�2Q/ have the same restrictedB-matrix. Moreover,

�l .�
2
Q/.f / D .f�; f

�
C; e.f /

�/ for f mutable.

Note that �2 fixes the mutable vertices and shuffles the frozen vertices of �2Q

OCi 7! O�i ; O�i 7! Idi� ; Idi� 7! OCi :

Corollary 11.12. – We have that �3
l
.B�2

Q
; x/ D .B�2

Q
; x/.

Proof. – Since �6 D Id, the fact that�3
l
.B�2

Q
/ D B�2

Q
follows from Corollary 11.11. As

pointed in [26], it is well-known [1] that the functor� is also 6-periodic. [28, Proposition 6.3]
says that the mutation of maximal rigid modules of …Q is compatible with the mutation of
the corresponding QP-representations (see remarks before Proposition 11.5). So by Propo-
sition 11.5 the positive simples .0; Sf / of .�Q; WQ/ are invariant under �3

l
. The invariance

obviously extends to .�2Q; W
2
Q/. The desired result follows.

By experiment with [33] we believe the following conjecture.

Conjecture 11.13. – Corollary 11.9 (and thus Corollaries 11.11, 11.12 and Theorem
11.14 below) hold for non-trivially valued Q as well.

We define a rational self-map �l of C .�2Q; S 2
Q/ induced by8<:sf 7! �l .sf / if f is mutable,

sOC
i

7! sO�
i
; sO�

i
7! sIdi� ; sIdi� 7! sOC

i

:

Since our main theorem (Theorem 9.1) uses the following theorem, we cannot assume
that C .�2Q; S 2

Q/ D kŒConf2;1�. But from the proof of Theorem 9.1, we have that

C .�2Q; S 2
Q/ � kŒConf2;1�. So the pullback l� is defined on C .�2Q; S 2

Q/.

Theorem 11.14. – The map �l is equal to the pullback l� of the twisted cyclic shift.
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Proof. – We need to show that �l .'/ D 'l . It suffices to prove the statement for '’s in
some extended cluster because of the definition of the upper cluster algebra. The cluster we
shall take is �2

l
.S 2

Q/, which is the same as ��1
l
.S 2

Q/ by Corollary 11.12. The statement can
be easily checked for the frozen variables. For example, sOC

i

D sIdi� l , that is

(11.11) sOC
i

.A1; A2; A
_
3 / D sIdi� .A2; A3w0; .A1w0/

_/:

Indeed, by Corollary 8.8 we have that sOC
i

D p�1 .$i / and sIdi D p
�
2 .$i /. So by (8.4)

sOC
i

.U�h1; U
�h2u;U / D h

$i
1 ;

sIdi� .U
�h2u;U

�w0; h
�1
1 w0

�1U/ D .w0h
�1
1 w0

�1/$i� D h
$i
1 :

Next let us assume that ' D �2
l
.sf / for some mutable f 2 ind.C 2Q/. We need

to show that �l .'/.A1; A2; A
_
3 / D '.A2; A3w0; w0A

_
1 /. We argue by multidegrees. By

Corollary 11.11, the degree of ' is .f�C; e.f /; f
�
�/. Then according to (7.1) and (7.2), the

degree of '.A2; A3w0; w0A_1 / is .e.f /; f�; fC/, which is also the degree of �l .'/ D sf . So
by Lemma 8.4, we must have that�l .'/ D c'l for some c 2 k. Again by the relation (11.11)
we must have c D 1.

Remark 11.15. – The similar argument can show that ��p
l

is equal to the pull-

back
p
l
�
. In view of Lemma 11.7, the automorphism

p
l is the Donaldson-Thomas

transformation of Conf2;1 in the sense of [30].

11.3. An Algorithm

In this section, we present an algorithm to find all subrepresentations of Tv defined
in Section 5.1. As said in the introduction, only few Tv’s for type E7 and E8 need this
algorithm. With a little more effort, one can show that Corollary 11.11 can be strengthened
to �l .�

2
Q/ D �

2.�2Q/ for any orientation of typeDn and E7; E8, and for some orientations
of typeAn andE6. For any particular case whether�l .�

2
Q/ D �

2.�2Q/ holds can be checked
by computer.

We first observe that by the description of Tv’s in Theorem 5.3, all subrepresentations
of TO�

i
are known. In particular, we have the dual F -polynomial of TO�

i
. Even better, TO�

i

can be mutated from the positive simple .0; SO�
i
/ of the (unfrozen) QP �i

�
�.C 2Q/;W 2

Q

�
via��1i , where�i WD �i;0�i;0 and the bold�i;0 is defined in the beginning of Appendix 11.2.
Indeed, it can be easily checked by (11.7) that the g_-vector of such a mutated representation
is exactly eO�

i
�
P
i!j eO�

j
: Since TO�

i
is the cokernel of a general presentation of such

a weight, our claim follows from Remark 11.4. The idea of the algorithm is that we can
generate the dual F -polynomial of TIdi� (resp. TOC

i

) from that of TO�
i

through the sequence

of mutations �l (resp. �r ) just defined.

Proposition 11.16. – If�l .�
2
Q/ D �

2.�2Q/, then �l .TO�
i
/ D TIdi� and �r .TO�

i
/ D TOC

i

.

Here, we view TIdi� and TOC
i

as representations of the original QP via the automorphisms ��2

and �2.
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Proof. – It is clear from (11.7) that the g_-vector eO�
i
�
P
i!j eO�

j
is unchanged

under �l . If �l .�
2
Q/ D �2.�2Q/, by Corollary 11.11 the mutated g_-vector can be viewed

as eIdi� �
P
i!j eIdj� for the original QP .�2Q; W

2
Q/ via the automorphism ��2. Note

that i ! j if and only if i� ! j �. Clearly TIdi� is the cokernel of the general presentation of
weight eIdi� �

P
i�!j� eId�

j
. Hence, �l .TO�

i
/ D TIdi� . The argument for �r .TO�

i
/ D TOC

i

is

similar.

By the positivity of the cluster variables [32, 38], the coefficients of F -polynomials of these
cluster variables are all positive. So we can compute F _TIdi�

(resp. F _T
OC
i

) by applying �l

(resp. �r ) to F _TO�
i

using the Formula (11.5). In this way, we find all subrepresentations

of Tv’s.
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LOCAL NORMAL FORMS FOR C-PROJECTIVELY EQUIVALENT
METRICS AND PROOF OF THE YANO-OBATA CONJECTURE

IN ARBITRARY SIGNATURE.
PROOF OF THE PROJECTIVE LICHNEROWICZ CONJECTURE

FOR LORENTZIAN METRICS

by Alexey V. BOLSINOV, Vladimir S. MATVEEV
and Stefan ROSEMANN

Abstract. – Two Kähler metrics on a complex manifold are called c-projectively equivalent
if their J -planar curves coincide. These curves are defined by the property that the acceleration is
complex proportional to the velocity. We give an explicit local description of all pairs of c-projectively
equivalent Kähler metrics of arbitrary signature and use this description to prove the classical Yano-
Obata conjecture: we show that on a closed connected Kähler manifold of arbitrary signature, any
c-projective vector field is an affine vector field unless the manifold is CP n with (a multiple of) the
Fubini-Study metric. As a by-product, we prove the projective Lichnerowicz conjecture for metrics of
Lorentzian signature: we show that on a closed connected Lorentzian manifold, any projective vector
field is an affine vector field.

Résumé. – Deux métriques kählériennes sur une variété complexe sont appelées c-projectivement
équivalentes si leurs courbes J -planaires coïncident. Ces courbes sont définies par la propriété que
l’accélération est proportionnelle (au sens complexe) à la vitesse. Nous donnons une description locale
de tous les paires de métriques kählériennes c-projectivement équivalentes de signature arbitraire et
utilisons cette description pour prouver la conjecture classique de Yano-Obata: nous montrons que sur
une variété kählérienne de signature arbitraire, connexe et fermée, tout champ de vecteurs c-projectif
est un champ de vecteur affine sauf si la variété est CP n, munie de la métrique de Fubini-Study. En
tant que sous-produit, nous prouvons la conjecture de Lichnerowicz pour les métriques de signature
lorentzienne. Plus précisément, sur une variété lorentzienne connexe fermée tout champ de vecteurs
projectif est un champ de vecteurs affine.

1. Introduction

1.1. Definitions and description of results

Let .M; g; J / be a Kähler manifold of arbitrary signature of real dimension 2n � 4. We
denote by r the Levi-Civita connection of g and let ! D g.J �; �/ denote the Kähler form.
All objects under consideration are assumed to be sufficiently smooth.
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A regular curve 
 W R � I ! M is called J -planar if there exist functions ˛; ˇ W I ! R
such that

(1.1) r P
.t/ P
.t/ D ˛ P
.t/C ˇJ. P
.t// for all t 2 I;

where P
 D d
dt 
 .

From the definition we see immediately that the property of J -planarity is independent
of the parameterisation of the curve, and that geodesics are J -planar curves. We also see
that J -planar curves form a much bigger family than the family of geodesics; at every point
and in every direction there exist infinitely many geometrically different J -planar curves.

Two metrics g and Og of arbitrary signature that are Kähler w.r.t the same complex struc-
ture J are c-projectively equivalent if any J -planar curve of g is a J -planar curve of Og. Actu-
ally, the condition that the metrics are Kähler with respect to the same complex structure
is not essential; it is an easy exercise to show that if any J -planar curve of a Kähler struc-
ture .g; J / is a OJ -planar curve of another Kähler structure . Og; OJ /, then OJ D ˙J .

C-projective equivalence was introduced (under the name “h-projective equivalence”) by
Otsuki and Tashiro in [37, 43]. Their motivation was to generalize the notion of projective
equivalence to the Kähler situation. Since the notion of projective equivalence plays an
essential role in our paper let us recall it. Two metrics g and Og of arbitrary signature are
projectively equivalent, if each g-geodesic is, up to an appropriate reparameterisation, a
Og-geodesic.

Otsuki and Tashiro have shown that projective equivalence is not interesting in the
Kähler situation, since only simple examples are possible, and suggested c-projective equiv-
alence as an interesting object of study instead. This suggestion appeared to be very fruitful
and between the 1960s and the 1970s, the theory of c-projectively equivalent metrics and
c-projective transformations was one of the main research topics in Japanese and Soviet
(mostly Odessa and Kazan) differential geometry schools. For a collection of results of these
times, see for example the survey [34] with more than 150 references. Moreover, two classical
books [42, 46] contain chapters on c-projectively equivalent metrics and connections.

Relatively recently c-projective equivalence was re-introduced, under different names and
because of different motivation. In fact, c-projectively equivalent metrics are essentially the
same as Hamiltonian 2-forms, defined and investigated in Apostolov et al. [1, 2, 3, 4] for
positive definite metrics, see also [17]. Though the definition of Hamiltonian 2-forms is
visually different from that of c-projectively equivalent metrics, the defining equation [1,
equation .12/] of a Hamiltonian 2-form is algebraically equivalent to a reformulation (see
(1.4) below) of the condition “ Og is c-projectively equivalent to g” into the language of PDE.
The motivation of Apostolov et al. to study Hamiltonian 2-forms is different from that of
Otsuki and Tashiro. Roughly speaking, in [1, 2] Apostolov et al. observe that many interesting
problems in Kähler geometry lead to Hamiltonian 2-forms and suggest studying them. The
motivation is justified in [3, 4], where the authors indeed construct interesting and useful
examples of Kähler manifolds. In dimension � 6, c-projectively equivalent metrics are also
essentially the same as Hermitian conformal Killing (or twistor) .1; 1/-forms studied in
[35, 40, 41], see [1, Appendix A] or [33, §1.3] for details. Finally, such metrics are closely
related to the so-called Kähler-Liouville integrable systems of typeA introduced by Kiyohara
in [24], see also [25].

4 e SÉRIE – TOME 54 – 2021 – No 6



YANO-OBATA AND LICHNEROWICZ CONJECTURES 1467

We would also like to mention a recent review on c-projective geometry [16] that contains
many new and old results in this area. Let us however make clear that our paper is totally
independent of [16]. The work on these two papers was carried out more or less simultane-
ously and the second author of the present paper, being also one of the authors of [16], was
quite careful about possible intersections between them. The only exception is Lemma 2.2 for
which we suggest an alternative proof, for more details see discussion just after Lemma 2.2.
It is worth noticing that the present paper and paper [16] represent two rather different
approaches in c-projective geometry. Our approach is based on the reduction to the real
projective setting, we explain it in §1.2, whereas [16] studies c-projectively equivalent metrics
using ideas and methods of parabolic geometry.

Our paper contains three main results. The first result is a local description (near a generic
point) of c-projectively equivalent Kähler metrics of arbitrary signature, see Example 5 and
Theorem 1.6. If g is positive definite, such a description follows from the local description of
Hamiltonian 2-forms due to Apostolov et al. [1]. Although the precise statements are slightly
lengthy, we indeed provide an explicit description of the components of the metrics and of the
Kähler form ! D g.J �; �/. The parameters in this description are almost arbitrary numbers
and functions of one variable and, in certain cases, almost arbitrary affinely equivalent
Kähler metrics of smaller dimension (note that the description of affinely equivalent Kähler
metrics was recently obtained by Boubel in [14]).

It is hard to overestimate the future role of a local description in the local and global
theory of c-projectively equivalent metrics. Almost all known local results can easily be
proved using it. Roughly speaking, using the local description, one can reduce any problem
that can be stated using geometric PDEs (for example, any problem involving the curvature)
to the analysis of a system of ODEs. As we mentioned above, in the positive definite case,
the description of c-projectively equivalent metrics in the language of Hamiltonian 2-forms
is due to Apostolov et al. [1], and with the help of such a description they did a lot. In
particular they described possible topologies of closed manifolds admitting c-projectively
equivalent Kähler metrics, described Bochner-flat Kähler metrics and constructed new
examples of Einstein and extremal Kähler metrics on closed manifolds, see [1, 2, 3, 4]. We
expect similar applications of our description and some have been already obtained, e.g.,
in [13] the local description of c-projectively equivalent metrics has been used to describe
all Bochner-flat (pseudo-)Kähler metrics, generalizing results of [1] and [15] to the case
of arbitrary signature. We plan to look for other applications and in particular to study
the topology of c-projectively equivalent closed Kähler manifolds of arbitrary signature in
further papers.

A demonstration of the importance of the local description is our second main result,
which is a proof of the natural generalization of the Yano-Obata conjecture for Kähler
manifolds of arbitrary signature. A vector field on a Kähler manifold is called c-projective
if its local flow sends J -planar curves to J -planar curves, and affine if its local flow preserves
the Levi-Civita connection.

Theorem 1.1 (Yano-Obata conjecture). – Let .M; g; J / be a closed connected Kähler
manifold of arbitrary signature and of real dimension 2n � 4 such that it admits a c-projective
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vector field that is not an affine vector field. Then the manifold is isometric to
.CP n; c � gFS; Jstandard/ for some non-zero constant c, where gFS is the Fubini-Study metric.

For positive definite metrics, Theorem 1.1 was proved in [32], where also a history
including a list of previously proven special cases can be found. Generalizations of [32] to
the case of complete positive definite metrics is in [16, Theorem 7.6] and [31, Theorem 1.2].
The 4-dimensional version of Theorem 1.1 was proved in [11].

We see that a closed Kähler manifold with a non-affine c-projective vector field has definite
signature. This phenomenon is, of course, essentially global since locally we can construct
counterexamples in any signature. In dimension 4, such examples are described in [11], and
in Proposition 5.7 we explicitly construct Kähler metrics of any dimension and any signature
admitting non-affine c-projective vector fields. Let us also mention (see, e.g., [32, Example 2])
that .CP n; c � gFS; Jstandard/ admits many non-affine c-projective vector fields.

As a by-product of our proof of the Yano-Obata conjecture (we explain in the next
section why it is a by-product), we establish the possibly more popular projective Lichnerowicz
conjecture for metrics of Lorentzian signature. Recall that a vector field is projective with
respect to a (arbitrary, not necessarily Kähler) metric g, if its local flow sends geodesics
viewed as unparameterised curves to geodesics.

Theorem 1.2 (Projective Lichnerowicz conjecture for metrics of Lorentzian signature).
Let .M; g/ be a closed connected Lorentzian manifold of dimension n � 2. Then any

projective vector field on M is an affine vector field.

For Riemannian metrics, the analogue of Theorem 1.2 was proved in [27] (dimension 2)
and [28] (dimension greater that 2—this paper also contains a historical overview and a list
of previously known special cases), see also [48]. In Japanese mathematics, this statement,
at least in the Riemannian setting, is also known as projective Obata conjecture and was
published many times as an important conjecture, see introduction to [28] for details and
precise references. For 2-dimensional Lorentzian manifolds, Theorem 1.2 was proved in [29].

We would like to emphasize here that our proofs of the Yano-Obata and Lichnerowicz
conjectures are not generalizations of the proofs from [16, 27, 28, 32, 48], and are based on a
different circle of ideas. In general, it is difficult to extend global statements about Rieman-
nian metrics to the pseudo-Riemannian setting, since many “global” methods require defi-
niteness of the metrics. This is also the case in our situation; the main ingredients of the proofs
of [27, 28, 32, 48, 16, 31] are the global ordering of the eigenvalues of the endomorphisms A
andL (given by (1.2) and (1.6)—these endomorphisms play an important role in our paper),
and an investigation of the behavior of curvature invariants (scalar curvature in [28], holo-
morphic sectional curvature in [32], norm of the projective and c-projective Weyl tensors
in [16, 31, 48]) along the orbits of the group of projective and c-projective transformations.
None of these ingredients exists in the case of indefinite signature. Examples show that in the
pseudo-Kähler case the eigenvalues of A (resp. L) are not globally ordered anymore, holo-
morphic sectional curvature is usually unbounded even on closed manifolds, and vanishing
of the norm of a tensor does not imply that the tensor is zero. Moreover, as follows from our
calculations in §5.6, in the indefinite case, all curvature invariants along integral curves of
projective and c-projective vector fields can be bounded. In Remark 5.1 we give more details

4 e SÉRIE – TOME 54 – 2021 – No 6



YANO-OBATA AND LICHNEROWICZ CONJECTURES 1469

on what ideas of [28, 32, 48, 16, 31] were used in our paper, and also on some new methods
developed here. Other proofs of special cases of the Yano-Obata and Lichnerowicz conjec-
ture (see e.g., [45, 47]) are based on the Bochner technique, which also requires that the metric
is definite.

1.2. Main idea

The local description of c-projectively equivalent metrics will be given in Theorem 1.6 in
§1.3 (which does not require this paragraph so a hurried reader can directly go there). The
goal of this section is to explain the main idea of our solution. We hope that this allows the
reader to see the geometry behind the formulas and also may be used in many other problems
related to c-projectively equivalent metrics.

Experts always expected that projectively equivalent metrics must have a close rela-
tion with c-projectively equivalent metrics. The expectation is based on the following
informal observation: most mathematicians that studied c-projectively equivalent metrics
and c-projective vector fields studied projectively equivalent metrics and projective vector
fields before. It appears that many ideas and many results in the theory of projectively equiv-
alent metrics have their counterparts in the c-projective setting, though most of the proofs in
the c-projective setting are longer and are more involved than their projective analogues. (1)

We suggest an explanation about why the theories are closely related, which is simulta-
neously the main idea of our description. The following observation, which we formalize
(and give a self-contained proof) in §2, is crucial: c-projectively, but not affinely equivalent
metrics g and Og allow us to construct vector fields K1; : : : ; K` which preserve the complex
structure and which are Killing with respect to both metrics. For Hamiltonian 2-forms (at
least for a positive definite metric), the existence of these Killing vector fields was shown by
Apostolov et al. [1], and in the framework of Kähler-Liouville manifolds (under certain non-
degeneracy assumptions) their existence was observed by Kiyohara and Topalov [25].

We consider the local action of these vector fields and the local quotient Q of M with
respect to this action (it will be shown that such a quotient is well-defined near a generic
point). Let us denote the quotient metrics by gQ and OgQ. Notice that Q is not a Kähler
quotient and the metrics gQ and OgQ are in general not Kähler.

Main Observation. The following statements hold:

1. gQ and OgQ are projectively equivalent;

2. the metrics g and Og can be reconstructed from gQ and OgQ in a relatively straightforward
way.

Recently, projectively equivalent metrics have been explicitly locally described in [10]. We
obtain our description of c-projectively equivalent metrics by taking the formulas from [10]
for the quotient metrics gQ and OgQ and then “reconstructing” g and Og.

(1) This analogy between c-projective and projective geometry fails at the level of affine connections (note that the
definition of c-projective equivalence makes also sense for affine connections which are not necessarily Levi-Civita
connections): though both affine projective and affine c-projective geometries are parabolic geometries, there are
essential differences between these theories if only connections are involved, see e.g., [16].
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However, not every pair of projectively equivalent metrics gQ, OgQ as considered in [10] can
be obtained from a pair g, Og of c-projectively equivalent metrics: we will describe the condi-
tions that gQ and OgQ have to satisfy in order to arise as quotients from c-projectively equiv-
alent metrics. These additional conditions actually simplify the formulas for the metrics gQ,
OgQ as compared to the formulas from [10] for the general case. Moreover, we show, assuming
these conditions are satisfied, how to effectively reconstruct the initial metrics g and Og. This
yields our description of c-projectively equivalent Kähler metrics.

The relation between projectively and c-projectively equivalent metrics plays also an
important role in the proof of the Yano-Obata conjecture. We will see that under the
additional assumption that the degree of mobility is 2 (which means that the “space of
c-projectively equivalent metrics” is two-dimensional—the formal definition is in §5.1 where
it is also explained why it is the most non-trivial case in the proof of the Yano-Obata conjec-
ture), a c-projective vector field on the initial manifold reduces to a projective vector field on
the quotient.

We expect further applications of this observation which suggests, in the metric setting, an
almost algorithmic way to produce results in c-projective geometry from results in projective
geometry and the latter is much better developed.

Unfortunately, this almost algorithmic way does not automatically work in the other
(c-projective ! projective) direction. The reason is that the quotient metrics gQ and OgQ,
as already noticed, satisfy certain additional conditions. The most important of them is as
follows: for the metrics h D gQ and Oh D OgQ the endomorphism L given by (1.6) below has
no Jordan blocks with non-constant eigenvalues. For general projectively equivalent metrics,
L may have non-trivial Jordan blocks with non-constant eigevalues. This is the only reason
why we can not modify the proof of the Yano-Obata conjecture to obtain the proof of the
projective Lichnerowicz conjectures for metrics of all signatures. For the metrics of Lorentzian
signature, at most one non-trivial Jordan block may occur and after some additional work in
§6 we exclude this case in the proof of the projective Lichnerowicz conjecture. The rest of the
proof of the projective Lichnerowicz conjecture is a straightforward modification (actually,
a simplification) of the proof of the Yano-Obata conjecture and when proving the projective
Lichnerowicz conjecture in the “no-Jordan-blocks” case (Theorem 5.1), we confine ourselves
with a series of remarks explaining necessary amendments.

1.3. Local description of c-projectively equivalent metrics

Let .M; g; J / be a Kähler manifold of real dimension 2n � 4 and let r and ! D g.J �; �/

denote the Levi-Civita connection and Kähler form respectively. We do not require that g or
any other Kähler metric that appears has positive signature.

Instead of the pair .g; Og/ of c-projectively equivalent metrics it is appropriate to consider
the pair .g; A/, where A W TM ! TM is a Hermitian (i.e., g-selfadjoint and J -commuting)
endomorphism constructed from g and Og by

A D A.g; Og/ D

�
det Og
detg

� 1
2.nC1/

Og�1g:(1.2)
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In this formula, we view g; Og W TM ! T �M as bundle isomorphisms. In tensor notation
(with summation convention in force),

Aij D

�
det Og
detg

� 1
2.nC1/

Ogikgkj ;

where Ogij denotes the inverse to Ogij , i.e., Ogik Ogkj D ıij .
Clearly, one can reconstruct Og from the pair .g; A/ and obtains

Og D .detA/�
1
2 g.A�1�; �/:(1.3)

The endomorphism A, introduced in [19], plays an important role in the theory of c-projec-
tively equivalent metrics. One of the reasons for this is that the condition that g and Og are
c-projectively equivalent amounts to the fact that the tensor A satisfies the linear partial
differential equation

rXA D X
[
˝ƒCƒ[ ˝X C .JX/[ ˝ JƒC .Jƒ/[ ˝ JX;(1.4)

for all X 2 TM , whereƒ D 1
4

grad.trA/ and X [ D g.X; �/. We say that g and A are compat-
ible in the c-projective sense or just c-compatible if A is a Hermitian endomorphism solving
(1.4). In particular, any Hermitian endomorphism A with nowhere vanishing determinant
and c-compatible with g gives us a c-projectively equivalent metric Og by (1.3), this metric is
automatically Kähler with respect to J .

Another reason for working with A instead of Og is that in our local description, the
formulas for .g; A/ are much simpler than those for .g; Og/.

We describe locally all Kähler structures .g; J; !/ admitting solutions A to (1.4) in
Theorem 1.6 below. Since the description is relatively complicated, we first consider two
special cases corresponding to the “weakest” (Theorem 1.3) and “strongest” (Theorem 1.4)
case of c-projective equivalence.

Note that any parallel Hermitian endomorphismA (i.e., satisfyingrA D 0), in particular
the identity Id W TM ! TM , is a solution to (1.4). Such solutions correspond to Kähler
metrics Og which are affinely equivalent to g, i.e., which have the same Levi-Civita connection
as g.

Theorem 1.3 (Well-known special case of Theorem 1.6). – Let .M; g; J / be a Kähler
manifold of arbitrary signature and A W TM ! TM a parallel Hermitian endomorphism.
Then locally .M; g; J / is a direct product of Kähler manifolds .M
 ; g
 ; J
 /, 
 D 1; : : : ; N ,
and A decomposes as A D A1 C � � � C AN , where A
 W TM
 ! TM
 is a parallel Hermi-
tian endomorphism on .M
 ; g
 ; J
 / having either a single real eigenvalue c
 or a pair of
complex-conjugate eigenvalues c
 ; Nc
 .

The above theorem is just the de Rham–Wu decomposition [39, 44] of the Kähler mani-
fold into components corresponding to the parallel distributions given by the generalized
eigenspaces of A. This is not a complete description of pairs ..g; J /; A/, where .g; J / is
Kähler and A is a parallel Hermitian endomorphism: what is left is an explicit description
of the blocks .g
 ; J
 / and A
 . In the positive definite case, the description of these blocks
is trivial since in this case A
 is a constant multiple of Id W TM
 ! TM
 . If the signature
of g
 is arbitrary, the local description of .g
 ; J
 / and A
 has recently been obtained by C.
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Boubel in [14]. Boubel’s description of .g
 ; J
 ; A
 / is quite complicated, we will not repeat
it here and refer to [14] for more details.

Remark 1.1. – Let us reformulate the statement from Theorem 1.3 in matrix notation:
we can find local coordinates such that the matrices of g, J and A in these coordinates are
block-diagonal with the same structure of blocks:

(1.5) g D

0BB@
g1
: : :

gN

1CCA ; J D

0BB@
J1
: : :

JN

1CCA ; A D

0BB@
A1

: : :

AN

1CCA :
In all matrices, the components of each block only depend on the corresponding coordinates
and for each 
 D 1; : : : ; N the endomorphismA
 is Hermitian and parallel w.r.t. the Kähler
structure .g
 ; J
 /.

The “main idea” and “main observation” described in §1.2 become vacuous in the setting
of Theorem 1.3: the number of “canonical” Killing vector fieldsK1; : : : ; K` is zero, hence, the
quotient of the manifold is the manifold itself. The “main observation” remains, of course,
formally true but in this case projective equivalence is affine equivalence.

A special feature of the situation described in Theorem 1.3 is that the eigenvalues of A
are constant, and may have high multiplicities. Let us now consider the “strongest” special
case of c-projective equivalence: all eigenvalues of A are non-constant (when considered as
functions on M ), and their multiplicity is minimal possible.

Consider two projectively equivalent pseudo-Riemannian metrics h and Oh (i.e., metrics
having the same unparametrised geodesics) and define the endomorphism L by

L D L.h; Oh/ D

ˇ̌̌̌
ˇdet Oh
det h

ˇ̌̌̌
ˇ
1
nC1

Oh�1h:(1.6)

It is well known that L satisfies the equation

(1.7) rXL D X
[
˝ƒCƒ[ ˝X; for all X 2 TM;

where ƒ D 1
2

grad.trL/, X [ D h.X; �/ and r denotes the Levi-Civita connection of h.
Moreover, if L is h-selfadjoint and non-degenerate, then (1.7) is equivalent to the projective
equivalence of h and Oh given by

(1.8) Oh D jdetLj�1h.L�1�; �/

see [42] and e.g., [9]. To emphasize both the difference and similarity with c-compatibility
introduced above, we will say that h and an h-selfadjoint endomorphism L satisfying (1.7)
are compatible in the projective sense or just compatible.

Example 1. – Assume that on a certain domain U � R` we have a compatible pair h
and L for which the following conditions hold:

A1. The eigenvalues �1; : : : ; �` of L are all distinct at each point of U (complex conjugate
pairs �, N� with Im � ¤ 0 are allowed too), which allows us to view them as smooth
functions on U ;

A2. d�i ¤ 0 at each point of U , i D 1; : : : ; `.
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We now explain how, starting from such a compatible pair

(1.9) h D
X̀
i;jD1

Bij .x/dxidxj and L D
X̀
i;jD1

Lijdxj ˝
@

@xi
;

one can naturally construct a c-compatible pair, i.e., a Kähler structure .g; J; !/ and a
Hermitian endomorphism A satisfying (1.4). By �1; : : : ; �` we denote the elementary
symmetric polynomials in �1; : : : ; �` (i.e., .� C �1/ � � � .� C �`/ D �` C �1�

`�1 C � � � C �`).
Notice that under the assumption that �i are all distinct and d�i ¤ 0, the differentials of �i
are linearly independent, i.e., d�1 ^ d�2 ^ � � � ^ d�` ¤ 0. This follows from [9, Theorems 2,
3] and was essentially known to Levi-Civita [26]. Thus, both systems of functions �i ’s and
�i ’s can be considered as local coordinates on U .

Consider a domain V � R` with local coordinates t1; : : : ; t` and define g, ! on V � U in
the following way

(1.10) g D
X̀
˛;ˇD1

H˛ˇ .x/dt˛dtˇ C
X̀
i;jD1

Bij .x/dxidxj ; ! D
X̀
˛D1

d�˛ ^ dt˛;

where H˛ˇ D
P
ij B

ij .x/ @�˛
@xi

@�ˇ
@xj

and B ij are the components of the matrix inverse to Bij ,

i.e.,
P
k BikB

kj D ı
j
i . We also set

(1.11) A D
X̀
˛;ˇD1

M ˇ
˛ .x/dtˇ ˝

@

@t˛
C

X̀
i;jD1

Lij .x/dxj ˝
@

@xi
;

where M ˇ
˛ D

P
i;j L

i
j

@�ˇ
@xi

@xj
@�˛

.

Equivalently, in matrix form w.r.t. the coordinates t1; : : : ; t`; x1; : : : ; x`, the above expres-
sions take the form

(1.12) g D

 
Ph�1P> 0

0 h

!
; ! D

 
0 �P

P> 0

!
; A D

 
.PLP�1/> 0

0 L

!
where P D

�
@�˛
@xi

�
is the Jacobi matrix of the system of functions �1; : : : ; �` (w.r.t. the local

coordinates x1; : : : ; x`).

The following theorem, which describes c-projectively equivalent metrics under the
assumption that A.g; Og/ has the maximal number of non-constant eigenvalues, shows that
in this case the relation between projective equivalence and c-projective equivalence is rather
straightforward.

Theorem 1.4. – Let .h; L/ be a compatible pair on U satisfying A1 and A2. Then the
above Formulas (1.10) and (1.11) (or equivalently (1.12) in matrix form) define a Kähler
structure .g; !/ and a Hermitian endomorphism A which are c-compatible, i.e., satisfy (1.4).
Conversely, if a Kähler structure .g; !/ and a Hermitian endomorphismA are c-compatible and
the eigenvalues of A (as a complex endomorphism) satisfy A1 and A2 in the neighborhood of
some point, then locally, in the neighborhood of this point, g; ! andA can be written in the form
(1.10) and (1.11), where h D

P
i;j Bij .x/dxidxj and L D

P
i;j L

i
jdxj ˝ @xi are compatible.
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Example 2. – The simplest example of the situation described in Theorem 1.4 is
obtained by starting with a 2-dimensional compatible pair .h; L/ such that L has two
real non-constant eigenvalues �; � satisfying A1 and A2. The description of such a pair
is due to Dini [18], see also [10]: locally, we find coordinates x; y such that � D �.x/ and
� D �.y/ and

h D .� � �/.dx2 ˙ dy2/; L D �dx ˝
@

@x
C �dy ˝

@

@y
:

Applying Theorem 1.4 to these formulas, we obtain the formulas for the Kähler struc-
ture .g; !/ and the c-compatible endomorphism A. These formulas can be found in [11,
(3.1) and (3.2)].

We see that in the situation of Theorem 1.4, the entries of g, ! and A do not depend on
the coordinates t1; : : : ; t`. This implies that @

@t1
; : : : ; @

@t`
are J -preserving Killing vector fields,

and they are precisely the Killing vector fields K1; : : : ; K` which we mentioned in §1.2. The
quotient with respect to the local action of these vector fields is n-dimensional with local
coordinates x1; : : : ; x`, and the metric g descends to the metric gQ D h on the quotient.
As claimed in the “main observation” of §1.2, gQ admits a projectively equivalent metric OgQ
defined by the endomorphism L which also can be treated as the quotient L D AQ of the
Hermitian endomorphism A.

In the next example and theorem, we present the most general local expression which a
Kähler structure .g; !/ together with a solution A to Equation (1.4) can take. The construc-
tion below combines the previous two cases from Theorem 1.3 and Example 1.

Example 3. – We start with two ingredients:

— a compatible pair h and L defined on a domain U � R` and satisfying the conditions
A1 and A2 as in Example 1, see (1.9);

— a Kähler structure .gc; !c/ defined on some domain S with a parallel Hermitian endo-
morphism Ac (notice that the eigenvalues of Ac are constant).

In addition, we assume that the eigenvalues ofL at each point p 2 U are all different from
those of Ac.

Consider the direct product V � U � S , where V � R` is a certain domain of the
same dimension ` as U , and denote local coordinates on V , U and S by .t1; : : : ; t`/,
.x1; : : : ; x`/ and .y1; : : : ; y2k/ respectively. On this product V � U � S , we now define a
pseudo-Riemannian metric g and a 2-form !:

(1.13)

g D
X̀
˛;ˇD1

H˛ˇ .x/�˛�ˇ C
X̀
i;jD1

Bij .x/dxidxj C gc
�
�L.Ac/�; �

�
;

! D
X̀
˛D1

d�˛ ^ �˛ C !c
�
�L.Ac/�; �

�
;

where �L.t/ D det.t �Id � L/ is the characteristic polynomial of L, �i D dti C ˛i and the
1-forms ˛i on S are chosen in such a way that d˛i D .�1/i!c.A

`�i
c �; �/ (which is possible

since !c.A
`�i
c �; �/ is a parallel 2-form on S ). The other ingredients, H˛ˇ and �i , are defined

as above in Example 1 and in addition we set �0 D 1.
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Further we define the endomorphism
(1.14)

A D
X̀
˛;ˇD1

M ˇ
˛ .x/ �ˇ˝

@

@t˛
C

X̀
i;jD1

Lij .x/ dxj˝
@

@xi
C

2kX
p;qD1

.Ac/
q
p dyp˝

 
@

@yq
�

X̀
iD1

˛iq
@

@ti

!
;

whereM ˇ
˛ D

P
i;j L

i
j

@�ˇ
@xi

@xj
@�˛

and ˛iq resp. .Ac/
q
p denote the components of ˛i resp.Ac w.r.t.

the coordinates y1; : : : ; y2k , i.e., ˛i D
P
q ˛iqdyq and Ac D

P
p;q.Ac/

q
p dyp ˝ @yq .

Equivalently, in matrix form (w.r.t. the basis �1; : : : ; �`; dx1; : : : ; dx`; dy1; : : : ; dy2k), the
above formulas take the form:

g D

0B@Ph�1P> 0 0

0 h 0

0 0 gc��L.Ac/

1CA ; ! D
0B@ 0 �P 0

P> 0 0

0 0 !c��L.Ac/

1CA ; A D
0B@.PLP�1/> 0 0

0 L 0

0 0 Ac

1CA ;
where P D

�
@�˛
@xi

�
is the Jacobi matrix of the system of functions �1; : : : ; �` (w.r.t. the local

coordinates x1; : : : ; x`).

Remark 1.2. – Each of the 1-forms ˛i on S is determined by .!c; Ac/ up to adding the
differential of a function. However, replacing �i by the 1-forms Q�i D �iCdfi in the formulas
of Example 3 for functions fi onS , it is easy to construct a local transformation f WM !M

identifying the formulas in Example 3 written down w.r.t. �i and Q�i respectively, see also the
discussion after Proposition 4.3 below.

We will call a point p 2 M regular with respect to a solution A of (1.4), if in the
neighborhood of this point the number of different eigenvalues of A is constant (which
implies that the eigenvalues are smooth functions in some neighborhood of p), and for each
eigenvalue � either d� ¤ 0, or � is constant in the neighborhood of p. Clearly, the setM 0 of
regular points is open and dense inM . Further (see Lemma 2.2 (4) below) we will see that the
number of non-constant eigenvalues ofA is the same near every regular point. The following
theorem generalizes Theorems 1.3 and 1.4:

Theorem 1.5. – The metric g and 2-form ! defined by (1.13) are a Kähler structure and
A defined by (1.14) is a Hermitian solution of (1.4).

Conversely, let .M; g; !/ be a Kähler manifold of arbitrary signature and A be a Hermitian
solution of (1.4). Then in the neighborhood of a regular point, the Kähler structure .g; !/ and
the endomorphism A can be written in the form (1.13) and (1.14) from Example 3.

Example 4. – The simplest example of the situation described in Theorem 1.5 is
obtained by starting with a 1-dimensional compatible pair h D dx2, L D �dx ˝ @x
for a function � D �.x/ satisfying d� ¤ 0 and a 2-dimensional Kähler structure .gc; !c/

with parallel Hermitian endomorphismAc D c �Id for a constant c. Applying Theorem 1.4 to
these formulas, we obtain the formulas for the Kähler structure .g; !/ and the c-compatible
endomorphism A given by [11, formulas (3.5) and (3.6)] (up to a slight change of notation).
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Theorem 1.5 gives us a description of a c-compatible pair .g; !/ and A (at a generic
point) provided we know a description of compatible pairs .h; L/ and also of Kähler struc-
tures .gc; !c/ admitting a parallel Hermitian endomorphism Ac. As we already mentioned
above, the latter have been described in [14]. The local normal forms for compatible
pairs .h; L/ have been obtained in [10] and this combined with Theorem 1.5 implies the
local normal forms for a c-compatible pair .g; !/ and A, see Example 5 and Theorem 1.6
below. We also refer to [11, Theorem 3.1] for the formulas in the 4-dimensional case.

Example 5 (Main example). – Let 2n � 4 and consider an open subset W of R2n of
the form W D V � U � S1 � � � � � SN for open subsets V;U � R` and S
 � R2m
 .
Let t1; : : : ; t` denote the coordinates on V and let the coordinates on U be separated into
r complex coordinates z1; : : : ; zr and q D ` � 2r real coordinates xrC1; : : : ; xrCq .

Suppose the following data is given on these open subsets:

— Kähler structures .g
 ; J
 ; !
 / on S
 for 
 D 1; : : : ; N .

— For each 
 D 1; : : : ; N , a parallel Hermitian endomorphism A
 W TS
 ! TS

for .g
 ; J
 / having a pair of complex conjugate eigenvalues c
 ; Nc
 2 C n R for

 D 1; : : : ; R and a single real eigenvalue c
 2 R for 
 D R C 1; : : : ; N such that the
algebraic multiplicity of c
 equalsm
=2 for 
 D 1; : : : ; R andm
 for 
 D RC1; : : : ; N .

— Holomorphic functions �j .zj / of zj for 1 � j � r and smooth functions �j .xj /
for r C 1 � j � r C q.

Moreover, we choose 1-forms ˛1; : : : ; ˛` on S D S1 � � � � � SN which satisfy

d˛i D .�1/i
NX

D1

!
 .A
`�i

 �; �/:(1.15)

We introduce some notation to be used throughout the paper. The function �i for 1 � i � r C q
is given by �i D

Q
�2Encnf�i g

.�i � �/, where Enc D f�1; N�1; : : : ; �r ; N�r ; �rC1; : : : ; �rCqg. The
1-forms �1; : : : ; �` on W are defined by �i D dti C ˛i . The function �i denotes the i th
elementary symmetric polynomial in the ` variables Enc, �i . O�s/ denotes the i th elementary
symmetric polynomial in the ` � 1 variables Enc n f�sg and the notation “c:c:” refers to the
conjugate complex of the preceding term.

Suppose that at every point ofW the values of the functions �1; N�1; : : : ; �rCq are mutually
different and different from the constants c1; Nc1; : : : ; cN and their differentials are non-zero
(which, as explained above, implies that they are linearly independent). Then .g; !; J / given
by the formulas

g D �
1

4

rX
iD1

�
�idz2i C c:c:

�
C

rCqX
iDrC1

"i�idx2i C
X̀
iD0

.�1/i�i

NX

D1

g
 .A
`�i

 �; �/(1.16)

C

X̀
i;jD1

�
�4

rX
sD1

 
�i�1. O�s/�j�1. O�s/

�s

�
@�s

@zs

�2
C c:c:

!

C

rCqX
sDrC1

"s
�i�1. O�s/�j�1. O�s/

�s

�
@�s

@xs

�2�
�i�j ;
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! D
X̀
iD1

d�i ^ �i C
X̀
iD0

.�1/i�i

NX

D1

!
 .A
`�i

 �; �/;

dzi ı J D 4
1

�i

@�i

@zi

X̀
jD1

�j�1. O�i /�j ; dxi ı J D �
"i

�i

@�i

@xi

X̀
jD1

�j�1. O�i /�j ;

�i ı J D
.�1/i

4

rX
jD1

�`�ij

�
@�j

@zj

��1
dzj C c:c:C .�1/i�1

rCqX
jDrC1

"j�
`�i
j

�
@�j

@xj

��1
dxj(1.17)

is Kähler, where "i D ˙1 depending on the signature of g. Moreover, writing ˛i D
P
q ˛iqdyq

and A
 D
P
p;q.A
 /

q
p dyp ˝ @yq w.r.t. local coordinates y1; : : : ; y2k on S D

Q

 S
 , we have

that the endomorphism A given by

A D
X̀
i;jD1

�
�iı1j � ıi.j�1/

�
�i ˝

@

@tj
C

rX
sD1

.�sdzs ˝
@

@zs
C c:c:/C

rCqX
sDrC1

�sdxs ˝
@

@xs

(1.18)

C

NX

D1

2kX
p;qD1

.A
 /
q
p dyp ˝

 
@

@yq
�

X̀
iD1

˛iq
@

@ti

!
is a Hermitian solution to (1.4).

Example 5 is an explicit construction of a Kähler metric (1.16) and a solution (1.18)
of (1.4). This fact can be verified by a straightforward, though non-trivial computation.
Another proof will be given in Sections 4.2 and 4.3. The next theorem shows that in the
neighborhood of a generic point, a Kähler metric g (of any signature) and a solution A of
(1.4) are, in a certain coordinate system, as in Example 5.

Theorem 1.6 (Local description of c-projectively equivalent metrics).

Let .M; g; J / be a Kähler manifold of arbitrary signature and A be a Hermitian solution of
(1.4). If in a small neighborhood W �M 0 of a regular point, A has

` D 2r C q non-constant eigenvalues on W which separate into r pairs of complex-
conjugate eigenvalues �1; N�1; : : : ; �r ; N�r W W ! C and q real eigenvalues �rC1; : : : ; �rCq W
W ! R,

N CR constant eigenvalues which separate intoR pairs of complex conjugate eigenvalues
c1; Nc1; : : : ; cR; NcR and N �R real eigenvalues cRC1; : : : ; cN ,

then the Kähler structure .g; J; !/ andA are given onW by the Formulas (1.16) and (1.18) from
Example 5.

Remark 1.3. – As stated above, the corresponding local description of a positive defi-
nite Kähler structure .g; J; !/ admitting a Hermitian solution A of (1.4) has been obtained
in [1] in the language of Hamiltonian 2-forms.
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Remark 1.4. – As mentioned above, Theorem 1.6 yields an “almost” explicit descrip-
tion (in the neighborhood of a regular point) of a Kähler metric g admitting a c-projectively
equivalent metric. What is not described explicitly are the Kähler structures .g
 ; !
 / that
admit parallel Hermitian endomorphisms A
 . The formulas for such a triple .g
 ; !
 ; A
 / in
local coordinates can be found in [14].

Remark 1.5. – As explained above, for positive definite metrics the local classification
was obtained in [1]. The main reason why the proofs from [1] cannot be generalized to metrics
of arbitrary signature is rather simple. Many calculations and arguments in [1] use the frame
in which both metrics are simultaneously diagonal. This is impossible in the pseudo-Kähler
case, since self-adjoint operators in pseudo-Hermitian vector spaces are not necessarily
semisimple. The above examples demonstrate that this phenomenon effectively shows up.

Recall that even the simplest cases of such a situation are nontrivial. Indeed, in the
Riemannian signature affinely equivalent metrics locally split into a direct product of
proportional metrics (with constant coefficient on each factor) and were completely under-
stood by Cartan and Eisenhart 100 years ago. For arbitrary signature, affinely equivalent
metrics have been described only very recently, in [14]. Similarly, in the Riemannian signa-
ture, projectively equivalent metrics were described already by Levi-Civita in 1896. The case
of arbitrary signature is much more complicated and has been solved only recently in [10, 9].

Note that in view of the discussion in §1.2, a local description of c-projectively equivalent
metrics “includes” (i.e., essentially implies) the results of [14] and [9]. A straightforward
attempt to generalize the proofs from [1] to an arbitrary signature would make it necessary
to re-obtain, in a different language, the main results of [14] and [9]. Note also that in
[15] (which in fact studies c-projectively equivalent metrics with special properties) it was
explicitly pointed out that the case of arbitrary signature is essentially more complicated due
to certain algebraic difficulties.

1.4. Structure of the paper

In §2, we recall that the existence of a c-projectively equivalent metric Og for a Kähler
metric g implies the existence of a family of independent commuting Hamiltonian (w.r.t. the
Kähler form !) Killing vector fields K1; : : : ; K`. These vector fields are also Killing w.r.t. Og.

We can form the quotient of M w.r.t. the local R`-action induced by these vector fields
and obtain a bundle structureM ! Q with fibers being the leaves of the foliation generated
by the vector fields Ki . Since g; Og are invariant w.r.t. the action of the vector fields Ki
and the orthogonal complements to the fibers w.r.t. g and Og coincide, they descend to
metrics gQ; OgQ on the quotient. This reduction will be explained in detail in §3. As we already
mentioned, in §1.2, the crucial observation is that the metrics on the quotient are projectively
equivalent. We prove this property in §3.2. More precisely, as explained in Example 1, instead
of OgQ we consider the endomorphism AQ obtained from gQ and OgQ by (1.6) and check the
compatibility condition for the pair gQ, AQ.

The local classification of pseudo-Riemannian projectively equivalent metrics, or equiv-
alently, compatible pairs gQ and AQ has been derived in [10]. We apply these results in §4.1
to obtain the normal forms for gQ, AQ on the quotient. These normal forms are, in fact,
simpler than the generic ones for projectively equivalent metrics: the tensor A D A.g; Og/
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from Theorem 1.6 has non-constant eigenvalues of (complex) algebraic multiplicity equal
to one such that the corresponding tensor AQ on the quotient has no non-trivial Jordan
blocks corresponding to the non-constant eigenvalues. This makes the formulas from [10]
much easier.

The requirement that g is Kähler and A is Hermitian implies that they are completely
determined by the reduced objects gQ andAQ on the quotient. In §4.1 we derive the formulas
for .g; !/ and A which are in essence equivalent to (1.13) and (1.14) (Proposition 4.3). The
next step is to show that there are no further restrictions on g, ! and A so that the formulas
from Proposition 4.3 give us a desired local description, see §4.2.

Finally in §4.3, we complete the proof of Theorem 1.6 by deriving the explicit Formulas (1.16)
and (1.18) from Example 5.

The second part of the article contains the proof of Theorems 1.1 and 1.2. As we already
pointed out, there is a close relationship between c-projective and projective equivalence.
This makes the proofs of these theorems rather similar. In Section 5 we focus on the proof of
the Yano-Obata conjecture (Theorem 1.1) and explain in a series of remarks how this proof
can be adapted for the Lichnerowicz conjecture (Theorem 1.2). This is done under one addi-
tional algebraic condition: the endomorphism A compatible with the metric g and induced
by the projective vector field v has no Jordan blocks with non-constant eigenvalues (2). The
latter case when A admits a “non-constant” Jordan block is treated in Section 6.

2. Canonical Killing vector fields for c-projectively equivalent metrics

Let .M; g; J / be a connected Kähler manifold of real dimension 2n � 4. Since by defi-
nition any A which is c-compatible with .g; J / commutes with J , we can consider A as an
endomorphism of the n-dimensional complex vector space TpM (with complex multiplica-
tion given by .aC ib/X D aX C bJX ). The determinant of A considered as complex endo-
morphism will be denoted by detCA. It is a smooth function onM and sinceA is Hermitian,
it is real valued. Up to a sign detCA equals

p
detA; though the latter is always positive and

smoothness may fail at the points where it vanishes.

Recall that a vector field is called a Killing vector field w.r.t. the metric g, if its local
flow preserves g. Similarly, a vector field is called holomorphic if its local flow preserves the
complex structure J .

Since the local flow of a holomorphic Killing vector field K preserves the symplectic
form ! D g.J �; �/, the vector field K is Hamiltonian in the neighborhood of any point or,
more generally, on every simply connected open subset. Recall that a vector fieldK is called
Hamiltonian if there exists a function f such that

iK! D �df or, equivalently, K D J gradf:

Such a function f is called a Hamiltonian forK and it is only unique up to adding a constant.
Conversely, since every Hamiltonian vector field preserves !, it is Killing if and only if it
is holomorphic. Recall also that holomorphic vector fields are characterized by the prop-
erty that their covariant differential is complex-linear (when considered as endomorphism

(2) According to the local description given by Theorem 1.6, in the c-projective setting such blocks do not occur.
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of TpM ) and therefore a Hamiltonian vector field K D J gradf is holomorphic if and only
if the hessian r2f is Hermitian.

Lemma 2.1. – For any A which is c-compatible with .g; J / the function detCA is a Hamil-
tonian for a Killing vector field.

We do not pretend that Lemma 2.1 is new: for positive definite metrics it is equivalent to
[1, Proposition 3] and this proof can be generalized to all signatures. We give a different and
shorter proof, which is based on the same observation as the proof given in [16, Proposi-
tion 4.10] but does not require introducing c-projectively invariant objects.

Proof. – Since the statement is local, w.l.o.g. we may assume that detA ¤ 0, otherwise we
can locally replace A by AC const � Id. Then, as explained in §1.3, the metric Og given by (1.3)
is c-projectively equivalent to g. We denote by r and Or the Levi-Civita connections of g and
Og. It is well known (see for example the survey [34]), and follows directly from the definition
of c-projective equivalence, that the connections r and Or are related by the equation

(2.1) OrXY � rXY D ˆ.X/Y Cˆ.Y /X �ˆ.JX/J Y �ˆ.J Y /JX;

where ˆ is an exact 1-form equal to the differential of the function

(2.2) � D 1
4.nC1/

ln
�

det Og
detg

�
:

Combining (1.3) and (2.2), we see that

exp.�2�/ D jdetCAj :

Now, it follows from straightforward calculations using (2.1) (see e.g., [34]), that the Ricci
tensors Ric and dRic of the metrics g and Og are related bydRic �Ric D �2.nC 1/.rˆ �ˆ2 C .ˆ ı J /2/:

Note thatrˆ is a symmetric .0; 2/-tensor. For a Kähler metric, the Ricci tensor is Hermitian
w.r.t. the complex structure. Then the above equation implies that rˆ � ˆ2 C .ˆ ı J /2 is
Hermitian. Hence,

r
2
jdetCAj D r2 exp.�2�/ D 2 exp.�2�/.�rˆC 2ˆ2/

D 2 exp.�2�/.�.rˆ �ˆ2 C .ˆ ı J /2/Cˆ2 C .ˆ ı J /2/

is Hermitian as well. This implies that J grad jdetCAj is Killing.

For each A which is c-compatible with .g; J /, Lemma 2.1 gives us a Hamiltonian Killing
vector field with the Hamiltonian function detCA. If A is not parallel, this function is non-
constant and therefore the Killing vector field is non-trivial.

Since Equation (1.4) is linear in A and admits Id W TM ! TM as a solution, we actually
have a whole family A.t/ D t � Id � A of endomorphisms c-compatible with .g; J /. For any
fixed t , the function detCA.t/ is a Hamiltonian for a Killing vector field which we denote
by K.t/. We will call these vector fields, and also all their linear combinations with constant
coefficients, canonical Killing vector fields corresponding to the solution A of (1.4) (or to the
c-projectively equivalent metric Og), or simply canonical Killing vector fields.
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Lemma 2.2. – The following statements hold for any endomorphism A which is c-
compatible with .g; J /:

1. Suppose for a smooth function � on an open subset U �M and for any point p 2 U the
number �.p/ is an eigenvalue ofA atp of algebraic multiplicity� 4. Then this function � is
a constant on U . Moreover, for any point of the manifold the constant � is an eigenvalue
of A.

2. The vectors grad � and J grad � are eigenvectors ofAwith eigenvalue � at the points where
the eigenvalue � is a smooth function.

3. At a generic point, the number of linearly independent canonical Killing vector fields
coincides with the number of non-constant eigenvalues of A.

4. At each regular point the number of eigenvalues � with d� ¤ 0 is the same.

5. At regular points, the restriction of g to the distribution spanned by the canonical Killing
vector fields is non-degenerate.

6. The canonical Killing vector fields K.t/, and also the vector fields JK.t/ commute: for
any t1; t2 2 R we have

ŒK.t1/;K.t2/� D ŒK.t1/; JK.t2/� D ŒJK.t1/; JK.t2/� D 0 and !.K.t1/;K.t2// D 0:

7. The local flow of every canonical Killing vector field preserves A.

8. For any two canonical Killing vector fields K.t1/;K.t2/ the vector JrK.t1/K.t2/ at any
point is contained in the span of the vector fields K.t/, t 2 R.

Most statements of the lemma can be found in [16]. More precisely, the first statement
is [16, Lemma 5.16], the second statement is [16, Corollary 5.17], the third statement follows
from [16, Theorem 5.18(1)], the fourth statement is [16, Proposition 5.12], the sixth statement
is explained in [16, §5.6] and the seventh statement follows from [16, Theorem 5.18(1)]. The
proofs in the present paper are different from those in [16], shorter and do not require
introducing c-projectively invariant objects. For g positive definite, most statements of the
lemma have been obtained in the language of Hamiltonian 2-forms in [1]. It is not possible
(that is, we did not find an easy way to do it, see also discussion in Remark 1.5) to directly
generalize the proofs from [1] to metrics of all signatures. Note also that Lemma 2.2(1), i.e.,
the non-existence of “non-constant” Jordan-blocks, was shown before in [11, Lemma 2.5]
for dimC.M/ D 2.

Proof. – Let �1.x/; : : : ; �k.x/ be the eigenvalues of A at a point x 2 M . In the proof
of the 1st statement of Lemma 2.2 we will work in the neighborhood of a generic point,
which implies that we may assume w.l.o.g. that the algebraic multiplicities of the eigenvalues
are 2m1; : : : ; 2mk , they do not change in this neighborhood and all �i are smooth, possibly
complex-valued functions. Now, evidently f .t/ D detC.t �Id�A/ D .t��1/m1 � � � .t��k/mk .
Note that the formula for f .t/ makes sense also if t 2 C n R. Indeed, because of linearity
of the Killing equation, for a Hamiltonian function f .t/ with t 2 C n R the Hamiltonian
vector field, which is now complex-valued, is still a holomorphic Killing vector field in the
sense that its real and imaginary parts are holomorphic Killing vector fields. To see this, note
that f .t/ is a polynomial in t so all of its coefficients are Hamiltonians for holomorphic
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Killing vector fields. Thus, for complex-valued t the real and imaginary parts of f .t/ are still
linear combinations of the coefficients.

Consider now the family df .t/ of differentials of Hamiltonians of the canonical Killing
vector fields. It is given by

(2.3)

m1.t � �1/
m1�1.t � �2/

m2 � � � .t � �k/
mkd�1

Cm2.t � �1/
m1.t � �2/

m2�1 � � � .t � �k/
mkd�2

C � � � Cmk.t � �1/
m1.t � �2/

m2 � � � .t � �k/
mk�1d�k :

Suppose now that a (possibly complex-valued) eigenvalue �i has algebraic multiplicity
2mi � 4. W.l.o.g. we may think that i D 1. We take an arbitrary point p, set Q� D �1.p/

and consider the Hamiltonian f .t/ with t D Q�. Since m1 � 2, we see that df . Q�/ D 0 at p.
Then the components of the matrix of the hessian r2f . Q�/ at p in any coordinate system xi
are simply given by the components @i@jf . Q�/ of the usual hessian at p and, hence,

r
2f . Q�/.p/ D m1.m1 � 1/. Q� � �1/

m1�2. Q� � �2/
m2 � � � . Q� � �k/

mkd�21 :

We see that if �1 is actually real-valued, the hessian r2f . Q�/ at the point p vanishes or has
rank 1. But it cannot have rank 1 because it is Hermitian. Thus, r2f . Q�/ has to vanish.

Suppose now �1 D ˛ C iˇ, where ˛ and ˇ are real-valued functions. Then,

d�21 D d˛2 � dˇ2 C 2id˛dˇ:

If d˛ and dˇ are linearly dependent, d˛2 � dˇ2 and d˛dˇ have rank 1 or 0. Since rank 1 is
impossible (this would imply that r2f . Q�/.p/ has rank 1 leading us to a contradiction) they
vanish. The case where d˛ and dˇ are linearly independent cannot occur because in this case
the bilinear forms d˛2 � dˇ2 and d˛dˇ have signature .1; 1; 2n � 2/, which contradicts the
fact that they are Hermitian. Finally, r2f . Q�/ D 0 at p.

It is well known that the first jet (i.e, the vector field and its first covariant derivative) of a
Killing vector field at a point determines the Killing vector field on the whole manifold. As
we just proved, the first jet of the Killing vector field corresponding to the Hamiltonian f . Q�/
vanishes at p. Then it vanishes on the whole manifold which implies that the function f . Q�/
is a constant. It is clearly zero at the point p so it is identically zero and Q� is an eigenvalue at
every point of the manifold. The 1st statement of Lemma 2.2 is proved.

Let us now prove the 2nd statement. Denote by X a vector field of eigenvectors corre-
sponding to a non-constant eigenvalue � (viewed as a function on the manifold). First
observe that for any vector Y we have

.A � � � Id/rYX D d�.Y /X � g.X; Y /ƒ � g.X;ƒ/Y

� g.X; J Y /Jƒ � g.X; Jƒ/J Y:
(2.4)

To obtain (2.4), take the covariant derivative in the direction of Y of the equation
.A � � � Id/X D 0, substitute (1.4) and rearrange the terms.

Taking Y orthogonal to X and to JX , we see that the right hand side of (2.4) is a
linear combination of the vectors X , Y and J Y . Note that since the algebraic multiplicity
of � is two, we have g.X;X/ D g.JX; JX/ ¤ 0 implying that X , Y and J Y are linearly
independent. Since the left hand side .A���Id/rYX is orthogonal to the kernel of .A���Id/,
the coefficient ofX , which is d�.Y /, is zero. Thus, the function � is constant in any direction
orthogonal to X and to JX . By the 1st statement of Lemma 2.2, the algebraic multiplicity
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of � is 2 and it follows that grad � and J grad � are eigenvectors of A corresponding to the
eigenvalue �.

To prove the 3rd statement, consider the non-constant eigenvalues of A and denote them
by �1; : : : ; �`. We will work near a generic point so we may assume that �1; : : : ; �` are smooth
functions with non-zero differentials. Observe that for any t the function .t � �i /mi is a
constant if the eigenvalue �i is a constant and, in view of the proved first statement, if
mi � 2. Then each f .t/ is proportional with a constant coefficient to .t��1/ � � � .t��`/. The
function Qf .t/ D .t ��1/ � � � .t ��`/ is a polynomial of degree `with leading coefficient equal
to 1 and has at most ` non-constant coefficients. Thus, the number of linearly independent
canonical Killing vector fields is at most `.

Since the gradients grad �i belong to different eigenspaces, they are linearly independent
and in view of (2.3), the differentials of Qf .t1/ and Qf .t2/ are linearly independent for t1 ¤ t2
so the number of linearly independent canonical Killing vector fields is precisely `.

To prove the 4th statement, recall that a Killing vector field which vanishes on an open set
vanishes everywhere. Then, by the 3rd statement of the lemma, the number of non-constant
eigenvalues is the same on every open subset of regular points and the claim follows.

In order to prove the 5th statement, observe that the distribution spanned by the canonical
Killing vector fields, at regular points, coincides with the distribution spanned by the Hamil-
tonian vector fields generated by the non-constant eigenvalues. By the 2nd statement, such
Hamiltonian vector fields have non-zero length at regular points and are mutually orthog-
onal, and the claim follows.

Let us prove the 6th statement. By the 2nd statement, we have

!.K.t1/;K.t2// D g.JK.t1/;K.t2// D 0

for any real numbers t1; t2. By definition of a Poisson bracket, this equation is equivalent
to say that the Hamiltonian functions f .t1/; f .t2/ corresponding to K.t1/;K.t2/ Poisson
commute, ff .t1/; f .t2/g D 0. On the other hand, recall that ŒK.t1/;K.t2/� is the Hamiltonian
vector field corresponding to the Hamiltonian ff .t1/; f .t2/g. We obtain ŒK.t1/;K.t2/� D 0.
The remaining equations follow from the fact that the vector field K.t/ is holomorphic and
therefore JK.t/ is also holomorphic.

To prove the 7th statement, assume w. l. o. g. that A is non-degenerate (the statement of
part (7) is local and we may change A! AC const � Id). Then we can consider the metric Og
from (1.3) c-projectively equivalent to g. It is sufficient to show that the canonical Killing
vector fields for g are also canonical Killing vector fields for Og. W.l.o.g. we may work in the
neighborhood of a regular point. Let �1; : : : ; �` denote the non-constant eigenvalues of A.
If we swap the metrics g and Og in the Definition (1.2), the tensor constructed by the pair
of metrics Og, g is clearly the inverse of the initial A, therefore its non-constant eigenvalues
are 1

�1
; : : : ; 1

�`
.

We will show that the canonical Killing vector field K.t/ for g, whose Hamiltonian is
detC.t � Id�A/, is proportional with a non-zero constant coefficient to the canonical Killing
vector field OK

�
1
t

�
for Og, whose Hamiltonian is detC

�
1
t
� Id � A�1

�
.

Since the multiplicity of the non-constant eigenvalues of A is two, up to multiplication
by a constant, for any t , the differential of detC.t � Id � A/ coincides with the differential
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of .t � �1/ � � � .t � �`/ which is

.t � �2/ � � � .t � �`/d�1 C .t � �1/.t � �3/ � � � .t � �`/d�2 C � � � C .t � �1/ � � � .t � �`�1/d�`:

Similarly, for any t ¤ 0, the differential of detC
�
1
t
� Id � A�1

�
is proportional with a constant

coefficient to the differential of .1
t
�

1
�1
/ � � � .1

t
�

1
�`
/ which is, up to multiplication by a non-

zero constant, given by

1

detC.A/

�
.�2 � t / � � � .�` � t /

1
�1

d�1

C .�1 � t /.�3 � t / � � � .�` � t /
1
�2

d�2 C � � � C .�1 � t / � � � .�`�1 � t / 1�` d�`
�
:

Now, the canonical vector fields K.t/ and OK
�
1
t

�
are related to the differentials of detC.t � Id � A/

and detC
�
1
t
� Id � A�1

�
by

K.t/ D J gradgdetC.t � Id � A/ and OK
�
1
t

�
D J grad OgdetC

�
1
t
� Id � A�1

�
:

Combining this with (1.3) and the 2nd statement, we conclude that K.t/ is proportional
to OK

�
1
t

�
with a constant factor.

Let us now prove the 8th statement. It is sufficient to prove it on the dense and open
subsetM 0 of regular points. As usual, by �1; : : : ; �` we denote the non-constant eigenvalues
of A. From the definition, it follows that the integrable distribution V spanned by the
canonical Killing vector fields K.t/, t 2 R, coincides with the distribution spanned by the
vector fields J grad�i , i D 1; : : : ; `. Consider the distribution F D V ˚ J V. It is spanned
by the family of vector fields K.t/; JK.t/, t 2 R, is integrable by the 6th statement and
coincides with the span of grad�i ; J grad�i , i D 1; : : : ; `. From Formula (2.4) combined with
the 2nd statement, it follows immediately that the distribution F is totally geodesic. By the
5th statement, the restriction gj L of g to an integral leaf L � M 0 of F is nondegenerate.

Then it follows that the integral leafs QL � L of the integrable subdistribution J V � F are
totally geodesic since they are orthogonal in . L ; gj L / to a distribution spanned by Killing
vector fields. This implies that rJK.t1/JK.t2/ is tangent to J V, or equivalently (since J is
parallel and K.t/ is holomorphic), that JrK.t1/K.t1/ is tangent to V as we claimed. This
completes the proof of Lemma 2.2.

Let �i denote the i th elementary symmetric polynomial in �1; : : : ; �`, i.e., in the non-
constant eigenvalues of A c-compatible with .g; J /. Note that although the �i may fail to
be smooth at certain points, the �i are globally defined smooth functions on M : clearly we
have detC.t �Id�A/ D P.t/

P`
iD0.�1/

i�i t
`�i , whereP.t/ is a polynomial of degree n�`with

constant coefficients and we put �0 D 1. In what follows we will mainly work with a special
set of canonical Killing vector fields K1; : : : ; K` corresponding to A, where Ki is defined to
be the Hamiltonian vector field with �i as a Hamiltonian function, i.e.,

(2.5) Ki D J grad�i :

These Killing vector fields have been considered in [1]. By Lemma 2.2, the span of these
vector fields at each point coincides with the span of the vector fields K.t/, t 2 R, and
therefore, they share all the properties that have been proven for the vector fields K.t/ in
Lemma 2.2. For instance, !.Ki ; Kj / D 0, hence, ŒKi ; Kj � D ŒJKi ; Kj � D ŒJKi ; JKj � D 0

and K1 ^ � � � ^K` ¤ 0 at each point of M 0.
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3. Reduction to the real projective setting

We recall the description of a Kähler manifold with a local isometric Hamiltonian
R`-action in §3.1. In the setting of c-projectively equivalent Kähler metrics, this action is
given by the commuting Killing vector fields K1; : : : ; K` from (2.5) induced by a Hermitian
solution A of (1.4). As stated in §1.2, the quotient of the Kähler manifold .M; g; J / w.r.t. to
this action yields a manifold .Q; gQ/ and gQ admits a projectively equivalent metric. This
will be described in detail in §3.2.

3.1. The Kähler quotient w.r.t. a local isometric Hamiltonian R`-action

Recall from [1, §3.1] that a local isometric Hamiltonian R`-action on a Kähler mani-
fold .M; g; J / is given by holomorphic Killing vector fields K1; : : : ; K` satisfying

!.Ki ; Kj / D 0

andK1 ^ � � � ^K` ¤ 0 on a dense and open subsetM 0 �M called the set of regular points.

Note that in [1], the name “`-torus action” was used instead of “R`-action”. The point
is that the metrics in [1, 2] are positive definite so that under the additional assumption of
compactness, the isometric R`-action described above generates a commutative subgroup of
the compact group of isometries, its closure being a torus.

Since the vector fields K1; : : : ; K` are symplectic, they are also locally Hamiltonian, i.e.,
we have Ki D J grad�i for certain local functions �i , i D 1; : : : ; `. The condition
!.Ki ; Kj / D 0 moreover implies that the vector fields mutually commute.

By Lemma 2.2, the canonical Killing vector fields (2.5) coming from a solution A of (1.4)
generate a local isometric Hamiltonian R`-action, where ` is the number of non-constant
eigenvalues of A at a regular point. The notion of regular points as introduced above coin-
cides with the notion of regular points introduced in §1.3. However, for the time being, we
will forget about c-projective geometry and will first restrict to the general setting of a local
isometric Hamiltonian R`-action.

Since we are dealing with metrics of arbitrary signature, we have to take care of the non-
degeneracy of orbits of an R`-action. A local isometric Hamiltonian R`-action given by
Killing vector fields K1; : : : ; K` is called non-degenerate if the restriction of the metric g to
the (regular) distribution

V D spanfK1; : : : ; K`g

on the regular set M 0 is non-degenerate.

As shown in Lemma 2.2 (5), the R`-action coming from the canonical Killing vector fields
corresponding to a solution A of (1.4) is non-degenerate in the above sense.

Given a local isometric non-degenerate Hamiltonian R`-action, we will now reduce the
setting by considering the quotient of M w.r.t. the action of the Killing vector fields. The
procedure of this reduction and the local description of Kähler metrics admitting a local
isometric Hamiltonian R`-action can be found in [1, §3.1] and [38]. For the sake of complete-
ness, we will recall these results. The only difference in our case is that the metric g is allowed
to have arbitrary signature but assuming non-degeneracy, there is actually no difference to
the procedure described in [1].
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Consider a non-degenerate local isometric Hamiltonian R`-action on .M; g; J / by holo-
morphic Killing vector fields K1; : : : ; K`. Let us restrict our attention to the regular set M 0

and letG denote the commutative (pseudo-)group generated by the local flows ofK1; : : : ; K`.
Consider the (local) quotientQ DM=G ofM w.r.t. theG-action and the (local) fiber bundle

� WM ! Q DM=G:

The vertical distribution of this bundle coincides with the distribution V and we define a
(G-invariant) horizontal distribution Q D V?. Let � D .�1; : : : ; �`/ W TM ! R` be the
corresponding connection 1-form on M , where the components �i have been chosen to be
dual to the Killing vector fields Ki , that is, the 1-forms �i are defined by

�i .Kj / D ıij and �i .Q/ D 0:

As above, the local generators for the vector fields Ki will be denoted by �i (so that
Ki D J grad�i ) and we can gather these functions into a (locally defined) moment map
� D .�1; : : : ; �`/ WM ! .R`/� for the Hamiltonian action ofG. Lemma 2.2 (6) implies that
the moment map � is G-invariant, thus it descends to a mapping � W Q ! .R`/� on the
quotient. The level sets S� in Q of this mapping are the Kähler quotients of .M; g; J / w.r.t.
the isometric Hamiltonian action of G. We refer the reader to [22, §3] for some background
on symplectic reduction and Kähler quotients.

On the other hand, we can also take the (local) quotient of M w.r.t. the action of the
commutative (pseudo-)group GC generated by the local flows of the commuting vector
fields K1; : : : ; K`; JK1; : : : ; JK`. The result is a manifold S D M=GC and since the tangent
spaces of the fibers of the bundle M ! S are J -invariant and the action of GC is by
holomorphic transformations, S inherits a canonical complex structure JS . As a complex
manifold, S can canonically be identified with the Kähler quotients S�. In view of this,
S carries a family of Kähler structures .g�; !�/ which are compatible with the complex
structure JS . The quotient Q may locally be written in the form Q D S � U , where the
open subset U � .R`/� parametrises the level sets of �. In this picture, the subset U can be
viewed as the parameter space for the family of compatible Kähler structures .g�; !�/ on S .

Since the forms �i ıJ and d�i span the same subspace of T �M , we can define a point-wise
non-degenerate matrix of functions Gij and its inverse with components Hij by

�i ı J D
X̀
jD1

Gijd�j and d�i ı J D �
X̀
jD1

Hij �j :(3.1)

Note that it follows from (3.1) that

Hij D g.Ki ; Kj /;

in particular, Hij and Gij are symmetric in i; j .
The Kähler structure can now be written in the form

g D g� C
X̀
i;jD1

Hij �i�j C
X̀
i;jD1

Gijd�id�j ;

! D !� C
X̀
iD1

d�i ^ �i :

(3.2)
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In our case, theR`-action induced by a solutionA of (1.4) satisfies one additional property
called rigidity that essentially simplifies the above local formulas for g and !.

Recall from [1, §3.2] that a local Hamiltonian R`-action on a Kähler manifold .M; g; J /
given by holomorphic Killing vector fields K1; : : : ; K` is called rigid if the leaves of the
distribution

F D V ˚ J V

are totally geodesic (where V is the vertical distribution of M ! Q).
There are a number of equivalent conditions to this rigidity property, see [1, Proposi-

tion 8]. We recall this result for convenience of the reader. Note that, although it has been
proven in [1] for positive signature, the proof still works in arbitrary signature assuming
non-degeneracy of the R`-action.

Proposition 3.1 ([1]). – Consider a local isometric Hamiltonian R`-action given by holo-
morphic Killing vector fields K1; : : : ; K`. The following assumptions are equivalent:

1. The action is rigid.

2. The functions Hij D g.Ki ; Kj / are constant on the level surfaces of the moment map
� WM ! .R`/�.

3. rKiKj 2 F for all i; j D 1; : : : ; `.

4. The Kähler quotient forms !� depend affinely on the components �i of the moment
map � W Q! .R`/� and their linear part pulls back to the curvature of .�1; : : : ; �`/.

Remark 3.1. – Condition (3) of the proposition can be replaced by “rKiKj 2 J V for
all i; j D 1; : : : ; `”. Indeed, if this holds, F is obviously totally geodesic, hence, the action
is rigid. The converse direction follows from the same line of arguments that has been used
in the proof of Lemma 2.2 (8). We see that “J V is totally geodesic” is another condition
equivalent to rigidity of the action.

Proposition 3.1 gives rise to some simplifications in (3.2) and we come to the following
local description:

Proposition 3.2. – Let .M; g; J; !/ be a Kähler 2n-manifold together with a rigid non-
degenerate (local) isometric Hamiltonian R`-action generated by Hamiltonian Killing vector
fields Ki D J grad�i , i D 1; : : : ; `. Then locally M can be presented as direct product

V.t1; : : : ; t`/ � U.�1; : : : ; �`/ � S.y1; : : : ; y2k/;

and g, ! and J take the following form:

g D
X̀
i;jD1

Hij .�/�i�j C
X̀
i;jD1

Gij .�/d�id�j C
X̀
iD1

�igi C g0;(3.3)

X̀
jD1

HijGjk D ıik

! D
X̀
iD1

d�i ^ �i C
X̀
iD1

�i!i C !0(3.4)
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and

�i ı J D
X̀
jD1

Gijd�j ; d�i ı J D �
X̀
jD1

Hij �j ; dyi ı J D dyi ı JS ;(3.5)

where the ingredients in these formulas are as follows:

1. �i D dti C ˛i with d˛i D !i ;

2.
�
g�D

P
i �igiCg0; !�D

P
i �i!iC!0; JS

�
, is a Kähler structure on S for any� 2 U

(compatible with the same complex structure JS independent of �);

3. @�iGjk D @�jGik .

Conversely, if on M D V � U � S we consider g, !, J as above, then .g; !/ is a Kähler
structure on M and the generators �1; : : : ; �` define a rigid non-degenerate (local) isometric
Hamiltonian R`-action. In particular, the vector fieldsKi D J grad�i are holomorphic Killing
vector fields.

3.2. Reduction from the c-projective to the projective setting

We continue to use the notation introduced in the preceding section but assume that
the nondegenerate local isometric Hamiltonian R`-action is given by the Killing vector
fields K1; : : : ; K` from (2.5) that come from a certain solution A of (1.4). Let gQ denote the
metric on the local quotientQ DM=G obtained from g. In the notation of Proposition 3.2,
Q can locally be identified with U � S and gQ can be obtained from (3.3) by removing the
first term, i.e.,

(3.6) gQ D
X̀
i;jD1

Gij .�/d�id�j C
X̀
iD1

�igi C g0:

Recall that the vertical distribution V D spanfK1; : : : ; K`g coincides with the span of
the vector fields J grad �1; : : : ; J grad �`, where �1; : : : ; �` are the non-constant eigenvalues
of A. Since by Lemma 2.2, the vector fields J grad �i take values in the eigenspaces of A,
the distribution V is A-invariant and consequently, A preserves also Q D V?. On the other
hand, according to Lemma 2.2 (7),A is preserved by the Killing vector fieldsKi and it follows
that A descends to a gQ-selfadjoint endomorphism AQ W TQ! TQ.

Recall the O’Neill formula [36] for a Riemannian submersion relating the Levi-Civita
connection rQ of the quotient metric gQ to the Levi-Civita connection r of g by

r
Q
X Y D pr Q.rXY /;(3.7)

where pr Q W TM ! Q is the projection onto the horizontal distribution Q and we adopted
the convention to denote vector fields on Q and their horizontal lifts to Q by the same
symbol. Note that the vector fieldƒ in (1.4) is tangent to the horizontal distribution Q and it
is invariant w.r.t. the action of theKi ’s. Thus,ƒ is (the horizontal lift of) a vector field onQ.

Lemma 3.3. – The endomorphism AQ W TQ! TQ obtained from A by reduction satisfies
the equation

r
Q
X AQ D X

[
˝ƒCƒ[ ˝X(3.8)
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for all X 2 TQ, where X [ D gQ.X; �/. In other words, gQ and AQ are compatible in the
projective sense.

Proof. – From the O’Neill Formula (3.7), the definition of AQ and commutativity of A
with pr Q, it follows that

.r
Q
X AQ/Y D r

Q
X .AQY / � AQ.r

Q
X Y / D pr Q..rXA/Y /:

Inserting (1.4) into this equation and using the fact that Jƒ is tangent to V D Q?, we obtain

.r
Q
X AQ/Y D g.X; Y /ƒC g.ƒ; Y /X D gQ.X; Y /ƒC gQ.ƒ; Y /X

as we claimed.

The local description of compatible pairs .gQ; AQ/ has been recently obtained in [10]
(see also [9]). These results, after some adaptation, will lead us to the local description of
pairs .g; A/.

4. Local description of c-projectively equivalent metrics

In this section we prove Theorems 1.5 and 1.6.

4.1. Local description of the quotients of c-projectively equivalent metrics and lifting

We have shown above that by taking the quotient of M w.r.t. the action of the Killing
vector fields K1; : : : ; K`, the local description of a Kähler manifold .M; g; J / of arbitrary
signature admitting a Hermitian solutionA of (1.4) is reduced to the classification of pseudo-
Riemannian manifolds .Q; gQ/ admitting a gQ-selfadjoint solution AQ to (3.8). In other
words, a description of c-compatible pairs g;A is reduced to a similar problem for compatible
pairs gQ, AQ on the quotient Q D M=G which has been solved in [10] and we apply this
result to our situation.

Before deriving the local description for the pair .gQ; AQ/ in our specific situation, we
briefly recall the “splitting and gluing constructions” from [9] appropriately reformulated for
our purposes, we refer to [10, §1.2] for a more detailed summary.

Let .Q; gQ/ be a pseudo-Riemannian manifold and AQ W TQ! TQ be a gQ-selfadjoint
endomorphism compatible with gQ in the projective sense, i.e., satisfying (3.8).

In the neighborhood of a generic point, the eigenvalues of AQ are smooth (possibly
complex valued functions). Some of them, say c1; : : : ; cn, are constant. Then the character-
istic polynomial �.t/ D det.t � Id � AQ/ of AQ can be written as

�.t/ D �nc.t/ � �c.t/

where the roots of �c are the constant eigenvalues of AQ (with multiplicities), whereas the
roots of �nc are the non-constant eigenvalues. Assume that these polynomials �nc.t/ and
�c.t/ are relatively prime, i.e., the non-constant eigenvalues cannot take the values c1; : : : ; cn.
In other words, we divide the spectrum of AQ.p/, p 2 Q into the “constant” and “non-
constant” parts, and assume that these parts are disjoint for any p 2 Q.
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Proposition 4.1. – [9] Locally Q can be presented as U.x1; : : : ; x`/ � S.y1; : : : ; ys/ so
that the endomorphism AQ and the metric gQ take the following block-diagonal form

(4.1) AQ.x; y/ D

 
L.x/ 0

0 Ac.y/

!
and gQ.x; y/ D

 
h.x/ 0

0 gc.y/ � �nc
�
Ac.y/

�! ;
where L and h are compatible (that is, satisfy (1.7)) on U , and Ac is parallel on S w.r.t. gc.

Conversely, AQ.x; y/ and gQ.x; y/ defined by (4.1) are compatible in the projective sense,
i.e., satisfy (3.8) on U � S , whenever h and L are compatible, Ac is parallel w.r.t. gc and the
spectra of L and Ac are disjoint.

Notice that the formula for the metric gQ can be equivalently rewritten as follows

(4.2) gQ D
X̀
i;jD1

Bij .x/dxidxj C
X̀
iD1

�i .x/gi C g0; gi D .�1/
igc.A

`�i
c �; �/;

which completely agrees with the Formula (3.6) for the reduced metric gQ. Here the first
term corresponds to the metric h and the remaining terms represent the other block, i.e., the
metric gc.y/ ��nc

�
Ac.y/

�
which can be understood as a family g� D

P
�igi Cg0 of metrics

on S parametrised by the coefficients �1; : : : ; �` of the characteristic polynomial �nc D �L
of the “non-constant” block L. Notice that the splitting of Q into the direct product U � S
in both cases is determined by the decomposition of TpQ into two AQ-invariant subspaces
corresponding to the partition of the spectrum of AQ into two parts, “constant” and “non-
constant”. Also notice that in both cases�i are the same: these are the elementary symmetric
polynomials of non-constant eigenvalues of L (or, which is the same, of A).

Formula (4.2) describes, however, a more general situation than (3.3). In particular, in
Proposition 4.1, the non-constant eigenvalues may have arbitrary multiplicities and the
“constant” block .S; gc; Ac/ carries no Kähler structure. Thus, some additional specific
properties of gQ andAQ should be taken into account. In particular, we need local formulas
for the metric which simultaneously satisfies (4.2) and (3.3).

As we know from Lemma 2.2 (1), the multiplicities of the non-constant eigenvalues
�1; : : : ; �` of AQ equal one and moreover d�1 ^ � � � ^ d�` ¤ 0 on Q by Lemma 2.2 (3). This
condition guarantees that both the eigenvalues �1; : : : ; �` and the symmetric polynomials
�1; : : : ; �` can be taken as local coordinates on U . Also we know from (3.3) that S is
endowed with a natural complex structure JS and for each � 2 U , the metric

g� D
X̀
iD1

�igi C g0

on S is Kähler and Ac on S is Hermitian w.r.t. .g�; JS /. In addition Ac is parallel w.r.t.
gc D g�.�nc.Ac/

�1�; �/ by Proposition 4.1. This obviously implies that the metrics gc and
g� are affinely equivalent for each�, i.e., their Levi-Civita connections coincide. Hence, if we
introduce!c D gc.JS �; �/ D !�..�nc.Ac//

�1
�; �/, then!c is parallel and therefore .gc; !c; JS /

is a Kähler structure on S admitting a parallel Hermitian endomorphismAc (in other words
the conclusion about the constant block in Proposition 4.1 now holds in the Kähler setting).

Summarizing, we see that the pair .gQ; AQ/ admits the following local description.
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Proposition 4.2. – Using the natural decompositionQ D U.x1; : : : ; x`/�S.y1; : : : ; y2k/
as in Proposition 4.1, we can write gQ and AQ as follows

(4.3) AQ.x; y/ D

 
L.x/ 0

0 Ac.y/

!
and gQ.x; y/ D

 
h.x/ 0

0 gc.y/ � �L.Ac/;

!
where

.L; h/ is a compatible pair on U (in the projective sense) such that the eigenvalues
�1; : : : ; �` of L are all distinct and d�i ¤ 0. Moreover, �L.t/ D det.t � Id � L/ denotes
the characteristic polynomial of L;

.S; gc; JS / is a Kähler manifold and Ac is a parallel Hermitian endomorphism on S .

The metric h D
P
i;j Bijdxidxj can be rewritten in coordinates �1; : : : ; �`

h D
X̀
i;jD1

Bijdxidxj D
X̀
˛;ˇD1

G˛ˇd�˛d�ˇ ; Bij D
X̀
˛;ˇD1

G˛ˇ
@�˛

@xi

@�ˇ

@xj

as in Proposition 3.2. As we know from this proposition, the componentsGij must satisfy one

additional condition, namely @Gij
@�k
D

@Gkj
@�i

. It turns out (see Proposition 4.4 and Lemma 4.5
below) that this property follows automatically from the compatibility of h and L. This
means that we have no more restrictions onto the reduced pair gQ and AQ, and can now
summarize the above discussion as follows.

Proposition 4.3. – Let .M; g; J; !/ be a Kähler 2n-manifold and let A be a Hermitian
solution to (1.4). Then in the neighborhood of a regular pointp 2M 0, whereA has non-constant
eigenvalues �1; : : : ; �`, we can introduce a local coordinate system

V.t1; : : : ; t`/ � U.x1; : : : ; x`/ � S.y1; : : : ; y2k/

in which g, ! and A take the following form

g D
X̀
˛;ˇD1

H˛ˇ�˛�ˇ C
X̀
i;jD1

Bijdxidxj C
X̀
iD0

�i � .�1/
igc.A

`�i
c �; �/(4.4)

! D
X̀
˛D1

d�˛ ^ �˛ C
X̀
iD0

�i � .�1/
i!c.A

`�i
c �; �/(4.5)

A D
X̀
˛;ˇD1

M ˇ
˛ .x/ �ˇ ˝

@

@t˛
C

X̀
i;jD1

Lij .x/ dxj ˝
@

@xi
(4.6)

C

2kX
p;qD1

.Ac/
q
p dyp ˝

 
@

@yq
�

X̀
iD1

˛iq
@

@ti

!
;

where the ingredients in these formulas are as follows:

1. .gc; !c/ is a Kähler structure and Ac D
P
p;q.Ac/

q
p dyp ˝ @yq is a parallel Hermitian

endomorphism on S ;

2. h D Bij .x/dxidxj is a pseudo-Riemannian metric and L.x/ is an endomorphism on U
forming a compatible pair (in the projective sense);
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3. the eigenvalues �1; : : : ; �` of L are pairwise distinct and satisfy d�i ¤ 0 on U ; they are
also different from the constant eigenvalues of Ac;

4. �i denote the elementary symmetric polynomials in �1; : : : ; �`, i D 1; : : : ; `, and we
set �0 D 1;

5. �i D dtiC˛i , where˛i D
P
q ˛iqdyq is a 1-form onS satisfying d˛i D .�1/i!c.A

`�i
c �; �/;

6. and finally H˛ˇ D
P
i;j B

ij @�˛
@xi

@�ˇ
@xj

, where B ij is the inverse of Bij and

M
ˇ
˛ D

P
i;j L

i
j

@�ˇ
@xi

@xj
@�˛

.

Proof. – The Formulas (4.4) and (4.5) follow from the discussion above. It remains to
derive Formula (4.6) forA. First of all we note that the basis dual to the coframe �i ; dxj ; dyq is
given by

@

@ti
;

@

@xj
;

@

@yq
�

X̀
iD1

˛iq
@

@ti
:

Comparing Formula (4.3) for AQ with Formula (4.6) for A, we see that the reduction of A
given by (4.6) is indeed given by AQ from Proposition 4.2. It remains to show how A acts on
the Killing vector fields @ti . Formula (4.5) shows that i@tˇ! D �d�ˇ , hence, @tˇ D J grad�ˇ .
Using that A commutes with J and that L is h-selfadjoint, we obtain

A
@

@tˇ
D JA.grad�ˇ / D JL.gradh �ˇ / D

X̀
i;j;˛D1

Lij
@�ˇ

@xi

@xj

@�˛

@

@t˛
D

X̀
˛D1

M ˇ
˛

@

@t˛
;

which establishes Formula (4.6).

Thus, we are led to the situation described in Example 3 and, therefore, the second part
of Theorem 1.5 is proved.

The main ingredients in the above local formulas are the pair .h; L/ on U and the triple
.gc; !c; Ac/ on S . The 1-forms ˛i on S are determined by .!c; Ac/ only up to the transfor-
mation ˛i 7�! ˛i C dfi for arbitrary functions fi on S . However, such functions define a
fiber-preserving local transformation f WM !M ,

f .t; x; y/ D .t1 C f1.y/; : : : ; t` C f`.y/; x; y/;

that fulfills f ��i D �i C dfi , f �dxj D dxj and f �dyq D dyq and pulls back the objects
in Proposition 4.3 written down w.r.t. �i to the corresponding objects written down w.r.t.
Q�i D �i C dfi . All the other ingredients appearing in the formulas of Proposition 4.3
can be uniquely reconstructed from .h; L/ and .gc; !c; Ac/. However, we do not know yet
whether these ingredients can be arbitrarily chosen or should, perhaps, satisfy some addi-
tional restrictions which are not mentioned in Proposition 4.3. The next section shows that
there are no more restrictions and (4.4), (4.5) and (4.6) can be used for the local description
of c-compatible g and A. To that end, we only need to substitute into these formulas the
local normal forms for .h; L/ and .gc; !c; Ac/ which were previously found in [10] and [14]
respectively.
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4.2. Realization

The purpose of this section is to prove the following result which is equivalent to the first
part of Theorem 1.5.

Proposition 4.4. – Let h D
P`
i;jD1 Bij .x/dxidxj be a pseudo-Riemannian metric and

L.x/ an endomorphism onU forming a compatible pair (in the projective sense) and let .gc; !c/

be a Kähler structure of arbitrary signature andAc a parallel endomorphism on S . Suppose that
the eigenvalues ofL andAc satisfy condition (3) from Proposition 4.3 and the 1-forms ˛i on S
are chosen as in condition (5). Then

g and ! given by (4.4) and (4.5) define a Kähler structure on V � U � S ;

A given by (4.6) is Hermitian w.r.t. .g; !/ and satisfies (1.4), in other words A and .g; !/
are c-compatible.

Proof. – To verify that g and ! define a Kähler structure, we use Proposition 3.2.
Formulas (4.4) and (4.5) are similar to (3.3) and (3.4) but we still need to verify some
conditions. First of all, we can use �1; : : : ; �` as local coordinates on U to rewrite the
term h D

P
i;j Bijdxidxj as

P
˛;ˇ G˛ˇd�˛d�ˇ , where Bij D

P
˛;ˇ G˛ˇ

@�˛
@xi

@�ˇ
@xj

and then
the matrices H˛ˇ and G˛ˇ are inverse to each other as required in Proposition 3.2. Next we
need to check that g� D

P`
iD0 �i � .�1/

igc.A
`�i
c �; �/ and !� D

P`
iD0 �i � .�1/

i!c.A
`�i
c �; �/

define a Kähler structure on S for any �, but this condition immediately follows from the
fact that .gc; !c/ is Kähler and Ac is Hermitian and parallel with respect to it. Notice that
the complex structure JS is, by construction, the same for all .g�; !�/.

Less trivial is the fact that h is a Hessian metric in the coordinates �1; : : : ; �`, i.e.,
that @�iGjk D @�jGik holds for all i; j; k (condition (3) from Proposition 3.2). To
prove it, we first notice that this condition is equivalent to the fact that the vector fields
grad�1; : : : ; grad�` commute. Indeed, @�iGjk D @�jGik means that the 1-forms
ˇk D

P
i Gikd�i are all closed. Hence, the statement immediately follows from the obser-

vation that the forms ˇ1; : : : ; ˇ` are dual to the vector fields grad�1; : : : ; grad�`, i.e.,
ˇk.grad�j / D ıkj .

Thus, it remains to prove the following lemma (cf. Lemma 2.2 (6) which is a c-projective
analogue of this statement).

Lemma 4.5. – Let h be a pseudo-Riemannian metric on U � R` and L be an h-selfadjoint
endomorphism compatible with h in the projective sense. Let

det.t � Id � L/ D
X̀
iD0

.�1/i�i t
`�i ;

where the functions �i , i D 1; : : : ; `, are the elementary symmetric functions in the eigenvalues
of L and �0 D 1. Then,

Œgrad�i ; grad�j � D 0 for all i; j:
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Proof. – First of all, since the vector fields grad�1; : : : ; grad�` are constant linear
combinations of the vector fields of the form vt D grad det.t � Id � L/ for t 2 R and vice
versa, it suffices to prove that

Œvt ; vs� D 0(4.7)

for all t; s 2 R. Moreover, it suffices to prove (4.7) for t; s which do not belong to the spectrum
ofL locally in the neighborhood of a point. ForL W TM ! TM an arbitrary non-degenerate
endomorphism and X an arbitrary vector field, recall the general formula

X.detL/ D .detL/tr.L�1rXL/:

In our case, L and therefore Ls D s � Id � L satisfy (1.7), i.e.,

rX .s � Id � L/ D �rXL D �X [ ˝ƒ �ƒ[ ˝X(4.8)

holds for a certain vector field ƒ. Defining fs D detLs and combining the previous two
equations we obtain

X.fs/ D �2fsh.X;L
�1
s ƒ/;(4.9)

or equivalently, vs D gradfs D �2fsL�1s ƒ. Note that this formula is meaningful and holds
true even if s is in the spectrum of L. We calculate

rXvs D 2fs
�
h.X;L�1s ƒ/L

�1
s ƒ � h.ƒ;L

�1
s ƒ/L

�1
s X � L

�1
s rXƒ

�
:

It is a well-known statement in projective geometry that the endomorphisms L and rƒ
commute, see for example the discussion below Theorem 7 in [7]. Replacing X by vt in the
last equation and using ŒL�1t ;rƒ� D 0, we obtain

rvt vs D 4fsft
�
�h.L�1t ƒ;L

�1
s ƒ/L

�1
s ƒC h.ƒ;L

�1
s ƒ/L

�1
s L

�1
t ƒC L

�1
s L

�1
t rƒƒ

�
:

Thus,
Œvt ; vs� D rvt vs � rvsvt

D 4fsft
�
�h.ƒ;L�1s L

�1
t ƒ/.L

�1
s � L

�1
t /ƒC h.ƒ; .L

�1
s � L

�1
t /ƒ/L

�1
s L

�1
t ƒ

�
:

Inserting the identity L�1s �L
�1
t D .t � s/L

�1
s L

�1
t into the last equation, we obtain (4.7) as

we claimed.

Applying this lemma to h and L from Proposition 4.4, we get condition (3) from Propo-
sition 3.2. Thus, now Proposition 3.2 implies that g and ! given by (4.4) and (4.5) indeed
define a Kähler structure on V � U � S which completes the proof of the first statement of
Proposition 4.4.

It is easy to see that A is Hermitian w.r.t. .g; !/. It remains to show that A satisfies (1.4)
and we will proceed as follows. Consider the Hermitian metric

Og D .detCA/�1g.A�1�; �/(4.10)

obtained from g and A by solving (1.2) w.r.t. Og. First, we show that Og is a Kähler metric
on .V � U � S; J /. Then we show that g and Og are c-projectively equivalent. This implies
that A satisfies (1.4) and we are done.

Proposition 4.6. – The metric Og is a Kähler metric on .V � U � S; J /.
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Proof. – We use the (local) formulas for g,! andA from Proposition 4.3 and the notation
introduced there. Since Og is Hermitian w.r.t. J by construction, we only need to check
that O! D Og.J �; �/ D .detCA/�1!.A�1�; �/ is closed.

Notice that detCA D c ��` for some constant c so that we may, without loss of generality,
replace O! by ��1

`
!.A�1�; �/.

Then, by (4.5) and (4.6), we get

c � O! D
X̀
iD1

��1`
�
d�i ı L�1

�
^ �i C

X̀
kD0

�k

�`
!k.A

�1
c �; �/;

where !k D .�1/k!c.A
`�k
c �; �/.

The closeness of O! now follows from two facts

— ��1
`

�
d�i ı L�1

�
D �d O�`C1�i , where O�k denotes the kth elementary symmetric

polynomial in the eigenvalues of L�1, i.e., in ��11 ; : : : ; ��1
`

. This is a general property
of a compatible pair .h; L/, see Lemma 4.7 below.

—
P`
kD0

�k
�`
!k.A

�1
c �; �/ D �

P`
kD0 O�`�k!kC1 D �

P`
iD1 O�`C1�i!i�!`C1. This relation

is straightforward.

Hence

c � O! D �
X̀
iD1

d O�`C1�i ^ �i�
X̀
iD1

O�`C1�i!i�!`C1

and the property d O! D 0 becomes obvious, as !k ’s are all closed and d�i D !i by
construction.

Thus, in order to complete the proof of Proposition 4.6 it remains to prove

Lemma 4.7. – Let h andL be compatible in the projective sense. Then the following relation
holds

1

detL

�
d�i ı L�1

�
D �d O�`C1�i

for i D 1; : : : ; `, where O�k is the kth symmetric polynomial in ��11 ; : : : ; ��1
`

.

Proof. – Recall that the compatibility condition (1.7) implies that the Nijenhuis torsion
of L vanishes (see for instance [8, Theorem 1]). Lemma 10 from [9] states that for such L the
following formula holds:

d�L.t/ ı L � t � d�L.t/ D �L.t/ � dtrL;

where �L.t/ D det.t �Id�L/ is the characteristic polynomial ofL. Let us multiply both sides
of this formula by L�1:

d�L.t/ � t � d�L.t/ ı L�1 D �L.t/ � dtrL ı L�1:

Hence,

d�L.t/ ı L�1 D
1

t

�
d�L.t/ � �L.t/ � dtrL ı L�1

�
:
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Using another nice formula dtrL ı L�1 D d.ln detL/, we get

d�L.t/ ı L�1 D
1

t
.d�L.t/ � �L.t/ � d.ln detL// D

1

t

detL � d�L.t/ � �L.t/ � d detL
detL

D
detL
t

detL � d�L.t/ � �L.t/ � d detL

det2L
D

detL
t
� d
�
�L.t/

detL

�
;

or equivalently
1

detL
d�L.t/ ı L�1 D t�1d

�
�L.t/

detL

�
;

which coincide with the desired relation if we take into account that �L.t/ D
P`
iD0.�1/

i�i t
`�i

and consider t as a formal parameter.

Remark 4.1. – We can derive the formulas in Lemma 4.7 in an alternative way: by the
same arguments as used in the proof of Lemma 2.2 (7), one easily derives the formula

(4.11) grad Oh�L�1.1=t/ D
.�1/`

t`�1
gradh�L.t/;

where Oh is the metric given by (1.8). The only thing we used to derive (4.11) is that gradh�i is in
the �i -eigenspace ofL for each eigenvalue �i ofL (and, of course, that each �i is smooth with
d�i ¤ 0). The polynomial expression (4.11) in t resp. 1=t gives rise to equivalent equations
on the coefficients. These equations are given by gradh�i D �grad Oh O�`C1�i (or, what is

equivalent, grad Oh O�i D �gradh�`C1�i ) for all i . Taking into account Formula (1.8) for Oh
and the fact that L is h-selfadjoint, one sees that the latter equations are just the gradient
version of the formulas in Lemma 4.7.

Thus, Og defined by (4.10) is a Kähler metric on .V � U � S; J /.

Consider now the Kähler metrics g; Og on .V �U�S; J /with Levi-Civita connectionsr; Or
respectively. Let T be the .1; 2/-tensor defined by

T .X; Y / D OrXY � rXY:

Since r; Or are both torsion-free, T is symmetric in X; Y . Moreover, since both r; Or
preserve J , we have the symmetry

T .X; J Y / D T .JX; Y / D JT .X; Y /:(4.12)

Lemma 4.8. – The tensor T satisfies

T .X; Y / D ˆ.X/Y Cˆ.Y /X �ˆ.JX/J Y �ˆ.J Y /JX(4.13)

for a certain 1-form ˆ on V � U � S .

Proof. – First we recall that A preserves the vertical distribution V and the horizontal
distribution Q D V? so that Q does not change if we consider Og instead of g. We will use
the same symbol for a vector field on Q and its horizontal lift to M D V � U � S .

Denoting by pr Q W TM ! Q the projection to the horizontal distribution, the O’Neill
Formula (3.7) implies

pr Q.T .X; Y // D Or
Q
X Y � r

Q
X Y
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for vector fields X; Y 2 �.TQ/, where rQ; OrQ are the Levi-Civita connections of the
horizontal parts gQ and OgQ of g and Og respectively.

From Formula (4.10) we see that OgQ D c � .detAQ/�1gQ.A�1Q �; �/ for some constant c,
where AQ is the quotient of A and we used that detCA equals detAQ up to multiplying with
a constant. Comparing this formula for OgQ with (1.8) and noting that, by construction, gQ
and AQ are compatible onQ, we see that OgQ is projectively equivalent to gQ. Thus, we have
that

Or
Q
X Y � r

Q
X Y D ˆ.X/Y Cˆ.Y /X(4.14)

is satisfied for allX; Y 2 �.TQ/ for a 1-formˆ onQ. Indeed, the fact that (4.14) is equivalent
to gQ; OgQ being projectively equivalent is a classical statement in projective geometry, see
[26].

Using (4.14), we obtain that the horizontal part of T is given by

pr Q.T .X; Y // D ˆ.X/Y Cˆ.Y /X:

However, since V is spanned by the Killing vector fields Ki , any g-or Og-geodesic 
.t/
in M being initially tangent to Q remains tangent to it for all values of t . It follows
that rXX; OrXX 2 Q whenever X 2 Q. Then T .X;X/ 2 Q for all X 2 Q and by
polarization (recall that T is symmetric) we have T .X; Y / 2 Q for all X; Y 2 Q. Thus, we
obtain

T .X; Y / D ˆ.X/Y Cˆ.Y /X;(4.15)

for all X; Y 2 Q. Since the form ˆ in (4.14) is explicitly given by the formula

ˆ D �
1

2
d ln.detL/

(which is a classical formula that can be obtained from (4.14) by contraction), we see that it
vanishes upon insertion of vector fields that are contained in the generalized eigenspaces ofA
corresponding to constant eigenvalues. Thus, (4.15) establishes Formula (4.13) for vector
fields tangent to Q.

It remains to verify Equation (4.13) upon insertion of vertical vector fields JX; J Y , where
X; Y 2 J V � Q. Using (4.12), we obtain

T .JX; J Y / D �T .X; Y /
(4.15)
D �ˆ.X/Y �ˆ.Y /X

D ˆ.JX/J Y Cˆ.J Y /JX„ ƒ‚ …
D0

�ˆ.JJX/JJ Y �ˆ.JJ Y /JJX;

which establishes (4.13) evaluated on JX; J Y . Further, for arbitrary Z tangent to Q, we
obtain

T .Z; JX/ D JT .Z;X/
(4.15)
D ˆ.Z/JX Cˆ.X/JZ

D ˆ.Z/JX Cˆ.JX/„ ƒ‚ …
D0

Z �ˆ.JZ/„ ƒ‚ …
D0

JJX �ˆ.JJX/JZ;

establishing (4.13) when evaluated on Z; JX . Thus, we verified (4.13) on all possible combi-
nations of tangent vectors and the claim follows.
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It is a classical statement in c-projective geometry, see for example [34, 43], and we used
this fact already in the proof of Lemma 2.1 that two complex torsion-free connections
r; Or on a complex manifold .M; J / are c-projectively equivalent (i.e., their J -planar curves
coincide) if and only if (4.13) is satisfied for a certain 1-form ˆ. Lemma 4.8 then shows
that g; Og are c-projectively equivalent. This implies that A D A.g; Og/ is a solution of
Equation (1.4) and completes the proof of the second part of Proposition 4.4.

4.3. Explicit formulas

In the preceding sections, we have proved Theorem 1.5 (see Propositions 4.3 and 4.4)
which can be understood as an invariant version of Theorem 1.6. We are now going to derive
the formulas from Example 5. Our starting point is Proposition 4.3. We will derive explicit
formulas for all the objects that have been introduced there and thereby prove Theorem 1.6.

The compatible pair h, L can be described explicitly by using the results from [10].
The latter article contains explicit formulas for a compatible pair in the general pseudo-
Riemannian case. In our case, there are no Jordan blocks (with non-constant eigenvalues)
and the formulas become similar to the classical Levi-Civita theorem—the only modification
being signs "i D ˙1 for each non-constant real eigenvalue �i (which allow us to “produce”
an arbitrary signature) and the occurrence of complex eigenvalues. Let

Enc D f�1; �1; : : : ; �r ; �r ; �rC1; : : : ; �rCqg

denote the set of (non-constant) eigenvalues of L (r pairs of complex-conjugate eigenvalues
and q real eigenvalues). Recall that the “gluing data” in [10, Theorem 1.3] takes the form of
a 1-dimensional block

hi D "idx2i ; Li D �i .xi /@xi ˝ dxi ;

for a real eigenvalue �i and (as follows from [10, Theorem 5] or [12, Theorem 2]) the form of
a 2-dimensional block

hi D
1

4
.�i .zi / � �i .zi //.dz

2
i � dz2i /; Li D �i .zi /@zi ˝ dzi C �i .zi /@zi ˝ dzi ;

if �i ; �i is a pair of complex conjugate eigenvalues, where zj is a complex coordinate w.r.t.
which �j is a holomorphic function.

Thus, by [10, Theorem 1.3], we find local coordinates z1; : : : ; zr ; xrC1; : : : ; xrCq (3) (where
the zj are complex coordinates and the xj are real coordinates) such that

h D �
1

4

rX
iD1

�
�idz2i C c:c:

�
C

rCqX
iDrC1

�i"idx2i ;

L D

rX
iD1

.�i@zi ˝ dzi C c:c:/C
rCqX
iDrC1

�i@xi ˝ dxi ;

(4.16)

(3) These coordinates should not be confused with the general coordinate system x1; : : : ; x` used, for instance, in
Proposition 4.3.
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where for 1 � i � r , �i .zi / is a holomorphic function of zi , for r C 1 � i � r C q, �i .xi /
only depends on xi , “c:c:” denotes the complex conjugate of the preceding term and

�i D
Y

�2Encnf�i g

.�i � �/:

The parts of g; ! and A in (1.16) and (1.18), which correspond to the “constant” block,
are obtained from the expressionsX̀
iD0

�i �.�1/
igc.A

`�i
c �; �/;

X̀
iD0

�i �.�1/
i!c.A

`�i
c �; �/ and

2kX
p;qD1

.Ac/
q
p dyp˝

 
@

@yq
�

X̀
iD1

˛iq
@

@ti

!
in the Formulas (4.4), (4.5) and (4.6) by decomposing .gc; !c/ in the sense of de Rham–Wu
[39, 44] according to the parallel distributions belonging to the generalized eigenspaces ofAc.
Each component .g
 ; !
 ; A
 / of this decomposition, as we have already mentioned, can be
described explicitly using the results of Boubel [14].

To establish the Formulas (1.16) and (1.18) for g; ! and A, it remains to find the formulas
for the parts of g; ! and A in the direction tangent to the Killing vector fields. We will
specialize the general coordinate system x1; : : : ; x` in Formula (4.4) by choosing �1; : : : ; �`
as coordinates, compare also the Formulas (3.3)–(3.5) in Proposition 3.2. With this choice of
coordinates, the matrix Hij (inverse to Gij defined by h D Gijd�id�j ) is just given by

(4.17) Hij D g.Ki ; Kj / D g.gradg�i ; gradg�j / D h.gradh�i ; gradh�j /:

Let �i . O�/ denote the i th elementary symmetric polynomial in the ` � 1 variables Enc n f�g.
Writing d�i D

P
�2Enc

�i�1. O�/d� in the coordinates from Formula (4.16) we have

d�i D
rX
sD1

�
�i�1. O�s/

@�s

@zs
dzs C c:c:

�
C

rCqX
sDrC1

�i�1. O�s/
@�s

@xs
dxs :(4.18)

Using the Formula (4.16) for h together with (4.18), we obtain

gradh �j D �4
rX
sD1

�
�j�1. O�s/

�s

@�s

@zs

@

@zs
C c:c:

�
C

rCqX
sDrC1

"s
�j�1. O�s/

�s

@�s

@xs

@

@xs
:(4.19)

From (4.17), (4.18) and (4.19), we obtain

Hij D �4

rX
sD1

 
�i�1. O�s/�j�1. O�s/

�s

�
@�s

@zs

�2
C c:c:

!
C

rCqX
sDrC1

"s
�i�1. O�s/�j�1. O�s/

�s

�
@�s

@xs

�2
:

(4.20)

Inserting the Formulas (4.16) and (4.20) into (4.4), we obtain the Formula (1.16) for g. It
remains to find the formula for A and the formulas for J acting on �i and d�j respectively.

Taking the differential of the identityY
�2Enc

.t � �/ D
X̀
sD0

.�1/s�st
`�s

and inserting t D �i , we obtain

d�i D
1

�i

X̀
sD1

.�1/s�1�`�si d�s :
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By (3.5), we have

d�i ı J D �
1

�i

X̀
s;tD1

.�1/s�1�`�si Hst�t :

Inserting (4.20) into this and applying standard Vandermonde identities (see the appendix
of [1]), we obtain

dzi ı J D 4
1

�i

@�i

@zi

X̀
jD1

�j�1. O�i /�j for 1 � i � r

and

dxi ı J D �
"i

�i

@�i

@xi

X̀
jD1

�j�1. O�i /�j for r C 1 � i � r C q:

Inverting these formulas by using Vandermonde identities shows the formula for �i ı J
expressed as a linear combination of the dzi and dxi . This establishes the formula for J
in (1.16).

Let us derive the remaining part of the Formula (1.18) for A. We have to show that
A @
@ti
D �i

@
@t1
�

@
@tiC1

(where we put @
@t`C1

D 0). The formula for ! in Proposition 4.3 shows

that the Killing vector fields @
@ti

coincide with Ki D J grad�i . Thus, we need to show that

(4.21) AKi D �iK1 �KiC1 for all i D 1; : : : ; `

(where we putK`C1 D 0), which immediately implies (1.18). As soon as (4.21) is derived, all
formulas from Example 5 are established and Theorem 1.6 is proven.

Formula (4.21) is in fact the reformulation to our setting of [1, formula (58)] and it can
be proven in the same way: let vt D gradh�L.t/, where as usual �L.t/ D det.t � Id � L/
D

P`
iD0.�1/

i�i t
`�i denotes the characteristic polynomial of L (in the terminology of

Proposition 4.3). For abbreviation define vi D gradh�i such that Ki D Jvi and 2ƒ D v1.
Recall that, using the compatibility of L and the metric h, we have derived the identity

(4.22) .t � Id � L/vt D �det.t � Id � L/v1 D �
X̀
iD0

.�1/i�i t
`�iv1

in the proof of Lemma 4.5. Inserting vt D
P`
iD1.�1/

i t`�ivi into the left-hand side of
(4.22) and setting v`C1 D 0, we obtain 0 D

P`
iD1.�1/

i .viC1 C Lvi � �iv1/t
`�i , hence,

Lvi D �iv1 � viC1. Of course, this holds also with L replaced by A and (4.21) follows after
multiplying with J and using that A commutes with J .

5. Proof of the Yano-Obata conjecture (Theorem 1.1)

The main goal of this section is to prove Theorem 1.1. Simultaneously, we will give a proof
of an important special case of the projective Lichnerowicz conjecture (Theorem 1.2), see
Theorem 5.1.
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Recall that the existence of a projective vector field v for a (pseudo)-Riemannian metric g
implies the existence of an endomorphism A compatible with g. According to Proposi-
tion 4.1, in the neighborhood of a regular point, A naturally splits into two blocks Ac and
L with constant and non-constant eigenvalues respectively.

If the non-constant block L (see Proposition 4.1) is diagonalisable (4), i.e., contains no
Jordan blocks, then the proofs of Theorems 1.1 and 1.2 are almost identical. For that reason,
parallel to the proof of the Yano-Obata conjecture, we will prove the following version of the
(pseudo-Riemannian) projective Lichnerowicz conjecture:

Theorem 5.1. – Let M be a closed connected manifold with an indefinite metric g on it.
Assume that .M; g/ admits a projective vector field v and letA be an endomorphism compatible
with g in the projective sense, A ¤ c � Id. If there exists a regular point p 2 M 0 at which the
non-constant block of A is diagonalisable, then v is affine.

In other words, this theorem says that in the absence of Jordan blocks with non-constant
eigenvalues, the (pseudo-Riemannian) projective Lichnerowicz conjecture holds true, i.e.,
non-affine projective vector fields do not exist on compact manifolds with indefinite metrics.
To complete the proof of this conjecture in full generality, it remains to show that Jordan
blocks with non-constant eigenvalues are also “forbidden”. For Lorentzian metrics, this will
be done in Section 6 which is the final step of the proof of Theorem 1.2.

The proof of Theorem 5.1 is organized as a series of remarks: at any step of the proof of
Theorem 1.1 we put a remark explaining how to change, if necessary, the proof in order to
obtain a proof of an analogous step of Theorem 5.1. In particular, we use similar notations
for the projective and c-projective cases.

5.1. Conventions and degree of mobility

Within the whole §5 (except Remarks 1–9 for Theorem 5.1 where we use similar notation
in the projective setting) we assume that .M; g; J / is a closed connected Kähler manifold of (a
priori) arbitrary signature and of dimension 2n � 4 (though the case 2n D 4 has been settled
in [11]), and that v is a c-projective vector field which is not an affine vector field. We denote
by ˆvt its flow, by definition the pullback of g w.r.t. ˆvt is a metric which is c-projectively
equivalent to g.

We define the degree of (c-projective) mobility D.g; J / of .g; J / as the dimension of the
space of Hermitian solutions of Equation (1.4). We always have 1 � D.g; J / < 1 (cf.
[16, 21]). If D.g; J / D 1, the flow of v acts by homotheties, since otherwise ˆ�t g is non-
proportional to g and hence D.g; J / � 2. Thus, this case is impossible since we assumed
that v is not an affine vector field.

Now, in the case D.g; J / � 3, Theorem 1.1 follows from [21, Theorem 1], where it is
proved that a closed connected Kähler manifold of arbitrary signature with D.g; J / � 3 is
either .CP.n/; c � gFS; Jstandard/ for some c 2 R n f0g or any metric which is c-projectively
equivalent to g is affinely equivalent to g. Thus, ifD.g; J / � 3, we are done. In the remaining
part of this section, we shall treat the case D.g; J / D 2.

(4) Recall that in the c-projective setting this condition is fulfilled automatically (see Lemma 2.2 (1)), whereas in the
projective setting non-constant Jordan blocks are allowed.
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Here is our first remark related to the proof of Theorem 5.1.
Remark 1 for Theorem 5.1. For a (pseudo)-Riemannian metric g, the degree of

(projective) mobility D.g/ is the dimension of the vector space of g-selfadjoint solutions of
(1.7). If D.g/ D 1, every projective transformation is a homothety and is an affine transfor-
mation. If D.g/ � 3 and g has indefinite signature, then by [30, Corollary 5.2] (which plays
here the role analogous to the role of [21] in the Kähler setting) each projective transforma-
tion is an affine transformation. Therefore, in the rest of the proof of Theorem 1.1 we may
(and will) assume that D.g/ D 2.

5.2. Scheme of the proof

Let us outline the steps of the proof of Theorem 1.1 under the assumption D.g; J / D 2.
In §5.3, we will derive the PDE’s that describe the evolution of the c-compatible pair g and
A along a projective vector field v.

In §5.4 we show that the equation for A can be reduced to one of three a priori possible
canonical forms. By using these forms we show that A cannot have non-constant complex
eigenvalues and moreover, the real eigenvalues are bounded only for one particular canonical
form, namely L vA D A.Id � A/. This equation will automatically imply that the constant
eigenvalues of A, if they exist, are 0 and 1.

This simplifies the formulas in Theorem 1.6 considerably. In the local classification, g and
A are in block-diagonal form. In §5.5, we will obtain a partial solution to the PDE system by
only considering the part that corresponds to the block spanned by the gradients of the non-
constant eigenvalues �1; : : : ; �` of A (that is the L-block from Theorem 1.5 and Example 3).
The PDE system restricted to this block reduces to ordinary differential equations on a
certain set of functions F1.�1/; : : : ; F`.�`/ and on the eigenvalues �i . Thus, we obtain quite
explicit formulas for A, g and v involving some yet unknown constants a1; : : : ; a` and C as
parameters.

In §5.6, we will use these formulas to analyze the asymptotic properties of the scalar prod-
ucts g.Ki ; Kj / of the Killing vector fields and the eigenvalues of the curvature operator. We
will conclude from this analysis that there cannot be more than one non-constant eigen-
value � (otherwise the eigenvalues of the curvature operator are unbounded for t ! ˙1
(which is impossible on a closed manifold) or g.Ki ; Kj / does not tend to zero for t ! ˙1
(as it should)).

Now we are left with a very specific form of the formulas in Theorem 1.6: there is only one
non-constant eigenvalue � and at most two constant eigenvalues 0 and 1. In §5.7 we complete
the proof of Theorem 1.1. We do this by deriving further restrictions on the constant C

from above that appears as a parameter in the metric. Using results of [21] we are then able
to conclude that the metric, up to a sign, is positive definite. This traces back the proof of
Theorem 1.1 to the corresponding result [32] for positive signature.

Remark 5.1. – As recalled in Introduction, a Riemannian version of Theorem 1.1 and
its generalizations for complete manifolds and for discrete groups of transformations were
proved before, in [32, 48, 16, 31]. However, the proofs in all these papers are visually very
different from ours. Indeed, the papers [32, 48, 16, 31] do not use local description of c-projec-
tively equivalent metrics or calculations in local coordinates at all. Instead, one studies the
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evolution of the sectional curvature or the norm of the c-projective Weyl curvature along the
orbits of the c-projective group. One observes that they are either unbounded, which may not
happen on a closed manifoldM , or the metrics satisfy an additional equation which in view
of results [21] implies that M is CP n with the Fubini-Study metric on it.

This circle of ideas cannot be generalized for metrics of indefinite signature as in this case
sectional curvature is usually unbounded even on closed manifolds, and vanishing of the
norm of a tensor does not imply that the tensor is zero.

Of course, in our proof we do use certain ideas and results that have been developed and
obtained before. As we explained in §5.1 above, a crucial role in our proof belongs to [21,
Theorem 1]. Also the results and ideas of [32] related to c-projectively invariant form of (1.4)
and special features of the degree of mobility 2 case, see §5.3, are very important for our
proof; combining them with local description of c-projectively equivalent metrics we obtain
a local description of (pseudo)Kähler metrics admitting essential c-projective vector fields,
see §5.5. But then the analysis of such metrics requires completely new methods since those
which were effective in the Riemannian situation simply do not work.

We would like to point out some of them, namely those which can be (and have been
already) used for solving other problems in differential geometry, see e.g., [13] and [6]):

— Reduction from the c-projective to the projective setting that relates c-projectively
equivalent (pseudo)-Kähler metrics with projectively equivalent metrics (with some
special properties) and vice versa (Section 3).

— Analysis of the evolution of the eigenvalues of the Hermitian operator A associated
with a pair of c-projectively equivalent metrics by (1.2) along a c-projective vector field
in the complex domain which finally shows that A admits no complex eigenvalues in
the case where the degree of mobility equals two (Section 5.4).

— Studying asymptotic properties of the scalar products g.Ki ; Kj / of the Killing vector
fields (Section 5.6).

— Interpretation of the curvature tensor R of a Kähler metric as a linear operator acting
on the unitary Lie algebra u.g; J / and studying its algebraic properties in the case of
c-projectively equivalent Kähler metrics. In particular, we show thatR belongs to a very
special class of the so-called sectional operators well-known and playing an important
role in the theory of integrable systems on semisimple Lie algebras (see Appendix).

— Analysis of the eigenvalues of the curvature operator R W u.g; J /! u.g; J / based on
the latter observation (Proposition A.2).

5.3. C-projectively invariant form of Equation (1.4) and special features of D.g; J / D 2

Consider the canonical line bundle E D ƒ2nT �M over the Kähler manifold .M; g; J /
(where 2n D dimRM ). For a real numberw, we define the line bundle E .w/whose transition
functions are given by the transition functions of E to the power w. Note that M , as a
complex manifold, has a canonical orientation and we can assume positivity of the transition
functions of E . For an arbitrary tensor bundle E over M , we can then define the “weighted
version” E.w/ D E ˝ E .w/. Let S2JTM denote the bundle of Hermitian contravariant
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2-tensors and denote by r the Levi-Civita connection of g. In the appendix of [32] it was
shown that the PDE

rX� D X ˇƒ� C JX ˇ Jƒ� ; X 2 TM(5.1)

on sections � of S2JTM.
1
nC1

/, is c-projectively invariant, that is, it does not depend on
the choice of connection r in the class Œr� of c-projectively equivalent connections. The
weighted vector field ƒ� 2 �.TM. 1

nC1
// in (5.1) is the r-divergence of � divided by 2n and

X ˇ Y D X ˝ Y C Y ˝X denotes the symmetric product. For details we refer the reader
to the appendix of [32]. Let us denote by A .Œg�; J /� S2JTM.

1
nC1

/ the space of solutions of
(5.1). There is an isomorphism between the space A .g; J / of Hermitian solutions to (1.4)
(i.e., the space of Hermitian endomorphism c-compatible with .g; J /) and A .Œg�; J / given
by

' W A .Œg�; J / 7�! A .g; J /; '.�/ D ���1g ;

where

�g D g
�1
˝ vol

1
nC1
g

and volg is the volume form of g. Note that ��1g 2 S
2
JT
�M.� 1

nC1
/, so in '.�/ D ���1g the

weight cancels out and we obtain an ordinary field of endomorphisms. As described in more
detail in the appendix of [32], taking the Lie derivative L v� of a solution � to (5.1) w.r.t. the
c-projective vector field v yields again a solution to (5.1). Thus, we obtain a linear mapping

L v W A .Œg�; J / 7�! A .Œg�; J /:

Under the assumption D.g; J / D 2, we can chose a basis �; O� of A .Œg�; J / and find the
equations

L v� D ˛� C ˇ O�;

L v O� D 
� C ı O�
(5.2)

for certain real numbers ˛; ˇ; 
; ı.
Using (5.2) we can easily derive the Lie derivatives of A 2 A .g; J / and g along v.

Proposition 5.2. – Let v be a c-projective vector field for g andA 2 A .g; J /,A ¤ c �Id.
Then we have the equations

L vA D �ˇA
2
C .ı � ˛/AC 
Id(5.3)

and

L vg D

�
�
ˇ

2
trA � .nC 1/˛

�
g � ˇgA;(5.4)

for some constants ˛; ˇ; 
; ı 2 R. Moreover, the restriction �.t/ D �.ˆvt .p// of every eigenvalue
� of A to an integral curve of v satisfies the ODE

P� D �ˇ�2 C .ı � ˛/�C 
:(5.5)

Proof. – Take � D �g and O� D '�1.A/ D A�g as a basis of A .Œg�; J /. Then by using
(5.2), we get

L vA D L v. O��
�1
g / D .
�g C ı O�/�

�1
g � O��

�1
g .˛�g C ˇ O�/�

�1
g

D 
IdC ıA � ˛A � ˇA2:
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This yields (5.3). Moreover, a straightforward calculation yields

L vg D L v

�
.det g/

1
2.nC1/ ��1g

�
D

1

2.nC 1/
tr.g�1 L vg/g � g.˛�g C ˇ O�/�

�1
g

D

�
1

2.nC 1/
tr.g�1 L vg/ � ˛

�
g � ˇgA:

Left-multiplying by g�1 and taking the trace of this equation gives us

1

2.nC 1/
tr.g�1 L vg/ D �˛n �

ˇ

2
trA

and inserting this back into the equation for the Lie derivative of g, we obtain (5.4).

The remaining Formula (5.5) immediately follows from (5.3).

Remark 2 for Theorem 5.1. The projective (and projectively invariant) analogue of
(5.1) was obtained in [20]. Arguing as above we obtain the following version of Proposi-
tion 5.2:

Let v be a projective vector field for g and let A be compatible to g in the projective sense,
A ¤ c � Id. Then we have (5.3) and (5.5) and the Lie derivative of g satisfies

L vg D
�
�ˇ trA � .nC 1/˛

�
g � ˇgA; n D dimM;

i.e., in the first term on the right-hand side of (5.4) we simply need to replace ˇ
2

by ˇ.

5.4. Properties of the eigenvalues of A

The Equation (5.5) allows us to make several important conclusions about the eigenvalues
of A 2 A .g; J /.

First of all we notice that the coefficient ˇ in Equation (5.5) does not vanish. Indeed,
otherwise this equation takes the form P� D .ı � ˛/� C 
 and its non-constant solutions
are unbounded which is impossible due to compactness of M . Hence the eigenvalues of A
are all constant which contradicts the assumption that v is not affine. Thus, ˇ ¤ 0.

Next, we see that the constant eigenvalues of A are solutions to the quadratic equation
0 D �ˇx2 C .ı � ˛/x C 
 . Hence, there are at most two constant eigenvalues.

To simplify the further discussion, without loss of generality we may assume that the
evolution of a non-constant eigenvalue � of A along v is given by one of the ODEs

P� D �2 C 1; P� D �.1 � �/ or P� D �2:(5.6)

Indeed, the Equations (5.5) can be reduced to one of these canonical forms by rescaling v
and replacing A by c1AC c2Id for an appropriate choice of constants c1 ¤ 0; c2 2 R.

We now show that the eigenvalues of A cannot be complex.

Proposition 5.3. – Let .M; g; J / be a closed connected Kähler manifold of degree of
mobility D.g; J / D 2 and let v be a c-projective vector field which is not affine. Then all non-
constant eigenvalues of A 2 A .g; J / are real-valued.
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Proof. – If we allow � to be complex-valued, each of the above ODEs (5.6) should be
considered as a system of two ODEs on the real and imaginary part of �. The phase portraits
corresponding to these systems are shown in Figure 1. It can be seen from the pictures or
shown directly using the ODEs (5.6), that a non-constant solution to one of these equations
with imaginary part not identically zero is given by a circle in the complex plane.

-4 -2 2 4

-4

-2

2

4

-4 -2 2 4

-4

-2

2

4

-4 -2 2 4

-4

-2

2

4

Figure 1. The phase portraits for the ODEs P� D �2 C 1, P� D �.1 � �/, P� D �2

(from left to right).

As we see from Figure 1, the maximal value of an imaginary part of a complex eigenvalue,
taken over all points of the manifold and all eigenvalues, is not equal to the imaginary part
of a constant eigenvalue (for each case in (5.6), the constant eigenvalues are˙i , 0 and 1 or 0
resp.). In particular, the derivative of this eigenvalue in the direction of the c-projective vector
field is well-defined and non-zero. More precisely, the derivative of the imaginary part of � is
zero whereas the derivative of the real part is not. We now show that for complex eigenvalues
such a situation is impossible.

Basically this fact follows from our local description of c-projectively equivalent metrics
(Theorem 1.6) which states that the complex eigenvalues are holomorphic in an appropriate
local coordinate system. However, such a coordinate system exists only at generic points, so
we need to modify this idea and in particular to take into account the fact that the eigenvalues
cannot be considered as smooth functions at “collision” points where the multiplicities of the
eigenvalues change.

Assume that at a point p 2 M , a complex eigenvalue � of A, Im �.p/ ¤ 0, has
multiplicity k. It follows from standard facts that for small neighborhoods U.p/ � M of p
and U.�.p// � C of �.p/, A has precisely k eigenvalues �1; : : : ; �k at each point of U.p/
contained inU.�.p// and that the elementary symmetric functions in the variables �1; : : : ; �k
are smooth complex-valued functions on U.p/. In particular, the function �1 C � � � C �k is
smooth in U.p/.

Lemma 5.4. – Let the differential of the imaginary part of �1C � � � C �k vanish at p. Then

d.�1 C � � � C �k/ D 0:

Proof. – By contradiction, assume that d.�1 C � � � C �k/ ¤ 0. Consider the smooth
endomorphism

QA D .A � �1 � Id/ � � � .A � �k � Id/ W T �CU.p/! T �CU.p/;
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where T �CU.p/ denotes the complexified cotangent bundle ofU.p/. The kernel of QA defines a
smooth complex k-dimensional distribution D in T �CU.p/ whose value D.p/ at the point p
coincides with the kernel of .A� �.p/ � Id/k . The subspaceD.p/ is therefore the generalized
�.p/-eigenspace of A.

The differential of the smooth function �1 C � � � C �k at a generic point of U.p/ is
d�1C� � �Cd�k and since d�i ıA D �id�i (because, by Lemma 2.2, grad �i is an eigenvector
with eigenvalue �i of the g-selfadjoint endomorphism A), we obtain that d.�1C � � � C �k/ is
contained in D at every point of U.p/. In particular we have that at p, d.�1 C � � � C �k/ is
contained in D.p/, i.e., it is a generalized eigenvector of A corresponding to �.p/. On the
other hand, since d

�
Im.�1 C � � � C �k/

�
.p/ D 0, d.�1 C � � � C �k/ is a real 1-form at p. This

contradicts the following simple fact from Linear Algebra: if � is a complex eigenvalue of
a real linear endomorphism A, then the generalized �.p/-eigenspace of A contains no real
vectors.

Now take a point p 2M such that the imaginary part of an eigenvalue � of multiplicity k
at p takes its maximum in the sense that it is greater than or equal to the imaginary parts of
all eigenvalues at all points ofM and apply Lemma 5.4. The imaginary part of �1C � � �C �k
obviously satisfies d .Im

P
�i .p// D 0. On the other hand, the Lie derivative of

P
�i along

v at the point p is k � P� ¤ 0, where P� is defined by one of the Equations (5.6). Thus,
d.�1 C � � � C �k/ ¤ 0 in contradiction with Lemma 5.4. This completes the proof.

In fact, only the second equation of (5.6) is allowed. Indeed, since v is not affine, A
must have at least one non-constant eigenvalue and, moreover, this eigenvalue has to be real
according to Proposition 5.3. But it is easy to see that the equations P� D �2 C 1 and P� D �2

have no bounded real-valued non-constant solutions whereas �.t/ must be bounded due to
compactness of M .

Thus, we are left with the case where the eigenvalues of A satisfy

v.�/ D �.1 � �/(5.7)

and we may summarize the above discussion in the following

Proposition 5.5. – Let .M; g; J / be a closed connected Kähler manifold of real dimen-
sion 2n � 4 such that D.g; J / D 2 and let v be a c-projective vector field that is not affine.
Then, after an appropriate rescaling of v, we can find A 2 A .g; J / such that

1. the eigenvalues of A satisfy (5.7);

2. the eigenvalues of A are all real;

3. A has at most two constant eigenvalues 0 and 1.

Remark 3 for Theorem 5.1. The reduction of (5.5) to one of the canonical forms (5.6)
is a simple general fact from the theory of ODE’s. The statement of Proposition 5.3 was
proved in [10, Theorem 1.11] even under more general assumptions: on a compact mani-
fold M , each non-real eigenvalue of an endomorphism A compatible with g is necessarily
constant.

The first and third canonical forms from (5.6) are impossible for the same reason: in these
two cases non-constant real eigenvalues are not bounded (along v). Thus, the eigenvalues
of A satisfy (5.7) and the statement of Proposition 5.5 remains true without any changes.
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5.5. Explicit formulas for the non-constant block

In what follows, we will work with A 2 A .g; J / and a c-projective vector field v as in
Proposition 5.5. In particular, we assume that the non-constant eigenvalues �1; : : : :; �` of A
are real-valued and the constant eigenvalues, 0 and 1, have multiplicitiesm0 � 0 andm1 � 0
respectively.

Under these assumptions, the PDE systems (5.3) and (5.4) take the form

L vA D A.Id � A/;

L vg D �gA �

 X̀
iD1

�i C C

!
g;

(5.8)

where C is some constant (yet unknown and playing the role of an additional parameter).
We are going to evaluate the PDE system (5.8) component-wise. To make this more

transparent, we notice that on the set of regular points M 0 there is a natural structure
of two mutually orthogonal foliations. Recall that F denotes the integrable and totally
geodesic distribution spanned by the commuting vector fields given by the Killing vector
fields K1; : : : ; K` and the vector fields JK1; : : : ; JK`. Now let U be the distribution gener-
ated by grad �1; : : : ; grad �` (or, equivalently, by JK1; : : : ; JK`) so that F D U ˚ V, where
V is the distribution generated byK1; : : : ; K` and defined in the first part of the article. The
leaves of the other distribution U?, orthogonal to U , are just common level surfaces of
the eigenvalues �1; : : : ; �`. Note that both distributions are integrable: for U? this holds by
definition and for U it follows from the fact that U is generated by the commuting vector
fields JK1; : : : ; JK`.

The next statement summarizes some general properties of U which hold true for any
metric g from Theorem 1.6.

Proposition 5.6. – Let M 0 � M be the set of regular points (in particular, the non-
constant eigenvalues �1; : : : ; �` of A are all distinct and independent on M 0). Then on M 0

there is a structure of the integrable distribution U generated by grad �i .i D 1; : : : ; `/ with the
following properties:

1. The leaves of U are totally geodesic.

2. The leaves of U? are common level surfaces of �1; : : : ; �`.

3. Let L �M 0 be a leaf of U , then gj L and Aj L are compatible in the projective sense.

4. The non-constant eigenvalues �1; : : : ; �` can be considered as local coordinates on L .

5. Locally the metric g can be written as

g D
X̀
iD1

gi .E�/d�2i C
X
˛;ˇ

b˛ˇ .�; y/dy˛dyˇ ;

where
P`
iD1 gi .E�/d�

2
i is gj L .

6. The vector fields grad �i on M and on L coincide (no matter which metric, g or gj L , is
used to take the gradient) and therefore the quantities g.gradf1.E�/; gradf2.E�// do not
depend on how we compute them (on M or on L).
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7. The vector field ƒ D 1
4

grad .trA/ is the same on L and M . The tangent space of L is
invariant with respect to the endomorphism rƒ, moreover, the restriction of rƒ on L

coincides with rj Lƒ computed on L . This implies in particular that the eigenvalues
of rj Lƒ are some of the eigenvalues of rƒ.

8. The leaves of U are (locally) isometric.

Proof. – In view of rJ D 0 and the fact that Ki ; JKi are holomorphic, (1) follows
immediately from Lemma 2.2 (8).

(2) is clear from the definition.
(3) follows immediately from (1) combined with Equation (1.4) (compare also Lemma 3.3).
(4) follows from the assumption that �1; : : : ; �` are independent.
(5) is immediate from the local classification Theorem 1.6 and (6) follows directly from (5).

The first statement of (7) follows from (6) and the formula ƒ D
1
2

P`
iD1 grad �i . The

remaining statements of (7) then follow directly from (1).
The last statement (8) can be seen from the formula for g in (5).

Remark 4 for Theorem 5.1. In the projective setting, the definition of the set M 0 of
regular points remains essentially the same. We say that p 2M is regular if: 1) the algebraic
type ofA does not change in a (sufficiently small) neighborhoodU of p, 2) each eigenvalue �
is either constant on U (and then � equals either 0 or 1) or, if � is not constant on U , then
d�.p/ ¤ 0. Recall that in view of (5.7):

�.p/ ¤ 0 or 1 ) d�.p/ ¤ 0:

Clearly,M 0 is open and everywhere dense onM . However, a prioriM 0 might contain several
components related to different algebraic types. In particular, the number ` of non-constant
eigenvalues may be different for different components ofM 0. We continue to work with one
of the components of M 0 (for simplicity, we will still denote this component by M 0). Since
we want to prove Theorem 5.1 by contradiction, we assume from now on that there is a
regular point (or, which is the same, one of the connected components of M 0) where the
non-constant part of A is diagonalisable (over R), i.e., with no Jordan blocks. Recall from
the formulas in [10, Theorems 1.3 and 1.5] that in this case each non-constant eigenvalue
has multiplicity one.

Summarizing we have an open subset M 0 �M with the following properties:

1. at each point p 2 M 0, the endomorphism A has ` non-constant real eigenvalues
�1 < � � � < �`, each of multiplicity one;

2. d�i ¤ 0 everywhere on M 0;

3. the “constant part” of A has some fixed algebraic type with at most two eigenvalues 0
and 1 of multiplicity m0 and m1 respectively.

In particular, according to [10], locally in the neighborhood of every point p 2 M 0, we
can choose a coordinate system �1; : : : ; �`; y1; : : : ; ys (cf. Proposition 4.1) in which both g
and A split:

g D

 
h.�/ 0

0 gc.y/ � �L
�
Ac.y/

�! and A D

 
L.�/ 0

0 Ac.y/

!
:
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Here L D diag.�1; : : : ; �`/, the metric h and the endomorphism L are compatible in the
projective sense, Ac is parallel w.r.t. gc and �L.t/ D .t � �1/.t � �2/ � � � .t � �`/ is the
characteristic polynomial of L. This decomposition into “constant” and “non-constant”
blocks can naturally be reformulated in terms of two orthogonal foliations U and U?.
Proposition 5.6 remains true without any changes.

Also notice that (5.8) holds without any change in spite of the fact that in (5.4) we should
replace ˇ

2
by ˇ. This happens because 1

2
is compensated by the factor 2 in the formula for

the trace in the c-projective setting where trA D 2
P
�i C const (whereas in the real case,

trA D
P
�i C const).

The further analysis deals with the restrictions of g and v to leaves of U . These restrictions
are exactly the same for the projective and c-projective cases and, until §5.7, the proof for both
cases will be the same. The difference which appears in §5.7 will be clearly described.

We now want to derive explicit formulas for the restrictions of g and v to leaves of U . This
is sufficient for many discussions since some of the globally defined objects derived from g

and A only depend on the level sets of the non-constant eigenvalues, see §5.6 below.

We first notice that according to Theorem 1.6, at regular points p 2 M 0 we have
�i D �i .xi / and moreover @�i

@xi
¤ 0. This means, in particular, that we can use �i as local

coordinates instead of xi . This change of variables will simplify further computations.

Let v D v1 C v2 be the decomposition of the c-projective vector field v w.r.t. TM D U ˚ U?.
According to Proposition 5.6, there are certain functions vi1 such that v can be written as

v D
X̀
iD1

vi1
@

@�i
C v2:(5.9)

Since each eigenvalue �i satisfies (5.7) and is constant in the direction of U?, we imme-
diately see that

v.�i / D v
i
1

@�i

@�i
D �i .1 � �i /;

that is, vi1 D �i .1 � �i /.

From Theorem 1.6, we know that in our simplified situation (no complex non-constant
eigenvalues), g and gA can be written in the form (after the above change of variables
xi $ �i ),

g D
X̀
iD1

�i

Fi
d�2i C

X̀
i;jD1

Hij �i�j C gc.�nc.Ac/�; �/;

gA D
X̀
iD1

�i
�i

Fi
d�2i C

X̀
i;jD1

QHij �i�j C gc.�nc.Ac/Ac�; �/;

(5.10)

where�i D
Q
j¤i .�i��j /, Fi D "i

�
@�i
@xi

�2
, the functionsHij ; QHij only depend on �1; : : : ; �`

and �nc.t/ D
Q`
iD1.t � �i /.
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Proposition 5.7. – Locally, the metric g and the c-projective vector field v in the coordi-
nates �1; : : : ; �` are given by the formulas

g D
X̀
iD1

�i

Fi
d�2i C � � � ; v D

X̀
iD1

�i .1 � �i /
@

@�i
C � � � ;(5.11)

where �i D
Q
j¤i .�i � �j / and

Fi .t/ D ai .1 � t /
� C t1C`C C(5.12)

for some real constants ai and C .

Note that the term g�
P`
iD1

�i
Fi

d�2i in Formula (5.11), which is not written down explic-
itly, coincides with

P
˛;ˇ bij .�; y/dy˛dyˇ from part .5/ of Proposition 5.6. The expression

v �
P`
iD1 �i .1 � �i /

@
@�i

is just the projection of v onto U?.

Proof. – It easily follows from the explicit form of g given by (5.10) that the second
equation of (5.8) implies

(5.13) L v1

 X̀
iD1

�i

Fi
d�2i

!
D �

X̀
iD1

0@�i C X̀
jD1

�j C C

1A �i

Fi
d�2i ;

where v1 D
P
�j .1� �j /

@
@�j

. In other words, the first part of g can be differentiated along v
independently of the remaining terms.

From this equation we can easily derive the explicit formulas for Fi . To that end, we
compute the left hand side of (5.13):

L v1

 X̀
iD1

�i

Fi
d�2i

!
D

X̀
iD1

X
j¤i

�j .1 � �j /
@

@�j

�
�i

Fi

�
d�2i

C

X̀
iD1

�i .1 � �i /
@

@�i

�
�i

Fi

�
d�2i C

X̀
iD1

�i

Fi
Lv1d�2i

D

X̀
iD1

X
j¤i

�j .1 � �j /

�j � �i
�
�i

Fi
d�2i

C

X̀
iD1

X
j¤i

�i .1 � �i /

�i � �j
�
�i

Fi
d�2i �

X̀
iD1

�i .1 � �i /
@Fi

@�i

�i

F 2i
d�2i

C 2
X̀
iD1

�i

Fi

@

@�i

�
�i .1 � �i /

�
d�2i

D

X̀
iD1

X
j¤i

�
�j .1 � �j /

�j � �i
C
�i .1 � �i /

�i � �j

�
�
�i

Fi
d�2i

�

X̀
iD1

�i .1 � �i /
@Fi

@�i

�i

F 2i
d�2i C 2

X̀
iD1

�i

Fi
.1 � 2�i /d�2i
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D

X̀
iD1

0@X
j¤i

.1 � �i � �j / � �i .1 � �i /
@ lnFi
@�i

C 2.1 � 2�i /

1A �i

Fi
d�2i

D

X̀
iD1

0@` � 1 � .` � 2/�i � X̀
jD1

�j � �i .1 � �i /
@ lnFi
@�i

C 2.1 � 2�i /

1A �i

Fi
d�2i

D

X̀
iD1

0@`C 1 � .`C 2/�i � X̀
jD1

�j � �i .1 � �i /
@ lnFi
@�i

1A �i

Fi
d�2i :

Comparing this expression with the right hand side of (5.13), we obtain a simple ODE
on Fi :

`C 1 � .`C 2/�i �
X̀
jD1

�j � �i .1 � �i /
@ lnFi
@�i

D �

0@�i C X̀
jD1

�j C C

1A ;
which after simplification becomes

@ lnFi
@�i

D
`C 1C C � .`C 1/�i

�i .1 � �i /
D

C

1 � �i
C
1C `C C

�i

and we get

Fi D ai .1 � �i /
� C�1C`C C

i ;

as required.

In the proof of Proposition 5.7, we have actually shown that for D.g; J / D 2, not only g
and A restricted to integral leaves L of U are compatible in the projective sense, but also
the projection v1 of v to L is a projective vector field for h D gj L

. Indeed, the second
equation of (5.8) we used in the construction implies the second equation of (5.14) which
is equivalent to the property of v1 to be a projective vector field for h. Moreover, we already
know that v1 D v1.�/ depends only on � which is equivalent to the fact that v preserves the
distribution U?. Similarly, we have that v2 D v2.y/ (in the notation of Proposition 5.6) for
the component of v tangent to U? or, equivalently, that v preserves U . To see this, note that
we have Œv;Ki �.�j / D 0 for all i; j D 1; : : : ; ` (since Ki .�j / D 0 and v.�j / D �j .1 � �j /),
hence, Œv;Ki � 2 U?. Since v is holomorphic and, by the first equation in (5.8), preserves
the generalized eigenspaces of A, we obtain that Œv; JKi � 2 U for all i D 1; : : : ; `, hence, v
preserves U . We summarize this discussion in the following

Corollary 5.8. – Let v be a c-projective vector field and D.g; J / D 2. Consider the
natural decomposition of v associated with the distributions U and U?:

v D v1 C v2; v1 2 U ; v2 2 U?:

Let L denote an integral leaf of U and denote by h D gj L
and L D Aj L

the restrictions of g
resp. A to L . Then

1. The vector field v preserves both distributions U and U?, that is, v1 D v1.�/ and
v2 D v2.y/ (in the notation of Proposition 5.6).
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2. The projection v1 of v onto L is a projective vector field for h and the Equations (5.8) can
be naturally restricted onto L , namely we have

(5.14)

L v1L D L.Id � L/;

L v1h D �hL �
�X̀
iD1

�i C C
�
h:

5.6. There is only one non-constant eigenvalue

The goal of this subsection is to prove

Proposition 5.9. – LetA 2 A .g; J / and the assumptions be as in Proposition 5.5. Then
A cannot have more than one non-constant eigenvalue.

The idea of the proof is based on the analysis of geometric properties of the metric g
given by (5.11) or, more precisely, of the restriction h D gj L

. By construction these explicit
formulas for g are local, but we will show that they make sense for all admissible values of �i .

Proposition 5.10. – Consider the domain U D f0 < �1 < � � � < �` < 1g with the metricX̀
iD1

�i

Fi
d�2i

(compare (5.11)). There is a natural isometric embedding of � W U ! M (as a maximal leaf
of the totally geodesic foliation U).

Proof. – Locally, � is defined in a very natural way. We choose a particular leaf L with
�i as local coordinates and say that �.�1; : : : ; �`/ is the point on L with the same coordi-
nates �1; : : : ; �`. We start with a certain point a0 2 U and then extend this map as long as
we can. The map � so obtained is obviously an isometry. We need to show that such a prolon-
gation can be made to any point of U .

The argument is standard. Consider a smooth curve a.t/ with a.0/ D a0 2 U and
a.1/ D a1 2 U , and choose T0 2 Œ0; 1� to be the supremum of those T 2 Œ0; 1� for which the
extension along the curve a.t/, t 2 Œ0; T �, is well defined. Take the image �.a.t//, t 2 Œ0; T0/.
Since M is compact, we can find a limit point p of �.a.t// as t ! T0. By continuity, the
eigenvalues of A.p/ coincide with the coordinates of a.T0/ in U , i.e., 0 < �1 < � � � < �` < 1.
But this condition guarantees that p 2M 0, i.e., in the neighborhood of p, the foliation U is
defined. This obviously implies that p 2 L , moreover p D �.a.T0// and we can extend � to
some neighborhood of a.T0/ 2 U . In particular, T0 cannot be an interior point of Œ0; 1�. In
other words, the prolongation of � along a.t/ is well defined for all t 2 Œ0; 1�.

Consider the function f W U ! R:

(5.15) f .E�/ D h
�
grad

X̀
iD1

�i ; grad
X̀
iD1

�i
�
;

where h is the metric on U defined explicitly by (the first term of g in) (5.11).
According to Proposition 5.10, we can naturally identify the domain

U D f0 < �1 < � � � < �` < 1g
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with a leaf L of U . Moreover, the function f can be considered (up to a constant multiple)
as the restriction to L of the function g.grad trA; grad trA/ which is globally defined and
smooth on M (see part .6/ of Proposition 5.6). This immediately implies certain conditions
on f .E�/.

Proposition 5.11. – The function f .E�/ must be bounded on U . Moreover, we have
f .E�/! 0 as .�1; : : : ; �`/! .0; : : : ; 0/ or .�1; : : : ; �`/! .1; : : : ; 1/.

Proof. – The first claim follows from the compactness ofM . Since trA takes its minimum
resp. maximum value at the limit points .0; : : : ; 0/ resp. .1; : : : ; 1/, we obtain that grad trA
tends to zero if .�1; : : : ; �`/ tends to .0; : : : ; 0/ or .1; : : : ; 1/. The proves the proposition.

These conditions will give us some further restrictions on g. It is straightforward to
compute the function f .E�/ explicitly using (5.11):

f .E�/ D
X̀
iD1

Fi

�i
D

X̀
iD1

ai .1 � �i /
� C�1C`C C

iQ
j¤i .�i � �j /

:(5.16)

To study the limiting behavior of such functions we use the following

Lemma 5.12. – 1. Let k1; : : : ; k` be functions of one variable. Then the function

f D
X̀
iD1

ki .�i /Q
j¤i .�i � �j /

;

defined on the domain �1 < � � � < �`, is equal to the quotient of determinants

det

0BBBBBBB@

1 1 � � � 1

�1 �2 � � � �`
:::

:::
: : :

:::

�`�21 �`�22 � � � �`�2
`

k1.�1/ k2.�2/ � � � k`.�`/

1CCCCCCCA det

0BBBBBBB@

1 1 � � � 1

�1 �2 � � � �`
:::

:::
: : :

:::

�`�21 �`�22 � � � �`�2
`

�`�11 �`�12 � � � �`�1
`

1CCCCCCCA

�1

2. If f is bounded on the domain �1 < � � � < �`, then k1 D � � � D k`.

3. We have f .�1; : : : ; �`/ � 0 if and only if ki .�i / D p.�i /, where p.�i / is a polynomial
in �i (independent of i) of degree � ` � 2.

Proof. – The proof of (1) follows from standard manipulations for calculating determi-
nants and by applying the formula for the determinant of the Vandermonde matrix.

To prove (2), consider for instance the limit �1 ! �2 under which the Vandermonde
determinant in the denominator of the expression for f tends to zero. Since f is bounded,
the determinant in the numerator must also tend to zero which implies that k1 and k2 are
equal.

Part (3) follows immediately from the formula in part .1/ and the vanishing of the deter-
minant in the numerator.

We apply part .2/ of Lemma 5.12 to the function f .E�/ from (5.15) written in the form
(5.16) to obtain
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Corollary 5.13. – The parameters ai ’s in (5.11), (5.12) are all equal. In other words, the
functions Fi from (5.11) coincide and take the form

Fi .t/ D F.t/ D a.1 � t /
� C t1C`C C :

To find restrictions on the constant C and the number ` of non-constant eigenvalues we
use another interesting property of functions of the form (5.16).

Lemma 5.14. – Let

f .E�/ D
X̀
iD1

k.�i /Q
j¤i .�i � �j /

;

where E� D .�1; : : : ; �`/. If k is smooth in the neighborhood of x 2 R, then

lim
E�!Ex

f .E�/ D
1

.` � 1/Š
k.`�1/.x/;

where we define Ex D .x; : : : ; x/.

Proof. – In the neighborhood of x, we can write k in the form

k.t/ D

`�1X
jD0

1

j Š
k.j /.x/.t � x/j C O..t � x/`/:

Inserting this into the formula for f , we obtain

f .E�/ D

`�1X
jD0

1

j Š
k.j /.x/

X̀
iD1

.�i � x/
jQ

r¤i .�i � �r /
C

X̀
iD1

O..�i � x/
`/Q

j¤i .�i � �j /
:

Applying Lemma 5.12 (3) to the functions ki .�i / of the form .�i � x/
j , we obtain

f .E�/ D
1

.` � 1/Š
k.`�1/.x/C

X̀
iD1

O..�i � x/
`/Q

j¤i .�i � �j /
:

The claim now follows by taking the limit E�! Ex.

The functionF.t/ from Corollary 5.13 is clearly smooth at each point t 2 .0; 1/. Applying
Lemma 5.14, we obtain that lim

E�!Et f .E�/ D F
.`�1/.t/=.`�1/Š holds for the function f .E�/ DP`

iD1 F.�i /=�i from (5.15). The limiting behavior lim
E�!Et f .E�/ ! 0 for t ! 1 and t ! 0

(see Proposition 5.11) then implies the inequalities

� C > ` � 1 and 1C `C C > ` � 1:

Equivalently we have

�2 < C < 1 � `:

This inequality is not fulfilled for ` � 3. Thus, we have

Corollary 5.15. – The number ` of non-constant eigenvalues is either 1 or 2. Moreover,
we have

�2 < C < �1 for ` D 2 and � 2 < C < 0 for ` D 1:
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Now let us show that also ` D 2 contradicts our assumptions. If ` D 2, then the metric
h D gj L

(see Proposition 5.7) takes the form

(5.17) .�1 � �2/

�
d�21
F.�1/

�
d�22
F.�2/

�
;

where F.t/ D a.1� t /� C t3C C and �2 < C < �1. Without loss of generality we may assume
that a D 1.

Let us compute one special eigenvalue of the curvature operator of the metric g onM by
using Proposition A.2, see appendix. We know that each eigenvector of A (e.g., grad �i ) is at
the same time an eigenvector of rƒ (Lemma A.1 and Remark A.1). In particular, we must
have

rgrad�iƒ D migrad �i for i D 1; 2;

where the functions m1; m2 are the eigenvalues of the endomorphism rƒ (of course, this
observation is not limited to the case ` D 2). Then according to Proposition A.2 and
Remark A.2, the function

� D
m1 �m2

�1 � �2
is an eigenvalue of the curvature operator.

Proposition 5.16. – The eigenvalue � of the curvature operator is given (up to multipli-
cation with a non-zero constant) by the formula

� D
.�1 � �2/.F

0.�1/C F
0.�2//C 2.F.�2/ � F.�1//

4.�1 � �2/3
;(5.18)

where F.t/ D .1 � t /� C t3C C .

Proof. – We have ƒ D 1
2
.grad �1 C grad �2/, hence,

rƒƒ D
1

2
rgrad�1ƒC

1

2
rgrad�2ƒ D

1

2
.m1grad �1 Cm2grad �2/:

Dualizing this (and using that rƒ is g-selfadjoint), we obtain

dg.ƒ;ƒ/ D m1d�1 Cm2d�2:

Thus, to find the formulas for m1 and m2 it remains to calculate the differential of g.ƒ;ƒ/.
By (5.17) we have

g.ƒ;ƒ/ D
1

4
.jgrad�1j2 C jgrad�2j2/ D

1

4

F1.�1/ � F2.�2/

�1 � �2
:

The functions Fi .t/ are given by Formula (5.12) (with ` D 2) and by Corollary 5.13, they are
all equal. Then,

dg.ƒ;ƒ/ D
1

4.�1 � �2/2

h
..�1 � �2/F

0.�1/C F.�2/ � F.�1//d�1

� ..�1 � �2/F
0.�2/C F.�2/ � F.�1//d�2

i
and we obtain

m1 D
.�1 � �2/F

0.�1/C F.�2/ � F.�1/

4.�1 � �2/2
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and

m2 D �
.�1 � �2/F

0.�2/C F.�2/ � F.�1/

4.�1 � �2/2
:

Thus, � D .m1 �m2/=.�1 � �2/ is given by Formula (5.18) as we claimed.

From Proposition 5.6, we also know that this number � can be computed for the
restriction h of g to the totally geodesic leaves of the distribution U , i.e., for the metric
(5.17). Notice that (5.18) coincides with the usual formula for the scalar curvature of h.
Being an eigenvalue of the curvature operator of g, the function � must be bounded on
U D f0 < �1 < �2 < 1g.

Lemma 5.17. – If F is smooth at x 2 R, then the function �.�1; �2/ given by (5.18) is
bounded in the neighborhood of the point .x; x/. Moreover,

lim
.�1;�2/!.x;x/

�.�1; �2/ D
1

24
F 000.x/:

Conversely, if limt!x F
000.t/ D1, then � is not bounded as .�1; �2/! .x; x/.

Proof. – Setting y D �1 and x D �2 in Formula (5.18) for � and inserting the Taylor
expansion at the point x of F.y/ considered as a function of y, we obtain

lim
y!x

�.y; x/ D lim
y!x

.y � x/.F 0.y/C F 0.x//C 2.F.x/ � F.y//

4.y � x/3

D lim
y!x

1

4.y � x/3

�
.y � x/.2F 0.x/C F 00.x/.y � x/C

1

2
F 000.x/.y � x/2/

� 2.F 0.x/.y � x/C
1

2
F 00.x/.y � x/2 C

1

6
F 000.x/.y � x/3/C O..y � x/4/

�
D lim
y!x

1
6
F 000.x/.y � x/3 C O..y � x/4/

4.y � x/3
D

1

24
F 000.x/:

Now it is easy to see that the condition that F 000.t/ is bounded as t ! 0 and t ! 1

for F.t/ D .1 � t /� C t3C C can only be fulfilled for C D 0;�1;�2;�3 (by the way, in
this case � is constant). But in our case, �2 < C < �1 so that � goes to infinity either
for .�1; �2/! .1; 1/ or .�1; �2/! .0; 0/.

Thus, we conclude that ` D 2 is forbidden and the only remaining case is ` D 1. This
completes the proof of Proposition 5.9.

Remark 5 for Theorem 5.1. In the proof of Proposition 5.16, we used Proposition A.2
to derive a formula for one of the eigenvalues of the curvature operator. An analogue of
Proposition A.2 holds in the non-Kähler case too (see [6, Proposition 6]) and the proof
remains essentially the same. Thus, Proposition 5.16 and Lemma 5.17 remain unchanged
and we obtain that the number of non-constant eigenvalues ` is 1 (in the neighborhood of a
regular point).
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5.7. Proof of Theorem 1.1 when there is only one non-constant eigenvalue

We deal with the PDE system (5.8) which, in the case one single non-constant eigenvalue �
of A, takes the form

L vA D A.Id � A/;

L vg D �gA � .�C C / g:
(5.19)

Recall from Proposition 5.6 that we have two mutually orthogonal integrable distribu-
tions U and U? on M , the first one U being 1-dimensional and totally geodesic and the
metric takes the following matrix form

g D

 
g1.�/ 0

0 g2.�; y/

!
w.r.t. the orthogonal decomposition TM D U ˚ U?. We also have a c-projective vector
field v preserving both U and U?, so that v D v1.�/ C v2.y/, where v1 and v2 are the
components of v w.r.t. U resp. U? (see also Corollary 5.8). Hence

(5.20) L vg D

 
L v1g1 0

0 L v2g2 C Dv1g2

!
;

where Dv1 means that we differentiate each term of the matrix g2 along v1.

Our goal is to analyze how the volume form of the metric g2, defined on the leaves
of U?, is changing under the flow generated by v2. In other words, we want to compute the
coefficient f .�; y/ in the formula L v2volg2 D f .�; y/�volg2 . We will show that this coefficient
is constant. Namely,

Proposition 5.18. – We have L v2volg2 D .� C � 1/.m1 Cm0 C 1/volg2 .

Proof. – By (5.19), we have L vg D �g �
�
AC.�C C /Id

�
. SinceA admits a natural splitting�

� 0
0 A2

�
w.r.t. U and U?, we get (using (5.11))

L vg D

 
�
1
F
.2�C C / 0

0 �g2
�
A2 C .�C C /Id

�! :
Hence, comparing with (5.20), we obtain L v2g2 D �g2

�
A2 C .�C C /Id

�
� Dv1g2.

We now use the following general formula that explains the relation between L v2g2 and
L v2volg2 :

L v2volg2 D f � volg2 ; where f D
1

2
tr .g�12 L v2g2/:

Hence in our case

f D �
1

2
tr
�
A2 C .�C C /IdC g�12 Dv1g2

�
:

Let us compute tr .g�12 Dv1g2/. In our case v1 D �.1 � �/ @
@�

and the metric g2 has the
form

F.�/�2 C gc
�
.Ac � � � Id/�; �

�
;
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hence, Dv1g2 D �.1� �/F
0.�/�2 � �.1� �/gc.�; �/. We may think of g2 as a block diagonal

form, then Dv1g2 is block-diagonal too so that we can write it asDv1g2 D g2C , where C is
an endomorphism with the matrix

C D

 
�.1 � �/F

0.�/
F .�/

0

0 ��.1 � �/.Ac � �/
�1

!
:

Therefore we have the following formula:

trg�12 Dv1g2 D trC D �.1 � �/
@ lnF
@�
� �.1 � �/tr .Ac � �/

�1:

The first term can be easily computed from the explicit formula for F . The second term is
easy to find as we know that the eigenvalues of Ac are 0 and 1 with multiplicities 2m0 and
2m1 respectively. We get

trg�12 Dv1g2 D .2C C � 2�/ � �.1 � �/
�
�2m0�

�1
C 2m1.1 � �/

�1
�

D 2C C C 2m0 � �.2m0 C 2m1 C 2/:

The matrix of A2 is known, namely A2 D
�
� 0
0 Ac

�
. So trA2 D �C trAc D �C2m1. Thus,

finally

f D �
1

2

�
�C 2m1 C .�C C /.2m1 C 2m0 C 1/C 2C C C 2m0 � �.2m0 C 2m1 C 2/

�
D .� C � 1/.m0 Cm1 C 1/;

as claimed.

This proposition immediately implies that C D �1. Indeed, consider M� D f� D cg

where c 2 .0; 1/. Then M� is a compact smooth submanifold of M which entirely belongs
to the set of regular points M 0 and, therefore, the formula from Proposition 5.18 holds for
the volume form on M� as a whole. However, due to compactness of M�, this is impossible
unless � C �1 D 0. Thus, we have completely reconstructed the “non-constant” block of the
metric g and now we can rewrite g as follows:

(5.21) g D F.�/�1d�2 C F.�/�2 C gc
�
.Ac � � Id/�; �

�
;

where F.�/ D �4B.1� �/� and B ¤ 0 is some constant (the notation �4B for the constant
factor is chosen to emphasize the relationship with some formulas from [21] that are used at
the final stage of our proof).

Remark 6 for Theorem 5.1. The proof of and the formula in Proposition 5.18 slightly
change because now the terms with � do not appear. Here is the modified version in the
projective setting:

Proposition 5.19. – We have L v2volg2 D
1
2
.� C � 1/.m1 Cm0/volg2 .

Proof. – By (5.19), we have L vg D �g �
�
AC.�C C /Id

�
. SinceA admits a natural splitting�

� 0
0 A2

�
w.r.t. U and U?, we get

L vg D

 
�
1
F
.2�C C / 0

0 �g2
�
A2 C .�C C /Id

�! :
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Hence, comparing with (5.20), we obtain L v2g2 D �g2
�
A2 C .�C C /Id

�
� Dv1g2. Using

L v2volg2 D f � volg2 ; where f D
1

2
tr .g�12 L v2g2/;

we obtain in our case

f D �
1

2
tr .A2 C .�C C /IdC g�12 Dv1g2/:

Let us compute tr .g�12 Dv1g2/. In our case v1 D �.1 � �/ @
@�

and the metric g2 has the
form g2.�; �/ D gc

�
.Ac � � � Id/�; �

�
, hence,

Dv1g2 D ��.1 � �/gc.�; �/:

Thus we can write Dv1g2 as Dv1g2 D g2C , where C is an endomorphism with the matrix

C D ��.1 � �/.Ac � �/
�1:

Therefore we have the following formula:

tr g�12 Dv1g2 D tr C D ��.1 � �/tr .Ac � �/
�1:

This quantity is easy to find as we know the eigenvalues of Ac are 0 and 1 with multiplicities
m0 and m1 respectively. We get

tr g�12 Dv1g2 D ��.1 � �/
�
�m0�

�1
Cm1.1 � �/

�1
�
D m0.1 � �/ �m1�:

The matrix of A2 coincides with Ac so that trA2 D trAc D m1. Thus, finally

f D �
1

2

�
m1 C .�C C /.m1 Cm0/Cm0.1 � �/ �m1�

�
D
1

2
.� C � 1/.m0 Cm1/;

as claimed.

The conclusion from this proposition remains unchanged: C D �1 as required. We use
the fact that the leaves of U? are smooth closed submanifolds of the form f� D cg which
are entirely located in the set of regular points. Since the leaves of U? are common levels
of non-constant eigenvalues, the latter follows from the fact (used already several times)
that 0 < � < 1 implies d�.p/ ¤ 0. Hence we have the following formula for the metric
(this is (5.21) with the term with � removed):

(5.22) g D F.�/�1d�2 C gc
�
.Ac � � Id/�; �

�
;

where F.�/ D �4B.1 � �/�, B ¤ 0 is some constant and Ac is parallel w.r.t. gc.

Denote byE0 resp.E1 the generalized eigenspaces ofA corresponding to the eigenvalues 0
resp. 1. Let L0 D AjE0

and L1 D AjE1
denote the restrictions of A to these subspaces.

We start with describing rƒ restricted to E0 resp. E1 explicitly as a matrix function of L0
resp. L1. In fact, it is a general statement (see Remark A.1 in the appendix), that rƒ and A
commute and, moreover, at each pointrƒ can be written as a function (or even polynomial)
of A.

Lemma 5.20. – At each regular point, we have

(5.23) rƒjE0˚E1
D �g.ƒ;ƒ/.A � � Id/�1jE0˚E1

D B.1 � �/�.A � � Id/�1jE0˚E1
:
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Proof. – In the special case of only one non-constant eigenvalue �, ƒ D 1
2

grad � itself is
an eigenvector field of A corresponding to the eigenvalue �. Hence, we can apply (2.4) with
X replaced by ƒ. Then (2.4) becomes

.A � � Id/rYƒ D �g.ƒ;ƒ/Y;

for any tangent vector Y 2 E0˚E1, or equivalently, if we take into account that E0˚E1 is
invariant under A � � � Id and .A � � � Id/jE0˚E1

is invertible:

rƒjE0˚E1
D �g.ƒ;ƒ/.A � � Id/�1jE0˚E1

:

It remains to notice that (5.21) implies g.ƒ;ƒ/ D 1
4
g.grad �; grad �/ D B.1 � �/�, as

stated.

Lemma 5.21. – At each regular point, we have AjE0
D L0 D 0 and AjE1

D L1 D Id.

Proof. – Our statement is equivalent to the absence of non-trivial Jordan blocks corre-
sponding to the constant eigenvalues 0 and 1. By contradiction, assume that non-trivial
Jordan blocks exist and apply Proposition A.2 to compute the eigenvalues of the curvature
operator of g related to these blocks.

Formula (5.23) expresses rƒjE0˚E1
(pointwise) as a matrix function f .AjE0˚E1

/, where

f .t/ D B.1 � �/�.t � �/�1. Then according to Proposition A.2 and Remark A.2 from
appendix, we conclude that if L0 (resp. L1) has a non-trivial Jordan block, then

4f 0.0/ D �4B
1 � �

�

�
resp. 4f 0.1/ D �4B

�

1 � �

�
is an eigenvalue of the curvature operatorR of .M; g; J /. When restricted to a non-constant
integral curve of v, this eigenvalue goes to infinity for t ! �1 resp. t ! C1 which
contradicts the boundedness of the eigenvalues of R. Thus, we conclude L0 D 0 and
L1 D Id.

Remark 7 for Theorem 5.1. Lemma 5.20 uses Formula (2.4) which, in the pseudo-
Riemannian case takes the form:

.A � � Id/rYX D d�.Y /X � g.X; Y /ƒ � g.X;ƒ/Y

where ƒ D 1
2

grad trA D 1
2

grad �, X is a vector field satisfying .A � � Id/X D 0, i.e., a
�-eigenvector field and Y is an arbitrary vector field.

Notice that in this case ƒ satisfies the condition for X , so in this formula we may set
X D ƒ. Then we get

.A � � Id/rYƒ D 2g.ƒ; Y /ƒ � g.ƒ;ƒ/Y � g.Y;ƒ/ƒ D g.ƒ; Y /ƒ � g.ƒ;ƒ/Y;

and if we assume that Y 2 E0˚E1 and take into account that ƒ is orthogonal to E0˚E1,
we obtain the same formula as in the Kähler case:

.A � � Id/rYƒ D �g.ƒ;ƒ/Y:

The rest of the proof does not change and therefore, in the projective setting, Lemmas 5.20
and 5.21 remain unchanged.
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Lemma 5.22. – At every point, we have

rƒ D � IdC BA(5.24)

for the constant B and a function � D B.� � 1/. Moreover,

r� D 2Bƒ[:(5.25)

Proof. – We will first prove the lemma near a regular point. We know that the eigenspaces
of A are invariant under rƒ and from Lemma 5.20, we know the formula for the restriction
of rƒ onto E0 ˚E1. Taking into account Lemma 5.21 we obtain

rƒjE0
D B.1 � �/�.�� Id/�1 D B.� � 1/Id D .� IdC BA/jE0

;

and

rƒjE1
D B.1 � �/�.Id � � Id/�1 D B� Id D .� IdC BA/jE1

;

Thus, it remains to verify the formula for the restriction of rƒ onto the two-dimensional
�-eigenspace E�.

Notice that ƒ 2 E� and moreover ƒ is the tangent vector to the one-dimensional
totally geodesic distribution U . In other words, we can consider ƒ as a tangent vector to
a geodesic 
.t/. Hence, .rƒ/ƒ D rƒƒ D fƒ where f D 1

2
ƒ.g.ƒ;ƒ//
g.ƒ;ƒ/

.

Using ƒ D 1
2

grad � and the explicit Formula (5.21) for g, we obtain

f D B.2� � 1/:

The other �-eigenvector is Jƒ. Since ƒ and Jƒ commute, we get

.rƒ/Jƒ D rJƒƒ D rƒJƒ D Jrƒƒ D J
�
B.2� � 1/ƒ

�
D B.2� � 1/Jƒ:

Thus,

rƒjE�
D B.2� � 1/Id D .�IdC BA/jE�

:

Since at regular points TM decomposes as TM D E� ˚ E0 ˚ E1, we have verified
Equation (5.24) in the neighborhood of every point of a dense and open subset of M for
a local constant B and a locally defined function � D B.� � 1/. Taking the derivative of
this function (and using d� D 2ƒ[) shows that it satisfies (5.25). It was proven in [21, §2.5]
that having the Equations (5.24) and (5.25) satisfied in the neighborhood of almost every
point for locally defined constant B and function �, the constant B is the same for each
such neighborhood, hence, is globally defined, and therefore � is also globally defined. This
completes the proof of the lemma.

Remark 8 for Theorem 5.1. The statement of Lemma 5.22 remains unchanged. The
proof of Lemma 5.22 changes slightly, as the �-eigenspace is one-dimensional (not two-
dimensional as it was in the c-projective setting). This makes the proof shorter as we do
not need to consider the second eigenvector Jƒ. The projective analogue of [21, §2.5] is [23,
§2.3.4].
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Now we can prove Theorem 1.1. We have shown that the existence of a non-affine
c-projective vector field on a closed connected Kähler manifold .M; g; J / of arbitrary
signature implies the existence of a solution .A;ƒ;�/ of the system

rXA D X
[
˝ƒCƒ[ ˝X C .JX/[ ˝ JƒC .Jƒ/[ ˝ JX;

rƒ D � IdC BA;

r� D 2Bƒ[;

for a certain constant B. This solution is non-trivial in the sense that ƒ is not identi-
cally zero. By [21, Remark 12], for a certain constant c ¤ 0, .M; c � g; J / is isometric
to .CP n; gFS; Jstandard/ as we claimed. Theorem 1.1 is proved.

Remark 9 for Theorem 5.1. The existence of .L;ƒ;�/ satisfying (1.7) and (5.24)
immediately implies that the (non-constant) function ˛ D tr.L/ satisfies the equation

(5.26) r3˛.X; Y;Z/�B �
�
2.r˛˝g/.X; Y;Z/C.r˛˝g/.Y;X;Z/C.r˛˝g/.Z;X; Y /

�
D 0;

see e.g., [23, Corollary 4]. By [30, Theorem 1], the metric �Bg is positive definite. This
contradiction proves Theorem 5.1.

6. Final step of the proof of Theorem 1.2: the case of a non-constant Jordan block

In §5, the Lichnerowicz conjecture was proved under the additional assumption that the
non-constant part of A is diagonalisable.

In the case where the endomorphismA has a non-trivial Jordan block with a non-constant
eigenvalue, the scheme of the proof remains essentially the same but we need to modify some
steps accordingly. In fact, the proof becomes much easier because the presence of a Jordan
block, as we shall see below, immediately leads to unboundedness of one special eigenvalue
of the curvature operator.

The first steps of the proof do not use the algebraic type of A and, therefore, they remain
the same as in Sections 5.3 and 5.4. Namely, we may assume that the degree of mobility of g
equals 2 and g, A and v satisfy the equations

(6.1)
L vA D �A

2
C A;

L vg D �gA � .trAC C 0/g:

These equations coincide with (5.8) though we need to replace
P
�i by trA as some non-

constant eigenvalues may now have multiplicity > 1, see also our comment on (5.8) in
Remark 4 for Theorem 5.1.

All the eigenvalues of A are real and satisfy the equation L v� D ��
2 C �, in particular,

there are at most two constant eigenvalues, 0 and 1, and, due to boundedness of the non-
constant eigenvalues, they satisfy 0 � �i � 1.

The definition of the setM 0 of regular points also remains the same but the algebraic type
of A changes. Recall that in general M 0 may consist of several connected components with
different algebraic types, so we continue working with one of them (we still denote it by M 0

and refer to it as the set of regular points). In the Lorentzian case, two sizes of Jordan blocks
for g-selfadjoint endomorphisms are allowed, 2 � 2 and 3 � 3. Thus, to complete the proof
of Theorem 1.2 we need to consider two additional types of regular points p 2M 0.
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Namely, below we assume that the endomorphism A has ` non-constant distinct real
eigenvalues �1; : : : ; �` and, possibly, two constant eigenvalues 0 and 1 of multiplicitym0 and
m1 respectively. The first eigenvalue �1 has multiplicity 2 or 3, and the endomorphism A

“contains” a single 2 � 2 or resp. 3 � 3 Jordan �1-block. On M 0, the eigenvalues �i ’s are
ordered:
(6.2)
0 < �2 < � � � < �` < 1 and �1 belongs to one of the intervals .0; �2/, .�2; �3/; : : : ; .�`; 1/:

Due to the existence of the projective vector field v, the above conditions automatically imply
that d�i ¤ 0 on M 0.

In the neighborhood of any point p 2 M 0 we can now, following [10], find a canonical
coordinate system and reduce g and A to a normal form. In general, this normal form
contains arbitrary functions Fi .�i /. The existence of a projective vector field v onM 0, satis-
fying (6.1) allows us to reconstruct these functions (as well as the components of v) almost
uniquely, i.e., up to a finite number of arbitrary constants of integration (cf. Proposition 5.7).
This “reconstruction” can be done by a straightforward computation as in Proposition 5.7,
but since now we deal with a more complicated situation involving Jordan blocks, we prefer
to use the following general statement which explains how to split (6.1) in a block-wise
manner. This statement is a direct corollary of the splitting construction from [9].

Theorem 6.1. – Let .h; L/ be a compatible pair on M which splits into two blocks in the
sense of [9, 10], i.e., there exist a local coordinate system x; y with x D .x1; : : : ; xn1/ and
y D .y1; : : : ; yn2/ and compatible pairs

�
h1.x/; L1.x/

�
and

�
h2.y/; L2.y/

�
such that

h.x; y/ D

 
h1.x/�L2.L1.x// 0

0 h2.y/�L1.L2.y//

!
; L.x; y/ D

 
L1.x/ 0

0 L2.y/

!
;

where �L1.�/ and �L2.�/ denote the characteristic polynomials of the blocks L1 and L2 respec-
tively. Let v be a projective vector field for g satisfying the equations

(6.3)
L vL D �L

2
C L;

L vh D �hL � .trLC C /h:

Then the vector field v and Equations (6.3) also split as follows:

v.x; y/ D v1.x/C v2.y/;

where vi denote the natural projections of v on the x-- and y--subspaces and (6.3) is equivalent
to

L v1L1 D �L
2
1 C L1; L v1h1 D .n2 � 1/h1L1 � .trL1 C C C n2/h1;

L v2L2 D �L
2
2 C L2; L v2h2 D .n1 � 1/h2L2 � .trL2 C C C n1/h2:

Proof. – The first part v.x; y/ D v1.x/C v2.y/ follows from the fact that v preserves the
invariant x-and y-subspaces of L (see also [9, Lemma 3]). The latter can be seen from the
equation L vL D �L

2 C L. The formulas for L v1L1 and L v2L2 are straightforward. After
this we can differentiate h as follows:

L v1Cv2

 
h1�L2.L1/ 0

0 h2�L1.L2/

!
D

 
L v1

�
h1�L2.L1/

�
Ch1.Dv2�L2/.L1/ 0

0 L v2
�
h2�L1.L2/

�
Ch2.Dv1�L1/.L2/

!
;
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where Dvi�Li means that we differentiate each coefficient of the characteristic polyno-
mial �Li along vi in the usual sense. We can rewrite the right-hand side as (5)

L v1
�
h1�L2.L1/

�
C h1.Dv2�L2/.L1/ D . L v1h1/�L2.L1/

C h1�L2.L1/ L v1
�
ln.�L2.L1//

�
C h1�L2.L1/Dv2

�
ln.�L2.L1//

�
:

On the other hand, from (6.3) we know that this expression equals

h1�L2.L1/.�L1 � trL�Id � C � Id/:

Multiplying by �L2.L1/
�1 we get

L v1h1 D �h1

�
L v1

�
ln.�L2.L1//

�
C Dv2

�
ln.�L2.L1//

�
C L1 C trL�IdC C �Id

�
:

To evaluate this further, let �1; : : : ; �n2 denote the eigenvalues of L2, i.e., the roots of �L2
(some of them may coincide). Then,

L v1
�
ln.�L2.L1//

�
D L v1

 
n2X
iD1

ln.L1 � �i �Id/

!

D

n2X
iD1

.L1 � �i �Id/�1 L v1L1 D

n2X
iD1

.L1 � �i �Id/�1.�L21 C L1/

Dv2

�
ln.�L2.L1//

�
D Dv2

 
n2X
iD1

ln.L1 � �i �Id/

!

D �

n2X
iD1

.L1 � �i � Id/�1 Dv2�i D �

n2X
iD1

.L1 � �i �Id/�1.��2i C �i /:

Hence,

L v1
�
ln.�L2.L1//

�
C Dv2

�
ln.�L2.L1//

�
D

n2X
iD1

.L1 � �i � Id/�1
�
�L21 C L1 C �

2
i � Id � �i � Id/

�
D

n2X
iD1

.Id � �i � Id � L1/ D n2 � Id � trL2 � Id � n2L1:

Finally, we obtain

L v1h1 D �h1 .n2�Id � trL2�Id � n2L1 C L1 C trL�IdC C �Id/

D �h1
�
.1 � n2/L1 C .trL1 C C C n2/Id

�
;

as we claimed. The calculations for L v2h2 are analogous.

Let us apply the theorem by specifying the blocks into which we want to split:

(5) To make some expressions shorter, we are using the formula Lv.lnB/ D B�1 LvB which, in the matrix
case, holds true if B and LvB commute. In our case this condition is fulfilled for B D L1 and, consequently,
for B D �L2 .L1/ since Lv1L1 D �L

2
1 CL1.
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Corollary 6.2. – Let .h; L/ be a compatible pair that splits into two blocks of compatible
pairs .h1; L1/, .h2; L2/ of dimensions n1 and n2 respectively as in Theorem 6.1. Suppose v is a
projective vector field such that h, L and v satisfy (6.3).

1. Case of a trivial 1 � 1 Jordan �-block. Let .h1; L1/ be given by

h1 D
1

F.�/
d�2; L1 D �

@

@�
˝ d�;

w.r.t. a coordinate �. Then v1 D �.1 � �/ @@� and

(6.4) F D a.1 � �/� C�nC1C C :

2. Case of a 2 � 2 Jordan �-block. Let .h1; L1/ be given by

(6.5) h1 D

 
0 F.�/C x

F.�/C x 0

!
and L1 D

 
� F.�/C x

0 �

!
w.r.t. coordinates x; �. Then v1 D G.x; �/ @@x C �.1 � �/

@
@�

, where

G.x; �/ D
1

2
..n2 � 1/� � 1 � C � n2/x CG1.�/

and F.�/;G1.�/ satisfy the ODE system

(6.6)
F 0 D 1

�.1��/

�
1
2
..n2 � 1/� � 1 � C � n2/F �G1

�
;

G01 D
1
2
.n2 � 1/F:

3. Case of a 3 � 3 Jordan �-block. Let .h1; L1/ be given by

(6.7) h1 D

0BB@ 0 0 F.�/C 2x2

0 1 x1

F.�/C 2x2 x1 x21

1CCA and L1 D

0BB@� 1 x1

0 � F.�/C 2x2

0 0 �

1CCA
in coordinates x1; x2; �. Then,

v1 D G.x1; x2; �/
@

@x1
CH.x2; �/

@

@x2
C �.1 � �/

@

@�
;

where

G.x1; x2; �/ D �
1

2
. C C n2 C 2 � n2�/x1 C

1

2
n2x2 CG1.�/

and

H.x2; �/ D �
1

2
. C C n2 C .4 � n2/�/x2 CH1.�/

and F.�/;H1.�/; G1.�/ satisfy the ODE system

(6.8)

F 0 D � 1
�.1��/

�
1
2
. C C n2 C .4 � n2/�/F C 2H1

�
;

H 01 D
1
2
.n2 � 2/F �G1;

G01 D 0:
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Remark 6.1. – Formulas (6.5) and (6.7) are exactly the normal forms obtained in [10]
for compatible pairs h and L in the case where L is conjugate to a 2 � 2 resp. 3 � 3 Jordan
block with a non-constant eigenvalue. Notice that these formulas are only meaningful at
those points where F C x ¤ 0 (resp. F C 2x2 ¤ 0).

Remark 6.2. – In part (1) of Corollary 6.2, we actually re-derived the Formulas (5.12)
for the components of v and the functions Fi parametrizing the metric

h D gj L
D

X̀
iD1

�i

Fi
d�2i

obtained from the metric g by restricting it to leaves L of the distribution U .

Proof of Corollary 6.2. – Theorem 6.1 shows that h1, L1 and v1 have to satisfy the equa-
tions

(6.9) L v1L1 D �L
2
1 C L1 and L v1h1 D .n2 � 1/h1L1 � .trL1 C C C n2/h1;

where n2 D n�n1 is the dimension of the block .h2; L2/ of .h; L/ complementary to .h1; L1/.

(1) From the first equation in (6.9), it follows immediately that v D �.1��/@�. This solves
the first equation identically. It is straightforward to check that the second equation in (6.9)
with n2 replaced by n � 1 is equivalent to the ODE

dF
F
D
nC 1C C � .nC 1/�

�.1 � �/
d�:

The solution to this ODE is (6.4) as we claimed.

(2) Since the first equation in (6.9) implies that v1 preserves invariant subspaces of L1, we
can suppose that

v1 D G.x; �/@x C �.1 � �/@�

for a certain function G.x; �/. Using this, together with the explicit formulas for h1 and L1,
we see that the first equation in (6.9) is equivalent to

(6.10) �.1 � �/F 0 CG � .F C x/@xG D 0

whilst the second equation in (6.9) is equivalent to the equations

(6.11) �.1 � �/F 0 CG C .F C x/.@xG C 1C C C n2 C .1 � n2/�/ D 0

and

(6.12) 2@�G D .n2 � 1/.F C x/:

Substracting (6.10) from (6.11) and dividing by F C x yields

(6.13) 2@xG C 1C C C n2 C .1 � n2/� D 0:

This shows that G must be of the form

G.x; �/ D
1

2
..n2 � 1/� � 1 � C � n2/x CG1.�/;

as we claimed. Inserting this into (6.10) (now equivalent to (6.11)) and (6.12), we obtain (6.6)
after rearranging terms.
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(3) Again, since v1 preserves invariant subspaces of L1, we have

v1 D G.x1; x2; �/
@

@x1
CH.x2; �/

@

@x2
C �.1 � �/

@

@�

for certain functions G.x1; x2; �/ and H.x2; �/. A straightforward calculation gives that the
first equation in (6.9) is equivalent to the equations

�1C 2�C @x2H � @x1G D 0;(6.14)

2x2 C F CG C @�H � .F C 2x2/@x2G � x1@x1G D 0(6.15)

and

2H C �.1 � �/F 0 � .F C 2x2/@x2H D 0;(6.16)

whilst the second equation in (6.9) is equivalent to the equations

2H C �.1 � �/F 0 C .F C 2x2/.1C C C n2 C .2 � n2/�C @x1G/ D 0;(6.17)

C C n2 C .4 � n2/�C 2@x2H D 0;(6.18)

.1C C C n2 C .2 � n2/�C @x2H/x1 CG C @�H � .F C 2x2/.n2 � 1 � @x2G/ D 0

(6.19)

and

.2C C C n2 � n2�/x
2
1 C 2.G C @�H/x1 � 2.F C 2x2/..n2 � 1/x1 � @�G/ D 0:(6.20)

Subtracting (6.16) from (6.17) and dividing by F C 2x2, we obtain

1C C C n2 C .2 � n2/�C @x1G C @x2H D 0:

Hence, using (6.14),

@x1G D
1

2
.n2� � 2 � C � n2/ and @x2H D

1

2
..n2 � 4/� � C � n2/

or, in other words,

G.x1; x2; �/ D
1

2
.n2� � 2 � C � n2/x1 C QG.x2; �/

and H.x2; �/ D
1

2
..n2 � 4/� � C � n2/x2 CH1.�/

for certain functions QG.x2; �/;H1.�/. Inserting this back into our PDE system (6.14)–(6.20)
we obtain that (6.9) is equivalent to the equations

1

2
n2x2 C F C QG CH

0
1 � .F C 2x2/@x2

QG D 0;(6.21)

. C C n2 C .4 � n2/�/F C 4H1 C 2�.1 � �/F
0
D 0;(6.22)

�
3

2
n2x2 C QG CH

0
1 C .F C 2x2/@x2

QG C .1 � n2/F D 0(6.23)

and

.�n2x2 � .n2 � 2/F C 2 QG C 2H
0
1/x1 C 2.F C 2x2/@�

QG D 0:(6.24)

Substracting (6.21) from (6.23) and dividing by F C 2x2 gives �n2C 2@x2 QG D 0 and we see
that

QG.x2; �/ D
1

2
n2x2 CG1.�/:
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Inserting this formula for QG into (6.21)–(6.24), we obtain that (6.9) is equivalent to the
equations

1

2
.2 � n2/F CG1 CH

0
1 D 0;

. C C n2 C .4 � n2/�/F C 4H1 C 2�.1 � �/F
0
D 0;

4x2G
0
1 C ..2 � n2/x1 C 2G

0
1/F C 2x1.G1 CH

0
1/ D 0:

The first two of these equations give the first two equations in (6.8). Multiplying the first
equation by 2x1 and subtracting it from the third gives 2.F C 2x2/G01 D 0, hence, G01 D 0

as we claimed.

Now we are ready to describe the local structure of g, A and v in the case where
A “contains” a 2 � 2 or 3 � 3 Jordan block.

Proposition 6.3. – 1. Let p 2 M 0 be a regular point and A contain a 2 � 2 Jordan
block with a non-constant eigenvalue � D �1. Then in the neighborhood of p there exists
a local coordinate system x; �1; : : : ; �`; y1; : : : ; yN , N D m0 C m1, in which g and A
take the following form:

(6.25) A D

 
L.x; E�/ 0

0 Ac.y/

!
and g D

 
h.x; E�/ 0

0 gc.y/ � �L.Ac.y//

!
;

where

(6.26) LD

0BBBBB@
L1.x; �1/ 0 � � � 0

0 �2 � � � 0

:::
:::
: : :

:::

0 0 � � � �`

1CCCCCA ; hD

0BBBBB@
h1.x; �1/ ��1.L1/ 0 � � � 0

0 F �12 .�2/ ��2 � � � 0

:::
:::

: : :
:::

0 0 � � �F �1
`
.�`/ ��`

1CCCCCA
and the ingredients in these matrices are as follows:

L1 and h1 are defined by (6.5) with �D�1,

�1.�/ is the polynomial of the form �1.t/ D …
`
jD2.t � �j /,

Fi .�i /Dai .1 � �i /
� C�`C2C C

i ,

�iD.�i � �1/
2…`

jD2;j¤i
.�i � �j /, i D 2; : : : ; `,

Ac.y/ is selfadjoint and parallel w.r.t. gc.y/.

Furthermore,

v D G.x; �1/
@

@x
C

X̀
iD1

�i .1 � �i /
@

@�i
C � � � ;

with G.x; �1/ as in Corollary 6.2 (2), with n2 D ` � 1, �1 D �.

2. Similarly, let p 2 M 0 be a regular point and A contain a 3 � 3 Jordan block with a non-
constant eigenvalue � D �1. Then in the neighborhood of p 2 M 0 we can choose local
coordinates x1; x2; �1; : : : ; �`; y1; : : : ; yN such that A and g are given by (6.25), (6.26)
where x D .x1; x2/ and the other ingredients are as follows:
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the 3� 3 blocks L1.x1; x2; �1/ and h1.x1; x2; �1/ are defined by (6.7) with �1 D �,

�1.�/ is the polynomial of the form �1.t/ D …
`
jD2.t � �j /,

Fi .�i /Dai .1 � �i /
� C�`C3C C

i , i D 2; : : : ; `,

�iD.�i � �1/
3…`

jD2;j¤i
.�i � �j /, i D 2; : : : ; `,

Ac.y/ is selfadjoint and parallel w.r.t. gc.y/.

Furthermore,

v D G.x1; x2; �1/
@

@x1
CH.x2; �1/

@

@x2
C

X̀
iD1

�i .1 � �i /
@

@�i
C � � � ;

with G.x1; x2; �1/ and H.x2; �/ as in Corollary 6.2 (3), with n2 D ` � 1, �1 D �.

Proof. – The Formulas (6.25) and (6.26) (with F.�/; F2.�2/; : : : ; F`.�`/ being arbitrary
functional parameters) are just a reformulation of the main result of [10] in the case where
A has the algebraic type described above.

In our situation we have, in addition, a projective vector field v satisfying (6.1). Consider
the natural decomposition of v that corresponds to the splitting (6.25) of g;A into “constant”
and “non-constant” blocks: v D vnc.x; E�/C vc.y/.

It is easy to see (cf. (5.13), (5.14)) that (6.1) can be rewritten for the non-constant block
without any change, i.e.,

L vncL D �L
2
C L; L vnch D �hL � .trLC C /h:

Here trA C C 0 D trL C C and C D C 0 C m1 where m1 is the multiplicity of the constant
eigenvalue 1 or, which is the same, m1 D trAc.

After this remark, Proposition 6.3 follows immediately by applying Theorem 6.1 and
Corollary 6.2 (for h, L and vnc but not v !) to reconstruct the functions F.�/; F2.�2/; : : : ; F`.�`/
as well as the components of vnc (the components of vc.y/ are not important for our purposes
and we ignore them, in Proposition 6.3 they are denoted by “� � � ”).

Partitioning local coordinates into two groups x; �1; : : : ; �` and y1; : : : ; yN determines
two natural integrable distributions U and U? on M 0 similar to those from §5.5. All
geometric properties of the corresponding foliations listed in Proposition 5.6 still hold with
one little amendment that dim U D `C1 or `C2 (but not ` as before) so that now we should
think of x as an additional coordinate to �i ’s.

The next statement is an analogue of Proposition 5.10. Consider the domain
U � R`C1.x; �1; : : : ; �`/ in the case of a 2�2 Jordan block (resp.U � R`C2.x1; x2; �1; : : : ; �`/
in the case of a 3�3 Jordan block) on which the above local Formulas (6.26) for h are naturally
defined. More precisely, U is defined by the inequalities (6.2) for the �i ’s and the additional
coordinates x and x2 satisfy F.�1/C x ¤ 0 for a 2� 2-block and resp. F1.�1/C 2x2 ¤ 0 for
a 3 � 3 block, see Remark 6.1.

Proposition 6.4. – There is a natural isometric immersion � W U ! M (as a leaf of
the totally geodesic foliation determined by U). In other words, the above Formulas (6.25) and
(6.26) have global meaning on M for all admissible values of coordinates.
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Proof. – The idea of the proof is similar to that of Proposition 5.10. We start with a
certain point p 2 M 0 and locally identify the leaf of U through p with U by using a
canonical coordinate system in its neighborhood constructed in Proposition 6.3.

After this we use prolongation along a path as in the proof of Proposition 5.10. We
need to justify several facts which guarantee that such a prolongation is always possible,
namely, that the limit point of the curve �.a.t// as t ! T0 (we use the same notation as
in Proposition 5.10) exists, is unique and lies in M 0, the set of regular points. First, we will

ensure that for any sequence t1 < t2 < � � � < ti � � �
i!1
! T0 such that �.a.ti // converges, we

have limi!1 �.a.ti // 2M
0. This will follow from Lemma 6.5 below.

Since � preserves the eigenvalues of L, the multiplicities of the eigenvalues remain
unchanged and the inequalities (6.2) hold at the limit point. The condition d�i¤0 is fulfilled
automatically and we only need to check that the Jordan block “survives” at the limit point.
A priori under continuous deformations the Jordan block may split into smaller blocks and
we need to show that this event may not happen under our assumptions.

To prove this fact we use the following algebraic lemma.

Lemma 6.5. – Let h be a non-degenerate bilinear form of Lorentzian signature and L
be an h-selfadjoint endomorphism. Assume that L has a single real eigenvalue � and e1 is a
�-eigenvector of L. Then in dimension 2 and 3 we have respectively:

1. For any canonical basis e1; e2 (i.e., such that h D
�
0 1
1 0

�
or, equivalently, h.ei ; ej / D ıi;3�j ),

the matrix of L has the form

L D

 
� ˛

0 �

!
:

Moreover, ˛ does not depend on the choice of e2, and can be computed from the following
formula ˛ D volh

�
e2; .L � � Id/e2

�
.

2. For any canonical basis e1; e2; e3 (i.e., such that h D

�
0 0 1
0 1 0
1 0 0

�
or, equivalently,

h.ei ; ej / D ıi;4�j ), the matrix of L has the form

L D

0BB@� ˛ ˇ0 � ˛

0 0 �

1CCA :
Moreover, ˛ does not depend on the choice of e2 and e3, and can be computed from the

following formula ˛ D volh
�
e3; .L � � Id/e3; .L � � Id/2e3

� 1
3 .

Proof. – The proof is straightforward and we only give some comments for dim D 3. The
first statement follows immediately from two facts:

1. L is h-selfadjoint and therefore the matrices of L and h satisfy L>h D hL;

2. the first column of L is .�; 0; 0/>.
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The formula for ˛ is obvious in the basis e1; e2; e3. We now check that this formula
is independent of the choice of e2 and e3. Let e1; e02; e

0
3 be another canonical basis.

Then e03 D a1e1 C a2e2 C a3e3, but h.e1; e3/ D h.e1; e
0
3/ D 1 immediately implies

that a3 D 1. Hence, using the explicit formula for L, we can easily conclude that the
additional terms a1e1 C a2e2 do not contribute. Indeed,

volh.e
0
3;.L � � Id/e03; .L � � Id/2e03/ D

volh.e3 C a1e1 C a2e2; .L � � Id/e3 C a2.L � � Id/e2; .L � � Id/2e3/ D

volh.e3 C a1e1 C a2e2; ˇe1 C ˛e2; ˛
2e1/ D ˛

3volg.e3; e2; e1/ D ˛3:

This lemma gives us a simple method to recognize ifL has a Jordan block of maximal size
or not.

Let us return to the proof of Proposition 6.4. Since M is closed, any sequence has a

convergent subsequence. We take a sequence t1 < t2 < � � � < ti � � �
i!1
! T0 and assume

without loss of generality that �.a.ti // converges to a certain point which we denote by p.
Let us show that p is regular, i.e., the Jordan block “survives”. We know that the eigenvalue
�1 of the Jordan block is a smooth function on M 0. Moreover, the vector field e1 D grad �1
does not vanish and is an eigenvector of the �1-block. Notice that these conditions hold not
only on M 0, but also on a slightly bigger set fM 0 (M 0 � fM 0) which can be characterized
by the property that the multiplicities of eigenvalues are fixed but the algebraic type of L is
allowed to change, namely, the Jordan �1-block may split into smaller �1-blocks. Notice that
the natural splitting into blocks corresponding to the eigenvalues of g makes sense on fM 0,
so we can work with each block separately. An important additional fact, we are going to
use, is that �, by construction, preserves grad �1.

We use Lemma 6.5 to verify that the parameter ˛ in the matrix of L.p/ does not vanish.
Since both L and e1 are smooth, we have by continuity ˛ D limti!T0 ˛.ti /, where ˛.ti / is
computed at the point �.a.ti // (w.r.t. to e1 D grad �). But since � is an isometry whenever it
is well defined, then the limit can be computed on U . Since all the points of U are regular
by construction, we have limti!T0 ˛.ti / ¤ 0 as required. Thus, the limit point p of the
sequence �.a.ti // is regular.

We continue the proof for U � R2C`, i.e., in the case of 3 � 3 Jordan block; the
case of 2 � 2 block is similar. In some neighborhood V.p/ � M 0, we can choose a
canonical coordinate system .x1; x2; �1; �2; : : : ; �`; y1; : : : ; yN / as in Proposition 6.3 adapted
to the orthogonal integrable distributions U and U?. A similar canonical coordinate system
x1; x2; �1; �2; : : : ; �` can be chosen on U in the neighborhood U.a.T0// of a.T0/.

In both cases, �i are defined intrinsically as being eigenvalues of L. According to [10,
Remark 1.8], the other two coordinates x1; x2 are defined up to shift xi 7! xi C ci .�1/ (with
ci .�1/ explicitly given in [10, Remark 1.8]) so that they become unique if we “fix the origin”
by setting x1.q/ D 0, x2.q/ D 0 for a chosen point q.

Now choose t 0 D tk such that a.t 0/ 2 U.a.T0// and �
�
a.t 0/

�
2 V.p/ and “shift” the

coordinate systems introduced in V.p/ and U
�
a.T0/

�
to make them centered at �

�
a.t 0/

�
and

a.t 0/ respectively as just explained. In terms of these coordinate systems, the prolongation
of � along a.t/ is defined simply by

a.t/ D
�
x1.t/; x2.t/; �1.t/; : : : ; �`.t/

�
7! �

�
a.t/

�
D
�
x1.t/; x2.t/; �1.t/; : : : ; �`.t/; Oy1; : : : ; OyN

�
;
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where Oyi are constant, i.e., �
�
a.t/

�
always remains on the same U -leaf. This formula makes

sense as long as a.t/jŒt 0;T0�
remains within the coordinate neighborhood U

�
a.T0/

�
and

�
�
a.t/jŒt 0;T0�

�
remains within the coordinate neighborhood V.p/. We can easily guarantee

these conditions by an appropriate choice of t 0 D tk making a.t 0/ very close to a.T0/ and
�
�
a.t 0/

�
very close to p.

Thus, the prolongation along a.t/ from t D t 0 up to t D T0 (and even a bit further
if T0 < 1) is well defined by the above formula. In particular, limt!T0 �.a.t// exists and
therefore coincides with p D �

�
a.T0/

�
so that p belongs to the same U -leaf as the one we

started with. This completes the proof.

Now to prove that Jordan blocks with non-constant eigenvalues cannot appear on
compact manifolds, we compute one special eigenvalue of the curvature operator of the
metric g given by the formulas from Proposition 6.3. For this computation we use the
following real analogue of Proposition A.2, which can be proved in a similar way.

Proposition 6.6 ([6]). – Let g and L be compatible in the projective sense andƒ be as in
(1.7). Let rƒ D f .L/ at some point p 2 M , where f .�/ is a polynomial (or, more generally,
an analytic function) and suppose L.p/ has a non-trivial Jordan �-block. Then one of the
eigenvalues of the curvature operator of g at the point p takes the form

f 0.�/:

This number can be computed for our metric g (equivalently, for h given by (6.26)) A
straightforward calculation shows the following:

Proposition 6.7. – 1. For a 2 � 2 Jordan �1-block, we have

f 0.�1/ D �
F 01.�1/

.F1.�1/C x/3
Q
i�2.�1 � �i /

C

X
i�2

Fi .�i /

4.�i � �1/4
Q
j…f1;ig.�i � �j /

:

2. For a 3 � 3 Jordan �1-block, we have

f 0.�1/ D �
3

4.F1.�1/C 2x2/2
Q
i�2.�1 � �i /

C

X
i�2

Fi .�i /

4.�i � �1/5
Q
j…f1;ig.�i � �j /

:

These formulas immediately imply that the quantity f 0.�1/ (which is some special eigen-
value of the curvature operator of g) is unbounded on M 0. Indeed, x and x2 may vary
independently of the other coordinates and, in particular, we may fix the values of all �i ’s
and then vary x (resp. x2) so that F1.�1/ C x (resp. F1.�1/ C 2x2) tends to 0 and therefore
f 0.�1/ ! 1, which is impossible due to compactness of M . Thus, Jordan blocks with
non-constant eigenvalues may not occur in our situation and this conclusion completes the
proof of Theorem 1.2.
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Appendix

Eigenvalues of the curvature operator

In what follows, we consider a real vector space V with a complex structure J and an inner
product g (not necessarily positive definite) such that g.Ju; J v/ D g.u; v/. Such a triple
.V; g; J / will be referred to as a pseudo-Hermitian vector space. We use the symbol

u.g; J / D fX 2 gl.V / W ŒX; J � D 0 and g.Xu; v/ D �g.u;Xv/g

to denote the space (Lie algebra) of skew-Hermitian endomorphisms on V .
Let us first reformulate the integrability condition for Equation (1.4) in a way adapted

to the Lie theory. Recall that the Riemann curvature operator (at a point x 2 M ) can be
understood as a map R W TxM ˝ TxM ! so.g/, R.u; v/ D rurv � rvru � rŒu;v�. Taking
into account the fact that we are dealing with a Kähler manifold and using the symmetries
of the curvature tensor of a Kähler metric, we can also think of R as an operator defined on
the unitary Lie algebra (we still use the same notation)

R W u.g; J /! u.g; J /

by setting R.u; v/ D 1
4
R.u ^J v/, where

u ^J v D u
[
˝ v � v[ ˝ uC .Ju/[ ˝ Jv � .J v/[ ˝ Ju 2 u.g; J /(A.1)

and u[ D g.u; �/ denotes the metric dual of u.

Lemma A.1. – Let .M; g; J / be a Kähler manifold of arbitrary signature,A 2 A .g; J / be
a Hermitian solution of (1.4) and ƒ D 1

4
grad.trA/. Then the curvature operator

R W u.g; J /! u.g; J / satisfies the relation

ŒR.X/; A� D 4ŒX;rƒ� for all X 2 u.g; J /:(A.2)

Proof. – The Ricci identity applied to an arbitrary field of endomorphisms A reads

rurvA � rvruA � rŒu;v�A D ŒR.u; v/; A�

for any vector fields u; v. Let nowA 2 A .g; J / be a Hermitian solution of (1.4). Sincerƒ is
g-selfadjoint and J -linear, i.e., Hermitian too, we have

rurvA � rvruA � rŒu;v�A D v
[
˝ruƒC .ruƒ/

[
˝ v � u[ ˝rvƒ � .rvƒ/

[
˝ u

C .J v/[ ˝rJuƒC .rJuƒ/
[
˝ Jv

� .Ju/[ ˝rJvƒ � .rJvƒ/
[
˝ Ju D ŒX;rƒ�;

where X D u ^J v. This proves Formula (A.2) for elements X 2 u.g; J / of the form u ^J v

and the claim follows from the fact that all skew-Hermitian endomorphisms are sums of such
elements.

Remark A.1. – If Formula (A.2) holds for an operator R W u.g; J / ! u.g; J /

and Hermitian endomorphisms A and rƒ then, in fact, rƒ can be presented in the
form rƒ D p.A/ for some polynomial p.�/ with real coefficients. To show this, take an
arbitrary J -complex matrix Y and consider the following algebraic relations:

tr
�
X � Œrƒ; Y �

�
D tr

�
Y � ŒX;rƒ�

�
D
1

4
tr
�
Y � ŒR.X/; A�

�
D
1

4
tr
�
R.X/ � ŒA; Y �

�
;
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where X 2 u.g; J / and tr denotes the complex trace. Since u.g; J / spans gl.TxM;J / in the
complex sense, we conclude that Œrƒ; Y � D 0 for anyY commuting withA. It is a well-known
algebraic fact that in this case rƒ can be written as a polynomial of A. Moreover, as both A
and rƒ are Hermitian, this polynomial must be real, i.e., with real coefficients.

Proposition A.2 below together with Formula (A.2) allows us to calculate eigenvalues of
the curvature operator in terms of the eigenvalues ofA andrƒ. For the main concepts of the
proof of this proposition and for the relation to sectional operators in the theory of integrable
systems compare also with [7, §3] and [6, 5].

Proposition A.2. – Let .V; g; J / be a pseudo-Hermitian vector space and letA W V ! V

be a Hermitian endomorphism. Suppose an operator R W u.g; J /! u.g; J / satisfies

ŒR.X/; A� D ŒX; B� for all X 2 u.g; J /;(A.3)

where B D p.A/ and p.�/ is a polynomial with real coefficients. Then we have the following:

1. For all real eigenvalues �i ¤ �j of A,

p.�i / � p.�j /

�i � �j

is an eigenvalue of R.

2. If A has a non-trivial �i -Jordan block, �i 2 R, then p0.�i / is an eigenvalue of R.

Remark A.2. – The first item of Proposition A.2 can be understood in a slightly
different way. Notice that B D p.A/ implies that each eigenvector of A with an eigen-
value �i is, at the same time, an eigenvector of B with the eigenvalue mi D p.�i /. Hence
the formula for the eigenvalue of R from item (1) can be rewritten as mi�mj

�i��j
so that we

do not actually need to find p.�/ explicitly; it is sufficient to know the eigenvalues mi of B
corresponding to �i .

The second item of Proposition A.2 can also be modified by using the following simple
fact from Linear Algebra. Let � be an eigenvalue of an endomorphism A having a non-
trivial �-Jordan block. Let p.�/ and q.�/ be two polynomials (or even more generally, analytic
functions) such that p.A/ D q.A/, then p.�/ D q.�/ and p0.�/ D q0.�/. It follows from
this statement that the polynomial p in the second item of Proposition A.2 can be replaced
by any other function q satisfying p.AjV�i

/ D q.AjV�i
/, where V�i denotes the generalized

�i -eigenspace of A.

Proof of Proposition A.2. – We start with some general considerations regarding
Formula (A.3). We view this formula as an equation on R for fixed A and B D p.A/.
Suppose R1; R2 W u.g; J /! u.g; J / are two solutions of (A.3). Then,

ŒR1.X/ �R2.X/; A� D 0 for all X 2 u.g; J /;

that is, R1 �R2 takes values in the Lie algebra

gA D fX 2 u.g; J / W ŒX;A� D 0g;

the centralizer of A in u.g; J /. Thus, any solutionR of (A.3) is unique up to adding an oper-
ator u.g; J / ! gA. Moreover, an operator R satisfying (A.3) preserves the centralizer gA.
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Indeed, since B D p.A/ is a polynomial in A, we have ŒX; B� D 0 for all X 2 gA. Then (A.3)
implies ŒR.X/; A� D 0 for X 2 gA; showing

R.gA/ � gA;

as we claimed. For any solution R of (A.3), we may therefore consider the induced operator

QR W u.g; J /=gA ! u.g; J /=gA

on the quotient space. It is a general fact that eigenvalues of the quotient operator QR are
eigenvalues of the original operatorR. On the other hand, we have just seen that the quotient
map QR is the same for all solutions R of (A.3). We will use these facts by working with the
quotient map QR0 coming from a special solution R0 of (A.3) defined by

R0 D
d
dt
p.AC tX/jtD0

:

This is indeed a solution of (A.3) as follows immediately from differentiating the identity
Œp.AC tX/; AC tX� D 0 at t D 0. By definition, if p.t/ D

Pm
kD0 akt

k , then

R0.X/ D

mX
kD1

ak
X

pCqDk�1

ApXAq :

Hence for a generating element u ^J v, we obtain

R0.u ^J v/ D

mX
kD1

ak
X

pCqDk�1

Apu ^J A
qv:(A.4)

We are now in the position to prove Proposition A.2. First, we show thatR0 has eigenvalues
as given in part .1/ and .2/ of the proposition:

.1/ Suppose u and v are eigenvectors of A for real eigenvalues �i and �j respectively,
�i ¤ �j . Then (A.4) becomes equal to

R0.u ^J v/ D

 
mX
kD1

ak

k�1X
rD0

�ri �
k�1�r
j

!
u ^J v D

 
mX
kD1

ak
�ki � �

k
j

�i � �j

!
u ^J v D

p.�i / � p.�j /

�i � �j
u ^J v:

Hence,
p.�i / � p.�j /

�i � �j

is an eigenvalue of R0 with eigenvector u ^J v.

.2/ Let us first argue, that without loss of generality we can suppose that a fixed real
eigenvalue �i of A is equal to zero. Indeed, using QA D A � �i �Id instead of A in (A.3),
the Equation (A.3) holds for R0, QA and the same B D Qp. QA/ for another polynomial
Qp.t/ D

Pm
kD0 Qakt

k that is equal to p.t C �i /. Since Qp0.0/ D p0.�i /, we may assume that
the fixed eigenvalue �i under consideration is equal to zero. Suppose A has a non-trivial
�i -Jordan block and denote by V�i the generalized �i -eigenspace. Let u 2 V�i be an
eigenvector of A, i.e., Au D 0, and v 2 V�i satisfy Av D u. Then (A.4) becomes

R0.u ^J v/ D

mX
kD1

ak.u ^J A
k�1v/ D a1u ^J v:
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Thus, a1 is an eigenvalue of R0 with eigenvector u ^J v. Since a1 D p0.0/, the eigenvalue is
as in part .2/ of Proposition A.2.

To summarize, we have shown that R0 has eigenvalues as given in part .1/ and .2/ of the
proposition. It remains to show that these eigenvalues are also eigenvalues for the quotient
map QR0. Since for an arbitrary operator R solving (A.3) we have QR D QR0, we then obtain
that QR and hence R, has eigenvalues as in part .1/ and .2/ of the proposition.

It is straightforward to show that for any operator ' W V ! V with a '-invariant
subspace U � V , an eigenvalue � of ' is also an eigenvalue of the quotient map

Q' W V=U ! V=U

if and only if the generalized �-eigenspace of ' is not contained in U (although, it may have
a non-trivial intersection with U ).

To complete the proof of Proposition A.2, it therefore suffices to show the following
statements, each of which proves one of the parts of the proposition:
.1/ u^J v … gA for eigenvectors u and v of A corresponding to real eigenvalues �i and �j

respectively, �i ¤ �j .
.2/ u ^J v … gA for an eigenvector u of A corresponding to a real eigenvalue �i and a

vector v 2 V�i such that Av D uC �iv.
Introducing the notation

uˇJ v D u
[
˝ v C v[ ˝ uC .Ju/[ ˝ Jv C .J v/[ ˝ Ju;

we have Œu ^J v;A� D AuˇJ v � uˇJ Av. Thus, for case .1/ we obtain

Œu ^J v;A� D .�i � �j /uˇJ v;

which is non-zero, hence, u ^J v … gA. For case .2/ we obtain

Œu ^J v;A� D �iuˇJ v � uˇJ .uC �iv/ D �uˇJ u;

which is non-zero, hence, u ^J v … gA. This finishes the proof of the proposition.
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ARITHMETIC AMPLENESS
AND AN ARITHMETIC BERTINI THEOREM

by François CHARLES

Abstract. – Let X be a projective arithmetic variety of dimension at least 2. If L is an ample

hermitian line bundle on X , we prove that the proportion of those effective sections � of L˝n such
that the divisor of � on X is irreducible tends to 1 as n tends to1. We prove variants of this statement
for schemes mapping to such an X .

On the way to these results, we discuss some general properties of arithmetic ampleness, including
restriction theorems, and upper bounds for the number of effective sections of hermitian line bundles
on arithmetic varieties.

Résumé. – Soit X une variété arithmétique projective de dimension au moins 2, et soit L un
fibré hermitien sur X . Si L est ample, on démontre que la proportion des sections effectives de Ln qui
définissent un diviseur irréductible surX tend vers 1 quand n tend vers1. On démontre également des
variantes de ce résultat pour des schémas admettant un morphisme vers X .

On prouve par ailleurs un certain nombre de propriétés générales de l’amplitude arithmétique,
autour notamment de théorèmes de restriction et d’estimées pour le nombre de sections effectives de
fibrés en droites hermitiens.

1. Introduction

1.1. Bertini theorems over fields

Let k be an infinite field, and let X be an irreducible variety over k with dimension at
least 2. Given an embedding of X in some projective space over k, the classical Bertini
theorem [23, Theorem 3.3.1] shows, in its simplest form, that infinitely many hyperplane
sections of X are irreducible.

In the case where k is finite, the Bertini theorem can fail, since the finitely many hyperplane
sections of X can all be reducible. As was first explained in [26] in the setting of smoothness
theorems, this phenomenon can be dealt with by replacing hyperplane sections with ample
hypersurfaces of higher degree. We can state the main result of [11]—see Theorem 1.6 in [11]
and the discussion in the proof of Theorem 6.1 below—as follows: let k be a finite field, let
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1542 F. CHARLES

X be a projective variety over k and letL be an ample line bundle onX . Let Y be an integral
scheme of finite type over k together with a morphism f W Y ! X . Assume that the image
of f has dimension at least 2. If Z is a subscheme of Y , write Zhoriz for the union of those
irreducible components of Z that do not map to a closed point of X . Then the set

P D
n
� 2

[
n>0

H 0.X;L˝n/; div.f ��/horiz is irreducible
o

has density 1, in the sense that

lim
n!1

jP \H 0.X;L˝n/j

jH 0.X;L˝n/j
D 1:

Here if S is a set, we denote by jS j its cardinality. When Y is a subscheme of X , we can
disregard the horizontality subscript.

1.2. The arithmetic case

In this paper, we deal with an arithmetic version of Bertini theorems as above. Let
X be an arithmetic variety, that is, an integral scheme which is separated, flat of finite type
over SpecZ. Assume thatX is projective, and letL be a relatively ample line bundle onX . As
is well known, sections of L over X are not the analogue of global sections of a line bundle
over a projective variety over a field. Indeed, it is more natural to consider a hermitian line
bundle L with underlying line bundle L and consider the sets

H 0
Ar.X ;L

˝n
/

of sections with norm at most 1 everywhere. We discuss ampleness for hermitian line bundles
in Section 2, which we refer to for definitions.

Given finite sets .Xn/n>0, and a subset P of
S
n>0Xn, say that P has density � if the

following equality holds:

lim
n!1

jP \Xnj
jXnj

D �:

The main result of this paper is the following arithmetic Bertini theorem. Again, given
a morphism of schemes f W Y ! X , and if Z is a subscheme of Y , we denote by Zhoriz

the union of those irreducible components of Z that do not map to a closed point of X .
If M D .M; jj:jj/ is a hermitian vector bundle and ı is a real number, write M.ı/ for
the hermitian vector bundle .M; e�ı jj:jj/. Write jj� jj1 for the sup norm of a section of a
hermitian vector bundle.

Theorem 1.1. – Let X be a projective arithmetic variety, and let L be an ample hermitian
line bundle on X . Let Y be an integral scheme of finite type over SpecZ together with a
morphism f W Y ! X which is generically smooth over its image. Assume that the image
of Y has dimension at least 2. Let " be a positive real number. Then the setn

� 2
[
n>0

H 0
Ar.X ;L."/

˝n/; jj� jf .Y.C//jj1 � 1 and div.f ��/horiz is irreducible
o

has density 1 in
˚
� 2

S
n>0H

0
Ar.X ;L."/˝n/; jj� jf .Y.C//jj1 � 1

	
:
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Recall that by definition, the condition � 2 H 0
Ar.X ;L."/˝n/ means

jj� jj1 � "
n:

Remark 1.2. – A Weil divisor is said to be irreducible if it comes from an integral
codimension 1 subscheme.

Remark 1.3. – The hypothesis that f is generically smooth over its image is necessary:
when f is the Frobenius morphism of a fiber Xp, all div.f ��/ have components with
multiplicities divisible by p. Of course, it holds when Y is flat over SpecZ. Without this
hypothesis on f , the conclusion is only that the support of div.f ��/ is irreducible for a
density 1 set of � .

An important special case of the theorem deals with the special case where f is dominant.
In this case, generic smoothness is automatic.

Theorem 1.4. – Let X be a projective arithmetic variety, and let L be an ample hermitian
line bundle on X . Let Y be an integral scheme of finite type over SpecZ together with a
morphism f W Y ! X . Assume that the image ofY has dimension at least 2 and f is dominant.
Then the set n

� 2
[
n>0

H 0
Ar.X ;L

˝n
/; div.f ��/horiz is irreducible

o
has density 1 in

S
n>0H

0
Ar.X ;L

˝n
/.

Remark 1.5. – We will prove Theorem 1.1 as a consequence of Theorem 1.4. However,
the latter is a special case of the former. Indeed, with the notation of Theorem 1.1, when f is
dominant, if � 2 H 0

Ar.X ;L."/˝n, then the condition

jj� jf .Y.C//jj1 � 1

is equivalent to

jj� jj1 � 1;

i.e., � 2 H 0
Ar.X ;L

˝n
/.

The case where Y D X is particularly significant. We state it independently below. Most
of this paper will be devoted to its proof, and we will prove 1.1 and 1.4 as consequences.

Theorem 1.6. – Let X be a projective arithmetic variety of dimension at least 2, and let
L be an ample hermitian line bundle on X . Then the setn

� 2
[
n>0

H 0
Ar.X ;L

˝n
/; div.�/ is irreducible

o
has density 1 in

S
n>0H

0
Ar.X ;L

˝n
/.
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Theorem 1.6 is stronger than the Bertini irreducibility theorem of [11, Theorem 1.1], as
we explain in Section 3. Note however that we use the results of [11] in our proofs.

In Theorem 1.6, the case where X has dimension at least 3—that is, relative dimension at
least 2 over SpecZ—is easier. Indeed, if p is a large enough prime number, we can apply the
Bertini irreducibility theorems over finite fields to the reduction of X modulo p, which with
moderate work is enough to prove the theorem. However, when X is an arithmetic surface,
Theorem 1.6 is genuinely different from its finite field counterpart. Note that the hardest case
of the main result of [11] is the surface case as well.

Theorem 1.1 should be compared to the Hilbert irreducibility theorem, which implies,
if L is very ample on the generic fiber of X and Y is flat over Z, the existence of many
sections � of L such that the generic fiber of div(f ��/ is irreducible. However, the Hilbert
irreducibility theorem does not guarantee that these sections have small norm. To our
knowledge, Theorem 1.1 does not imply the Hilbert irreducibility theorem, nor does it
follow from it.

1.3. Previous results and applications

Arithmetic Bertini theorems, in the setting of both general arithmetic geometry and
Arakelov geometry, have appeared in the literature. In [26], Poonen is able to prove a Bertini
regularity theorem for ample line bundles on regular quasi-projective schemes over SpecZ
under the abc conjecture and technical assumptions. The statement does not involve hermi-
tian metrics but still involves a form of density.

In [24], Moriwaki proves a Bertini theorem showing the existence of at least one effective
section of large powers of an arithmetically ample line bundle that defines a generically
smooth divisor—this was reproved and generalized in [19]. As a byproduct of our discussion
of arithmetic ampleness in Section 2 and Poonen’s result over finite fields, we will give a short
proof of a more precise version of this result.

Theorem 1.7. – LetX be a projective arithmetic variety with smooth generic fiber, and let
L be an ample hermitian line bundle on X . Then the setn

� 2
[
n>0

H 0
Ar.X ;L

˝n
/; div.�/Q is smooth

o
has density 1 in

S
n>0H

0
Ar.X ;L

˝n
/.

Of course, this result can be combined with Theorem 1.6 if X has dimension at least 2.

Weaker Bertini theorems over rings of integers in number fields have been used in higher
class-field theory, under the form of the Bloch-Raskind-Kerz approximation lemma proved
in [5, 28, 35, 21]—see [33, Lemme 5.2] for a discussion. These results can be obtained easily
as a special case of our Corollary 3.6 (or its variant corresponding to Theorem 1.1 for
Wiesend’s version)—this corollary allows us furthermore to control the cohomology class
of the irreducible subvarieties involved.

An arithmetic Bertini theorem has been proved by Autissier in [2, 3]. Counts of irreducible
divisors on arithmetic varieties have been provided by many authors, starting with Faltings
in [14].
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Our Bertini theorem is expected to be used in its precise form in upcoming work of
Hrushovski on the model theory of number fields. We hope to discuss its applications to both
general Arakelov geometry and number-theoretic problems in future work.

1.4. Strategy of the proofs

The starting point of our proof is that, as in [11], the Bertini irreducibility theorem is
susceptible to a counting approach: to show that most divisors are irreducible, simply bound
the number of the reducible ones.

To carry on this approach, we need to translate in Arakelov geometry results from classical
geometry. The two key results in that respect are the study of restriction maps for powers
of ample hermitian line bundles we prove in 2.3 and bounds for sections of hermitian line
bundles on surfaces in 4.2. We hope that these results have independent interest.

Even with these tools at our disposal, we are not able to adapt the methods of [11], for
two reasons. First, the error terms in the various estimates we deal with (including arithmetic
Hilbert-Samuel) are big enough that we need a more involved sieving technique than in
[11] involving the analysis of simultaneous restriction of sections modulo infinite families
of subschemes. Second, given a section of a hermitian line bundle with reducible divisor on
a regular arithmetic surface, we need to construct a corresponding decomposition of the
hermitian line bundle, which involves constructing suitable metrics. The relevant analysis is
dealt with in 4.1 and can only be applied when suitable geometric bounds hold. To get a hold
of the geometry, we need a careful analysis dealing with infinite families of curves over finite
fields—coming from the reduction of our given arithmetic surface modulo many primes. This
is the content of 5.2.

1.5. Notation and definitions

If S is a set, we denote by jS j the cardinal of S .
If X is a scheme of finite type over SpecZ, we denote by X an the associated complex

analytic space.
By an arithmetic variety, we mean an integral scheme which is flat of finite type

over SpecZ. A projective arithmetic variety of dimension 2 is an arithmetic surface. If
X is a scheme over SpecZ and if p is a prime number, we will denote by Xp the reduction
of X modulo p. If f W X ! Y is a morphism of noetherian schemes, we say that an
irreducible component of X is vertical if its image is a closed point of Y , and horizontal if
not. We denote by Xhoriz the union of the horizontal components of X .

Let X be a complex analytic space. A hermitian vector bundle M D .M; jj:jj/ is a pair
consisting of a vector bundle M on X and a hermitian metric on the restriction of M to the
reduced subspace Xred. We require furthermore for the metric to be smooth, i.e., if X is of
pure dimension d , given any holomorphic map from the unit diskDd in Cd toX , the metric
pulled-back from X to Dd is smooth.

Let X be a scheme of finite type over SpecZ. A hermitian vector bundle M on X is a
pair M D .M; jj:jj/ where M is a vector bundle on X and jj:jj is a smooth metric on
the restriction of M to the complex space X .C/. If M is a hermitian vector bundle over a
scheme X of finite type over Z, we will denote byM the underlying vector bundle. Note that
if the generic fiberXQ is empty, i.e., ifX is vertical, a hermitian vector bundle onX is nothing
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but a vector bundle. If M D .M; jj:jj/ is a hermitian vector bundle and ı is a real number,
write M.ı/ for the hermitian vector bundle .M; e�ı jj:jj/.

Let M be a hermitian vector bundle on a proper scheme X over Z. If � is a section of M
on X , we will often denote by jj� jj1 the sup norm of � , that is, � is the supremum of the
jj�.x/jj as x runs through all complex points of x. We will call jj� jj1 the norm of � .

If jj� jj1 � 1 (resp. jj� jj1 < 1), we say that � is effective (resp. strictly effective). We denote
by H 0

Ar.X ;M/ the set of effective sections of L, and write

h0Ar.X ;M/ D log jH 0
Ar.X ;M/j:

If XQ is generically reduced, then H 0
Ar.X ;M/ is finite. Note again that if XQ is empty, then

H 0
Ar.X ;M/ D H 0.X ;M/:

We say that a hermitian line bundle on X is effective if it has a regular effective section.

1.6. Outline of the paper

Section 2 is devoted to a general discussion of arithmetic ampleness. After setting defini-
tions, we recall aspects of the arithmetic Hilbert-Samuel theorem, taking care of error terms.
We then prove a number of results concerning the image of restriction maps for sections of
large powers of ample hermitian line bundles.

In the short Section 3, we make use of the previous section to discuss consequences and
variants of the main theorems. We prove Theorem 1.7.

In Section 4, we gather general results—both analytic and arithmetic—dealing with
hermitian line bundles on Riemann surfaces and arithmetic surfaces. We prove norm esti-
mates in the spirit of [10], and we prove a basic upper bound on the number of effective
sections for positive line bundles—in some sense—on arithmetic surfaces, making use of the
� -invariants of Bost, as well as a result on the effective cone of arithmetic surfaces.

Section 5 is devoted to the proof of Theorem 1.6, and Section 6 to the remaining theorems
of the introduction.
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2. Some results on arithmetic ampleness

In this section, we gather some results on ample hermitian line bundles on arithmetic vari-
eties. Most results are well-known and can be found in a similar form in the literature. Aside
from a precise statement regarding error terms in the arithmetic Hilbert-Samuel theorem,
our main original contribution consists in the results of 2.3 that deals with restriction maps
for sections of ample line bundles.

2.1. Definitions and basic properties

We recall basic properties of arithmetic ampleness as used in the work of Zhang [39].

Definition 2.1. – LetX be a complex analytic space, and letL D .L; jj:jj/ be a hermitian
line bundle onX . We say thatL is semipositive if for any open subsetU ofX , and any section s
of L on U , the function � log jjsjj2 is plurisubharmonic on U .

Remark 2.2. – Since for any holomorphic function f , the function � log jf j2 is
harmonic, it is readily checked that L is semipositive if X admits a covering by open
subsets U such that there exists a nowhere vanishing section s of L on U such that the func-
tion � log jjsjj2 is plurisubharmonic on U . In particular, semipositivity is a local property
on X .

Definition 2.3. – Let X be a projective arithmetic variety, and let L be a hermitian line
bundle on X . We say that L is ample if L is ample, L is semipositive on X an and for any large
enough integer n, there exists a basis of H 0.X ;L˝n/ consisting of strictly effective sections.

Proposition 2.4. – Let X be a projective arithmetic variety, and let L be an ample
hermitian line bundle on X . Let M D .M; jj:jj/ be a hermitian vector bundle on X , and let
F be a coherent subsheaf of M. Then there exists a positive real number " such that for any
large enough integer n, there exists a basis ofH 0.X ;L˝n˝F/ � H 0.X ;L˝n˝M/ consisting
of sections with norm at most e�n".

Proof. – Since L is relatively ample, for any large enough integers a and b, the morphism

H 0.X ;L˝a/˝H 0.X ;L˝b ˝ F/! H 0.X ;L˝aCb ˝ F/

is surjective. As a consequence, for any two large enough integers a and b, and any positive
integer n, the morphism

H 0.X ;L˝a/˝n ˝H 0.X ;L˝b ˝ F/! H 0.X ;L˝anCb ˝ F/

is surjective.
Choose a large enough so that the space H 0.X ;L˝a/ has a basis consisting of sections

with norm at most ˛ for some ˛ < 1. Choose b1; : : : ; ba large enough integers that form a
complete residue system modulo l . We can assume that the maps

H 0.X ;L˝a/˝n ˝H 0.X ;L˝bi ˝ F/! H 0.X ;L˝anCbi ˝ F/

are surjective for all positive integer n and all i between 1 and a. Now choose bases for the
spaces H 0.X ;L˝bi ˝ F/ as i varies between 1 and a, and let ˇ be an upper bound for the
norm of any element of these bases. Taking products of elements of these bases, we find a
subspace of full rank in H 0.X ;L˝anCbi ˝F/ which has a basis whose elements have norm
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at most ˛nˇ. By [38, Lemma 1.7], this implies that H 0.X ;L˝anCbi ˝ F/ has a basis whose
elements have norm at most r˛nˇ, where r is the rank of H 0.X ;L˝anCbi ˝ F/.

The theory of Hilbert polynomials shows that the rank of H 0.X ;LanCbi / is bounded
above by a polynomial in an C bi . Since ˛ < 1, the number r˛nˇ decreases exponentially
as anCbi grows, which shows the result since any integer can be written as anCbi for some i
and n.

Corollary 2.5. – Let X be a projective arithmetic variety. Let L be an ample hermitian
line bundle onX and letM be a hermitian line bundle onX . Then for any large enough integer n,
the hermitian line bundle L˝n ˝M is ample if and only if it is semipositive.

Proof. – Since L is relatively ample, for any large enough integer n, the line bundle
L˝n ˝M is relatively ample and the morphisms

H 0.X ;L˝n ˝M/˝m ! H 0.X ; .L˝n ˝M/˝m/

are surjective for any positive integer m.

For large enough n, Proposition 2.4 guarantees that there is a basis forH 0.X ;L˝n˝M/

consisting of sections with norm at most e�n" for some positive number ". As a conse-
quence, we can find a subspace of full rank in H 0.X ; .L˝n ˝ M/˝m/ with a basis
consisting of sections with norm at most e�mn". By [38, Lemma 7.1], this implies that
H 0.X ; .L˝n ˝M/˝m/ itself has a basis whose elements have norm at most re�mn", where
r is the rank of H 0.X ; .L˝n ˝M/˝m/. Since again r is bounded above by a polynomial
in mn, this shows the result.

Corollary 2.6. – Let f W Y ! X be a morphism of projective arithmetic varieties, and
let L be an ample hermitian line bundle on X . Then there exists a positive real number " such
that for any large enough integer n, there exists a basis ofH 0.Y; f �L˝n/ consisting of sections
with norm bounded above by e�n".

Proof. – By the projection formula, for any integer k, we have a canonical isomorphism

H 0.Y; f �L˝k/ ' H 0.X ;L˝k ˝ f�OY/:

Since L is relatively ample, for any two large enough integers n and k, the map

H 0.X ;L˝n/˝H 0.X ;L˝k ˝ f�OY/! H 0.X ;L˝.nCk/ ˝ f�OY/

is surjective, which means that the natural map

H 0.X ;L˝n/˝H 0.Y; f �L˝k/! H 0.Y; f �L˝.nCk//

is surjective.

Fix a large enough integer k for the previous assumption to hold. By Proposition 2.4, the
spaceH 0.X ;L˝n/ admits a basis consisting of elements with norm decreasing exponentially
with n, which shows that the same property holds for H 0.Y; f �L˝.nCk//.

Corollary 2.7. – Let f be a finite morphism between projective arithmetic varieties. The
pullback of an ample hermitian line bundle by f is ample.
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Proof. – By the previous results, we only have to show that if f W X ! Y is a finite map
between complex projective varieties, and if L is a semipositive hermitian line bundle on Y ,
then f �L is semipositive.

LetU be an open subset of Y on whichL is trivial, and let s be a nowhere vanishing section
of L on U . Then f �s is a nowhere vanishing section of f �L on f �1.U /, and the function

� log jjf �sjj2 D .� log jjsjj2/ ı f

is plurisubharmonic on f �1.U /, being the composition of a holomorphic function and a
plurisubharmonic function. Remark 2.2 shows that f �L is semipositive.

Let n be a positive integer, and consider the complex projective space CPn. The line
bundleO.1/ on CPn is endowed with the Fubini-Study metric jj:jj defined as follows. Let x be
a point of CPn with homogeneous coordinates Œx0 W � � � W xn�. The fiber of O.1/ at x may be
identified with linear forms C.x0; : : : ; x1/! C: Endow the line C.x0; : : : ; x1/with the norm
induced by the standard hermitian norm on CnC1. Then the Fubini-Study metric on O.1/ is
the one that corresponds to the operator norm on linear forms.

The following is the basic example of an ample hermitian line bundle.

Proposition 2.8. – Let n be a positive integer, and let O.1/ be the hermitian line bundle
on PnZ corresponding to the line bundle O.1/ endowed with the Fubini-Study metric. Then for
any " > 0, the hermitian line bundle O.1/."/ is ample on PnZ.

Proof. – The line bundle O.1/ is ample on PnZ, and the Fubini-Study metric is known to
have positive curvature.

Let Xd00 � � �X
dn
n be a monomial of total degree d > 0, seen as a section of O.d/. With

respect to the Fubini-Study metric, if x is a point of CPn with homogeneous coordinates
Œx0 W � � � W xn�, we have

jjX
d0
0 � � �X

dn
n .x/jj D

jx
d0
0 � � � x

dn
n j

.jx0j2 C � � � C jxnj2/d=2
� 1:

This shows thatH 0.PnZ;O.d// has a basis consisting of sections of norm bounded above by 1,
and proves the result.

The following follows immediately from Proposition 2.8 and Corollary 2.7.

Corollary 2.9. – Let X be an arithmetic variety, and let L be a relatively ample line
bundle on X . Then there exists a metric jj:jj on LC, invariant under complex conjugation, such
that the hermitian line bundle .L; jj:jj/ is ample.

Proof. – Some positive power L˝n of L is the pullback of the line bundle O.1/ on some
projective space. By Proposition 2.8 and Corollary 2.7, the pullback of the Fubini-Study
metric, scaled by e�" for some " > 0, to L˝n gives L˝n the structure of an ample hermitian
line bundle.

Endow L with the hermitian metric jj:jj whose n-th power is the metric above. We get a
hermitian line bundle L D .L; jj:jj/ such that L˝n is ample. This implies that L is ample.
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2.2. Arithmetic Hilbert-Samuel

We turn to the arithmetic Hilbert-Samuel theorem, giving an estimate for h0Ar.X ;L
˝n
/,

where L is ample and n is large. This has been proved by Gillet-Soulé in [17, Theorem 8 and
Theorem 9] and extended by [39, Theorem (1.4)], see also [1] and [6]. In later arguments, we
will need an estimate for the error term in the arithmetic Hilbert-Samuel theorem. In the case
where the generic fiber of X is smooth, such an estimate follows from the work of Gillet-
Soulé and Bismut-Vasserot. The general case does not seem to be worked out. However, for
arithmetic surfaces, an argument of Vojta gives us enough information for our later needs.

We start with a proposition relating the Hilbert-Samuel function of a hermitian line
bundle and its pullback under a birational morphism.

Proposition 2.10. – Let f W Y ! X be a birational morphism of projective arithmetic
varieties, and letL be an ample hermitian line bundle onX . Then there exists a positive integer k
and a positive real number C such that for any integer n and any hermitian vector bundle M
on X , the following equality holds:

h0Ar.X ;L
˝n
˝M/ � h0Ar.Y; f

�.L˝n ˝M// � h0Ar.X ;L
˝.nCk/

˝M.C //:

Proof. – Pullback of sections induces an injective map

f � W H 0
Ar.X ;L

˝n
˝M/! H 0

Ar.Y; f
�.L˝n ˝M//;

which proves the first inequality.
The coherent sheaf H≀⇕.f�OY ;OX / is non-zero. As a consequence, there exists a positive

integer k such that the sheaf

H≀⇕.f�OY ;OX /˝ L˝k D H≀⇕.f�OY ;L˝k/

has a nonzero global section �. Since f is birational, the morphism

� W f�OY ! L˝k

is injective. IfU is an open subset of the compact complex manifoldX .C/ and n is an integer,
we endow the spaces

H 0.U;L˝n ˝M˝ f�OY/ D H 0.f �1.U /; f �L˝n ˝M/

and
H 0.U;L˝.nCk/ ˝M/

with the sup norm—which might take the value1. Since X .C/ is compact, we can find a
constant C such that the maps

�U W H
0.U; f�OY/! H0.U;L˝k/

all have norm bounded above by eC . As a consequence, all the maps

Id˝ �U W H 0.U;L˝n ˝M˝ f�OY/! H 0.U;L˝.nCk/ ˝M/

have norm bounded above by eC as well, and the induced map

H 0.Y; f �.L˝n ˝M//! H 0.X ;L˝.nCk/ ˝M/

has norm bounded above by eC . Since this map is injective, we have an injection

H 0
Ar.Y; f

�.L˝n ˝M//! H 0
Ar.X ;L

˝.nCk/
˝M.C //;
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which shows the second inequality.

We may now state some forms of the arithmetic-Hilbert-Samuel theorem. For the
purposes of this paper, the key statement is (iii). We will need the more precise estimate on
the error term it provides compared to (i).

Theorem 2.11. – LetX be a projective arithmetic variety of dimensiond , letL be an ample
hermitian line bundle on X , and let M be a hermitian vector bundle of rank r .

(i) As n tends to1, we have

h0Ar.X ;L
˝n
˝M/ D

r

d Š
Ldnd C o.nd /I

(ii) if XQ is smooth and the curvature form of L is positive, then

h0Ar.X ;L
˝n
˝M/ D

r

d Š
Ldnd CO.nd�1 logn/

as n tends to1;

(iii) if d D 2, then

h0Ar.X ;L
˝n
˝M/ �

r

2
L2n2 CO.n logn/

as n tends to1.

Proof. – The first statement can be found in [36, Corollary 2.7(1)]. It is a consequence of
the extension by Zhang in [39, Theorem (1.4)] of the arithmetic Hilbert-Samuel theorem of
Gillet-Soulé of [17, Theorem 8], together with [16, Theorem 1].

Let us prove the second statement. Choose a Kähler metric on X .C/, assumed to be
invariant under complex conjugation, and write �L2.L

˝n
˝M/ (resp. �sup.L

˝n
˝M/) for

the logarithm of the covolume ofH 0.X ;L˝n˝M/ for the associatedL2 norm (resp. for the
sup norm). Then by [17, Theorem 8], we have

�L2.L
˝n
˝M/ D

r

d Š
Ldnd CO.nd�1 logn/:

By the Gromov inequality as in for instance [36, Corollary 2.7(2)], this implies

�sup.L
˝n
˝M/ D

r

d Š
Ldnd CO.nd�1 logn/:

Consider the latticeƒ D H 0.X ;L˝n˝M/, endowed with the sup norm. Then sinceƒ is
generated by elements of norm strictly smaller than 1, the dual of ƒ does not contain any
nonzero element of norm smaller than 1. Furthermore, the geometric version of the Hilbert-
Samuel theorem shows that the rank of ƒ has the form O.nd�1/. By [16, Theorem 1], we
get ˇ̌

h0Ar.X ;L
˝n
˝M/ � �sup.L

˝n
˝M/

ˇ̌
D O.nd�1 logn/;

which proves the desired result.

We now prove the last statement. Let f W Y ! X be the normalization of X , so that f is
birational, finite, and Y has smooth generic fiber.

Since f is finite, the line bundle f �L is ample. Let L0 be f �L andM0
be f �M. Choose a

Kähler metric onY.C/, assumed to be invariant under complex conjugation, and again write
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�L2.L
0˝n
˝M0

/ for the logarithm of the covolume ofH 0.Y;L0˝n˝M0/ for the associated
L2 norm.

By Proposition 2.10, we can find a constant C and an integer k such that for any integer n
greater or equal to k, we have

(2.1) h0Ar.X ;L
˝n
˝M/ � h0Ar

�
Y;L0˝n�k ˝M0

.�C/
�
:

Applying the arithmetic Riemann-Roch theorem for n large enough so that the higher
cohomology groups of L0˝n ˝M0 vanish, we get the following equality:

�L2
�
L0˝n ˝M0

.�C/
�
�
1

2
Tn D

r

2
L2n2 CO.n/;

where by Tn we denote the analytic torsion of the hermitian vector bundle L0˝n ˝M0
. The

equality above is proved via the computations of [17, Theorem 8], or [15, Théorème 1]. In
contrast with the usual setting of Hilbert-Samuel, note that the curvature form of L0 might
not be positive everywhere, so that we cannot apply the estimates of [4] for Tn. However, since
the dimension of X is 2, we have

Tn D �
0
1;n.0/;

where �1 is the zeta function of the Laplace operator acting on forms of type .0; 1/with values
inL0˝n˝M0

.�C/. We can use an estimate of Vojta to control the analytic torsion Tn. Indeed,
by [34, Proposition 2.7.6], we have

�01;n.0/ � �Kn logn

for some constant K, so that

(2.2) �L2
�
L0˝n ˝M0

.�C/
�
D
r

2
L2n2 C

1

2
Tn CO.n/ �

r

2
L2n2 CO.n logn/:

Combining as above Gromov’s inequality, [16, Theorem 1], Corollary 2.6 and the
geometric version of Hilbert-Samuel, we can writeˇ̌

h0Ar

�
Y;L0˝n ˝M0

.�C/
�
� �L2

�
L0˝n ˝M0

.�C/
�ˇ̌
D O.n logn/;

which together with (2.2) gives the estimate

h0Ar

�
Y;L0˝n ˝M0

.�C/
�
�
r

2
L2n2 CO.n logn/:

From (2.1), we finally obtain

h0Ar.X ;L
˝n
˝M/ �

r

2
L2.n � k/2 CO.n logn/ �

r

2
L2n2 CO.n logn/:

2.3. Restriction of sections

Let k be a field, and let X be a projective variety over k. Let L be an ample line bundle
on X . If Y is any closed subscheme of X , consider the restriction maps

�n W H
0.X;L˝n/! H 0.Y;Lj˝nY /:

The map �n is surjective if n is large enough and, obviously, there are bijections between the
different fibers of �n when it is surjective.

In this section, we give arithmetic analogues of these results, looking at H 0
Ar instead

of H 0—this is Theorem 2.17. Furthermore, we show in Theorem 2.21 that the lower bound
on the dimension of the image of the restriction map can be given to be independent of Y .
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In the following, let X be a projective arithmetic variety, and let L be an ample hermitian
line bundle on X . If n is an integer, we denote by ƒn the space H 0.X ;L˝n/ endowed with
the sup norm, and we write rn for its rank. If R is a nonnegative real number, let Bn.R/ be
the closed ball of radius R in ƒn. In particular, we have

Bn.1/ D H
0.X ;L˝n/:

Let Bn.R/R be the closed ball of radius R in ƒn ˝ R. Let Vol denote the volume with
respect to the unique translation-invariant measure on ƒn ˝ R for which Vol.Bn.1/R/ D 1.

If I is a quasi-coherent sheaf of ideals on X , we write ƒIn for the subgroup H 0.X ;L˝n ˝ I/
of H 0.X ;L˝n/, endowed with the induced norm. We write rIn , Bn.R/I , Bn.R/IR, VolI for
the corresponding objects.

We gather a few results regarding point counting in the latticesƒIn . The following is a basic
estimate.

Lemma 2.12. – Let � be a positive real number. Let C be any real number. Then, as n goes
to infinity, we have, for any positive R,

VolI
�
Bn.RC Ce

�n�/IR
�
D Rr

I
n
�
1C CR�1rIn e

�n�
C o.R�1rIn e

�n�/
�
;

where the implied constant in o depends only on C .

Proof. – We write

VolI
�
Bn.RC Ce

�n�/IR
�
D .RC Ce�n�/r

I
n

D Rr
I
n exp

�
rIn log.1C CR�1e�n�/

�
D Rr

I
n exp

�
CR�1rIn e

�n�
C o.R�1rIn e

�n�/
�

D Rr
I
n
�
1C CR�1rIn e

�n�
C o.R�1rIn e

�n�/
�
:

Fix I as above. Let n be a large enough integer. By Proposition 2.4, we can find a positive
number "I , independent of n, and a basis �1; : : : ; �rIn ofƒIn such that jj�i jj1 � e�n"

I
for all

i 2 f1; : : : ; rIn g. Consider the fundamental domain

(2.3) DIn D
n rInX
iD1

�i�i j8i 2 f1; : : : ; ng; 0 � �i < 1
o
:

Proposition 2.13. – Let ˛ be a positive number with 0 < ˛ < 1. As n tends to1, we
have, for any R > e�n

˛
,

jBn.R/
I
jVolI.DIn / � R

rIn :

Proof. – Let n be a large enough integer. As � runs through the elements of ƒIn , the
sets � C DIn are pairwise disjoint and cover ƒIn ˝ R. Furthermore, the diameter of DIn is
bounded above by rIn e

�n"I . As a consequence, if � is any element of ƒIn , then

� CDIn � Bn.jj� jj1 C r
I
n e
�n"I /IR

and
.� CDIn / \ Bn.jj� jj1 � r

I
n e
�n"I /IR D ;:
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As a consequence, we have

VolI
�
Bn.R � r

I
n e
�n"I /IR

�
� jBn.r/

I
jVolI.DIn / � VolI

�
Bn.RC r

I
n e
�n"I /IR

�
:

By Riemann-Roch, the rank rIn grows at most polynomially in n. As a consequence,
R�1rIn e

�n�I goes to 0 as n goes to infinity, and Lemma 2.12 shows that both the left
and right terms are equivalent to Rr

I
n as n goes to infinity.

Proposition 2.14. – Let ˛ and � be positive real numbers with 0 < ˛ < 1. Let C be any
real number. Then, as n tends to1, there exists a positive real number �0 such that we have, for
any positive R > e�n

˛
, ˇ̌
jBn.RC Ce

�n�/I j � jBn.R/
I j
ˇ̌

jBn.R/I j
D O.e�n�

0

/;

where the implied constants depend on ˛; C and �.

Proof. – We assume that C is positive. The case where C is negative (or zero) can be
treated by the same computations.

Let �0 be a positive number strictly smaller than both "I and �. Since the � C DIn are
pairwise disjoint as � runs through the elements of ƒIn , we get, for large enough n�
jBn.RC Ce

�n�/I j � jBn.R/
I
j
�
VolI.DIn /

� VolI.Bn.RC Ce�n� C rIn e
�n"I /IR/ � VolI.Bn.R � rIn e

�n"I /IR/

� VolI.Bn.RC e�n�
0

/IR/ � VolI.Bn.R � e�n�
0

/IR/

� 2Rr
I
n�1rIn e

�n�0 ;

where in the last line we applied Lemma 2.12, using that R�1rIn e
�n�0 tends to 0 as n tends

to1.
Putting the previous estimate together with Proposition 2.13 and replacing �0 with a

smaller positive number, we get the desired result.

The following is a first step in controlling restriction maps.

Proposition 2.15. – Let ˛ be a positive number with 0 < ˛ < 1. There exists a positive
constant � such that for any large enough integer n, if N is any positive integer with N < en

˛
,

then the following statements hold:

(i) the map �n;N W H 0
Ar.X ;L

˝n
/! ƒn=Nƒn is surjective;

(ii) for any two s; s0in ƒn=Nƒn, we haveˇ̌
j��1n;N .s/j � j�

�1
n;N .s

0/j
ˇ̌

j��1n;N .s/j
� e�n�:

Proof. – Let rn be the rank of ƒn. Let n be a positive integer, which will be chosen large
enough, and let N be an integer bounded above by en

˛
.

By Proposition 2.4, we can find a positive number ", independent of n, and a basis
�1; : : : ; �rn ofƒn such that jj�i jj1 � e�n" for all i 2 f1; : : : ; rng. Any element ofƒn=Nƒn is
the image of an element of ƒn of the form

� D �1�1 C � � � C �rn�rn ;
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where the �i are integers between 0 and N � 1. We have

jj� jj1 < Nrne
�n"
� rne

n˛�n":

We know that rn is a polynomial in n for large enough n and ˛ < 1 by assumption, so
that any � as above is strictly effective for large enough n. This shows that the map �n;N is
surjective and proves (i).

We now proceed to the proof of (ii). Let n be a large enough integer. By the discussion
above, we can find a positive real number "0 such that for any large enough integer n, and
any s in ƒn=Nƒn, there exists an element �0 in ƒn with jj�0jj1 � e�n"

0

that restricts to s.
We have

��1n;N .s/ D f�0 CN� j � 2 ƒn; jj�0 CN� jj1 � 1g;

so that, up to replacing "0 by a smaller positive number

jBn.1=N � e
�n"0/j � j��1n;N .s/j � jBn.1=N C e

�n"0/j

and

(2.4)
ˇ̌
j��1n;N .s/j � j�

�1
n;N .s

0/j
ˇ̌
� jBn.1=N C e

�n"0/j � jBn.1=N � e
�n"0/j

for any two s; s0 in ƒn=Nƒn. We conclude by applying Proposition 2.14.

We need a variant of a theorem of Bost.

Proposition 2.16. – Let X be a reduced complex analytic space, Y a closed reduced
subspace ofX ,L an ample line bundle onX and jj:jj a semipositive smooth metric onL. Then for
any " > 0, any large enough integer n, and any s 2 H 0.Y; Lj

˝n

Y
/, we can find � 2 H 0.X;L˝n/

such that � jY D s and

jj� jj1 � e
"n
jjsjj1:

Proof. – If the metric jj:jj is positive, then this is the content of [8, Theorem A.1] (1). Since
L is ample, it admits a positive hermitian metric, so that we can find a smooth function
� W X ! R such that jj:jje�� is positive. Since jj:jj is semipositive, the metric jj:jje�ı� is
positive for any ı > 0.

Let " be a positive real number, and choose ı > 0 such that

8x 2 X; jı�.x/j � ":

Apply [8, Theorem A.1] to the line bundle L with the positive metric jj:jje�ı� : if n is large
enough, and s 2 H 0.Y; L˝n/, we can find � 2 H 0.X;L˝n/ such that � jY D s and

jj� jj1 � e
3"n
jjsjj1:

This shows the result.

The following is a key property of ample line bundles.

(1) The only assumption necessary in [8] is that YC and XC are reduced, see [27] for a statement that makes this
explicit.

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



1556 F. CHARLES

Theorem 2.17. – LetX be a projective arithmetic variety, and letL be an ample line bundle
on X . Let Y be a closed subscheme of X , such that YQ is reduced. If n is a positive integer, let

�n W H
0.X ;L˝n/! H 0.Y;Lj˝nY /

be the restriction map. For any positive ", define

ƒ"n D H
0
Ar.X ;L

˝n
/ \ ��1n

�
H 0

Ar.Y;L.�"/j
˝n

Y /
�
;

that is,ƒ"n is the space of effective sections � ofL˝n such that the restriction of � toY has norm
at most e�n". Write  n WD .�n/jƒ"n

: Then the following statements hold:

(i) for any large enough integer n, the restriction map

 n W ƒ
"
n ! H 0

Ar

�
Y;L.�"/j˝nY

�
is surjective;

(ii) there exists a positive constant � such that for any large enough integer n, and any two
s; s0 in H 0

Ar

�
Y;L.�"/j˝nY

�
, we haveˇ̌
j��1n .s/j � j��1n .s0/j

ˇ̌
j��1n .s/j

� e�n�I

(iii) � being chosen as above, for any s 2 H 0
Ar.Y;L.�"/j˝nY /, we haveˇ̌̌

��1n .s/ �
jƒ"nj

jH 0
Ar

�
Y;L.�"/˝n

�
j

ˇ̌̌
� e�n�j��1n .s/j:

Proof. – Fix " > 0. The group

f� 2 H 0
Ar.Y;L.�"/j

˝n

Y
/; jj�Cjj D 0g

is the torsion subgroup of H 0
Ar.Y;L.�"/j˝nY /, which we denote by H 0

Ar.Y;Lj˝nY /tor—note
that this group does not depend on " nor the hermitian metric. This is a finite group. Let
N be a positive integer with

NH 0
Ar.Y;Lj

˝n

Y
/tor D 0:

Assume n is large enough. The restriction map

�n W ƒn D H
0.X ;L˝n/! H 0.Y;Lj˝nY /

is surjective since L is relatively ample. The map

ƒn=Nƒn ! H 0
Ar.Y;Lj

˝n

Y
/tor

is well-defined and surjective as well. Applying Proposition 2.15, this shows that the image
of  n contains H 0

Ar.Y;Lj˝nY /tor.

Let s be an element of H 0
Ar.Y;L.�"/j˝nY /. Let "0 be a real number with 0 < "0 < ": Apply

Proposition 2.16 to the closed subspace YC ofXC. If n is large, we can find a section � ofL˝n
on XC with jj� jj1 � e�n"

0

and � jYC
D sC. Up to replacing � with � C � , and making "0

smaller, we may assume that � is a section of L˝n over XR, that is,

� 2 Bn.e
�n"0/R:
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Let I be the ideal of Y in X . The kernel of the—surjective when n is large enough—
restriction map

�n W ƒn ! H 0.Y;Lj˝nY /

is ƒIn . Let � 0 be an element of ƒn mapping to s. Then � 2 .ƒIn/R C �
0.

The fundamental domain DIn defined in (2.3) has diameter bounded above by rne�n"
I

—
note that rn � rIn : In particular, we can find � 00 2 ƒIn C �

0 with

jj� 00 � � jj1 � rne
�n"I ;

so that

jj� 00jj1 � e
�n"0
C rne

�n"I < 1

for large enough n. We have  n.�/C D sC, i.e.,  n.�/ � � is torsion. This shows that the
image of  n maps surjectively onto the quotient of H 0

Ar.Y;L.�"/j˝nY / by H 0
Ar.Y;Lj˝nY /tor.

Since we showed above that it contains H 0
Ar.Y;Lj˝nY /tor, this proves that  n is surjective.

Apply statement (i) after replacing L with L.�ı/, where ı > 0 is chosen small enough so
that L.�ı/ is ample. Then if " > ı and n is large enough, for any s 2 H 0

Ar.Y;L.�"/j˝nY /, we

can find �0 2 H 0
Ar.X ;L.�ı/˝n/ that restricts to s.

To prove (ii), we argue as in Proposition 2.15. Let s and �0 be as above. Then

 �1n .s/ D f�0 C � j� 2 ƒ
I
n ; jj�0 C � jj1 � 1g

and

jBn.1 � e
�nı/I j � j �1n .s/j � Bn.1C e

�nı/I :

Using Proposition 2.14 again, this proves (ii).

To prove (iii), write

jƒ"nj D
X

s2H0Ar.Y;L.�"/j
˝n

Y
/

j �1n .s/j;

so that for any large enough n and any s 2 H 0
Ar.Y;L.�"/j˝nY /, we haveˇ̌

jƒ"nj � j 
�1
n .s/j jH 0

Ar.Y;L.�"/j
˝n

Y
/j
ˇ̌
� e�n� j �1n .s/j jH 0

Ar.Y;L.�"/j
˝n

Y
/j:

We keep the notation of the theorem.

Corollary 2.18. – Let E be a subset of
S
n>0H

0
Ar.Y;L.�"/j˝nY /. Set

E 0 WD
n
� 2

[
n>0

ƒ"n; � jY 2 E
o
:

For any 0 � � � 1, the set E has density � in
S
n>0H

0
Ar.Y;L.�"/j˝nY / if and only if E 0 has

density � in
S
n>0ƒ

"
n:
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Proof. – For any positive integer n, define

En WD E \H
0
Ar.Y;L.�"/j

˝n

Y
/; E 0n WD E

0
\H 0

Ar.X ;L
˝n
/ D E 0 \ƒ"n:

Denoting by  n the restriction maps as before, we can write

jE 0nj D
X
s2En

j �1n .s/j:

Summing the estimate of Theorem 2.17, (iii) over all s 2 En for large enough n, we can find
a positive constant � such that, for large enough n,ˇ̌̌

jE 0nj �
jEnj

jH 0
Ar.Y;L.�"/j˝nY /j

jƒ"nj
ˇ̌̌
� e�n�jE 0nj

and, dividing by jƒ"nj � jE
0
nj,ˇ̌̌
jE 0nj

jƒ"nj
�

jEnj

jH 0
Ar.Y;L.�"/j˝nY /j

ˇ̌̌
� e�n�:

Letting n tend to1 gives us the result we were looking for.

As a special case of the theorem, we get the following.

Corollary 2.19. – Let X be a projective arithmetic variety, and let L be an ample line
bundle on X . Let Y be a closed subscheme of X lying over Z=NZ for some positive integer N .
Then for any large enough integer n, the restriction map

�n W H
0
Ar.X ;L

˝n
/! H 0.Y;Lj˝nY /

is surjective and there exists a positive constant � such that for any s 2 H 0.Y;L˝n/, we haveˇ̌̌
��1n .s/ �

jH 0
Ar.X ;L

˝n
/j

jH 0.Y;Lj˝nY /j

ˇ̌̌
� e�n�j��1n .s/j:

We now turn to uniform lower bounds on the image of restriction maps. We first deal with
a geometric result.

Proposition 2.20. – Let S be a noetherian scheme, and let X be a projective scheme
over S . Let L be a line bundle on X , relatively ample over S . Let d be a positive integer. Then
there exists an integer N and a positive constant C such that for any point s of S , any closed
subscheme Y of Xs of dimension d , and any n � N , the image of the restriction map

H 0.Xs;L˝n/! H 0.Y;Lj˝nY /

has dimension at least Cnd .

Proof. – Since S is noetherian, we can find an integer M such that for any point s of S
and any integer n �M , the restriction of L˝n to Xs is very ample.

Let s be a point of S , and let Y be a closed subscheme of Xs of positive dimension d . Let
k be an infinite field containing the residue field of s, and writeXk for the base change ofXs
to k.
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Since L˝n is very ample on Xk and k is infinite, we can find a d C 1-dimensional
subspace V � H 0.X;L˝n/ such that the restriction to Y of the rational map

� W X 99K P.V �/

is dominant. Let �0; : : : ; �d be a basis of V , and let H1 be the divisor div.�0/. Identify
the subspace of P.V �/ defined by �0 ¤ 0 to the standard affine space Ad

k
with coordi-

nates x1; : : : ; xd . Then the map � is defined outsideH1—as certainly the base locus of V is
contained in H1, and maps onto Ad

k
.

For any positive integer r and any integer n � .r C 1/M , the line bundle L˝n.�rH1/ ' L˝n�rM
is very ample. In particular, we can find a section � of L˝n that vanishes to the order r along
H1, but does not vanish on Y .

Let P 2 kŒx1; : : : ; xd � be a polynomial of degree at most r , considered as a morphism
Ad
k
! A1

k
. Since � vanishes to the order r along H1, the section .P ı �/� of L˝n, which is

a priori defined only outsideH0, defines a global section of L˝n. Because � does not vanish
on Y , the restrictions .P ı �/� jY are linearly independent as sections of L˝njY as P varies.
In particular, the image of the restriction map

H 0.X;L˝n/! H 0.Y;Lj˝nY /

has dimension at least equal to the dimension of the space of polynomials of degree at most r
in x1; : : : ; xd , so that it has dimension at least 

r C d

d

!
D

1

dŠ
rd CO.rd�1/

for any r with r C 1 � n=M . This proves the result.

Theorem 2.21. – LetX be a projective arithmetic variety, and letL be an ample hermitian
line bundle on X . If Y is a subscheme of X , let

�n;Y W H
0.X ;L˝n/! H 0.Y;Lj˝nY /

be the restriction map.
There exists an integer N and a positive real number � such that for any n � N and any

closed subscheme Y of X of dimension d > 0, we have

jKer.�n;Y/ \H 0
Ar.X ;L

˝n
/j

jH 0
Ar.X ;L

˝n
/j

D O.e�n
d�/;

where the implied constant depends on X and L, but not on Y .

Proof. – We only have to consider those Y that are irreducible. Let us first assume
that Y is flat over SpecZ. Let Hn be the kernel of the restriction map

ƒn D H
0.X ;L˝n/! H 0.Y;Lj˝nY /;

and let kn be the corank of Hn, i.e., the rank of the image of the restriction map. By
Proposition 2.20 applied toXQ and YQ, there exists a positive constant C , independent of Y ,
such that if n is larger than some integer N , independent of Y , then

(2.5) kn � Cn
d�1:
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Up to enlarging N , Proposition 2.4 allows us to assume that for n � N , ƒn has a basis
consisting of elements with norm at most e�n" for some " > 0. For n � N , we can find
elements �1; : : : ; �kn ofƒn that are linearly independent inƒn=Hn and satisfy jj�i jj1 � e�n"

for i 2 f1; : : : ; kng.

Let � be a positive number smaller than ". Then for any � 2 Hn \ Bn.1/R and any
integers �1; : : : ; �kn with j�i j � en� for i 2 f1; : : : ; kng, we have

jj� C

knX
iD1

�i�i jj1 � 1C kne
�n."��/:

Furthermore, as � runs through the elements of Hn, and �1; : : : ; �kn run through the inte-
gers, the � C

Pkn
iD1 �i�i are pairwise distinct. As a consequence, we have

enkn�jH \ Bn.1/Rj �
ˇ̌
Bn.1C kne

�n."��//
ˇ̌
:

Applying Proposition 2.14 and noting that kn is bounded above by rn, which is a polyno-
mial in n, we get

jBn.1/ \Hnj

jBn.1/j
D O.e�nkn�/:

Together with (2.5), this shows the required estimate.

Now assume that Y is not flat over Z. Since Y is irreducible, it lies over a closed point p
of SpecZ. By Proposition 2.20, we can find an integerN and a constantC , independent ofY
and p, such that for any n � N , the kernel of the restriction map

H 0.Xp;L˝n/! H 0.Y;Lj˝nY /

has codimension at least Cnd as a vector space over Fp. Let kn be this codimension. Then

(2.6) kn � Cn
d :

Again, by Proposition 2.4, up to enlargingN , we can find a positive number ", depending
only on X and L, such that for any n � N , there exist sections �1; : : : ; �kn of H 0.X ;L˝n/
with jj�i jj1 � e�n" for all i 2 f1; : : : ; kng, such that the images of �1; : : : ; �kn inH 0.Y;Lj˝nY /

are linearly independent over Fp.

Let Hn be the kernel of the restriction map �n;Y . If � is an element of Hn, and if
�1; : : : ; �kn are integers running through f0; : : : ; p�1g, then �C�1�1C� � �C�kn�kn belongs
to Hn if and only if all the �i vanish. Furthermore, the elements � C �1�1 C � � � C �kn�kn
are pairwise disjoint. As a consequence, considering only those �i that are 0 or 1, we have

2kn jHn \H
0
Ar.X ;L

˝n
/j � jBn.1C kne

�n"/j:

Again, applying Proposition 2.14 and noting that kn is bounded above by rn, which is a
polynomial in n, we get

jBn.1/ \Hnj

jBn.1/j
D O.e�kn�/:

Together with (2.6), this shows the required estimate.
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3. Variants and consequences

3.1. The irreducibility theorem over finite fields

The arithmetic Bertini theorems we prove are stronger than their finite fields counterparts.
Since the latter are already known, we give only an example to illustrate how one can deduce
them.

Proposition 3.1. – Assume Theorem 1.1. Let k be a finite field, and letX be an irreducible
projective variety over k of dimension at least 2. Let L be a very ample line bundle on X . Then
the set

f� 2
[
n>0

H 0.X;L˝n/; div.�/ is irreducibleg

has density 1 in
S
n>0H

0.X;L˝n/.

Proof. – Since L is very ample, we can find a positive integer N and a closed embedding
i W X ! PN

k
such that L D i�O.1/. Apply Theorem 1.1 to the composition

f W X ! PNk ! PNOK ;

where K is a number field together with a finite prime p such that OK=p D k, and the line
bundle L D OPNOK

.1/."/, " > 0, endowed with the Fubini-Study metric scaled by e�".

The hermitian line bundle L is the pullback of O.1/ by the finite map PNOK ! PNZ . By
Proposition 2.8 and Corollary 2.7, L is ample.

Since f .X/ is supported over a closed point of SpecZ, Theorem 1.1 guarantees that the
set n

� 2
[
n>0

H 0
Ar.P

N
OK ;L

˝n
/; div.� jX / is irreducible

o
has density 1 in

S
n>0H

0
Ar.P

N
OK ;L

˝n
/. By Corollary 2.18, the theorem holds.

Note that since on a scheme X defined over a finite field, every line bundle is a hermitian
line bundle, and every section is effective, we can remove the flatness assumptions on the
theorems of the introduction and have uniform statements that cover both the results of this
paper and those of [11].

3.2. Generic smoothness

We first state the Bertini smoothness theorem of Poonen [26] in the form we need—see
[13] for the proof of this version.

Theorem 3.2. – Let X be a smooth projective variety over a finite field k, and let L be an
ample line bundle on X . Then the density of those � 2

S
n>0H

0.X;L˝n/ such that div.�/ is
smooth is equal to �X

�
1C dim.X/

��1, where �X is the zeta function of X .

Applying the above result together with the restriction results of Corollary 2.18, we find
the following.
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Proposition 3.3. – Let X be a projective arithmetic variety, and let L be an ample
hermitian line bundle on X . Let p be a prime number such that Xp is smooth over Fp.
Then the density of those � 2

S
n>0H

0
Ar.X ;L

˝n
/ such that div.� jXp

/ is smooth is equal

to �p.dim.X //�1, where �p is the zeta function of Xp.

Proof. – We apply Corollary 2.18 to the subspace Y D Xp of X and the subset E
of
S
n>0H

0.Xp;Lj˝nXp / consisting of sections with smooth divisor. Theorem 3.2 shows

that E has density �p.1C dim.Xp//�1 D �p.dim.X //�1, which implies the result.

We may prove Theorem 1.7.

Proof of Theorem 1.7. – In the situation of the theorem, we know that Xp is smooth for
all large enough p. Furthermore, denoting again the zeta function of Xp by �p, we have

lim
p!1

�p.x/ D 1

for any x > 1 by [30, 1.3]. This shows that the density of those � 2
S
n>0H

0
Ar.X ;L

˝n
/ such

that there exists p with Xp smooth and div.� jXp
/ smooth is equal to 1. For any such � , the

divisor div.�/Q is smooth, which proves the result.

3.3. Irreducibility theorems with local conditions

We can give variants of the irreducibility theorems with conditions at prescribed
subschemes. For an easier formulation, we give them in the setting of Theorem 1.6.

Proposition 3.4. – Let X be a projective arithmetic variety, and let L be an ample
hermitian line bundle on X . Let Z1 be a finite subscheme of X , and let Z2 be a positive-
dimensional subscheme of X . Choose a trivialization � W LjZ1 ' OZ1 , and let T be a subset

of H 0.Z1;OZ1/. Then the density of those � 2
S
n>0H

0
Ar.X ;L

˝n
/ such that � jZ1

belongs
to T (under the trivialization �) and � does not vanish identically on any component of Z2 is
equal to

jT j

jH 0.Z1;OZ1/j
:

Proof. – By Corollary 2.18, the density of those � such that � jZ1
belongs to T is indeed

jT j

jH0.Z1;OZ1 /j
: On the other hand, Theorem 2.21 ensures that the density of those � that do

not vanish identically on any component of Z2 is equal to 1.

Given Theorem 1.6—proven in the last section of this paper—and Theorem 1.7, we find
the two following results.

Corollary 3.5. – LetX be a projective arithmetic variety of dimension at least 2, and let
L be an ample hermitian line bundle on X . Let Z1 be a finite subscheme of X , and let Z2 be
a positive-dimensional subscheme of X . Choose a trivialization � W LjZ1 ' OZ1 , and let T be

a subset of H 0.Z1;OZ1/. Then the density of those � 2
S
n>0H

0
Ar.X ;L

˝n
/ such that the

following conditions hold:

(i) � jZ1
belongs to T (under the trivialization �);
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(ii) � does not vanish identically on any component of Z2;

(iii) div.�/ is irreducible,

is equal to
jT j

jH 0.Z1;OZ1/j
:

Corollary 3.6. – Let X be a projective arithmetic variety with smooth generic fiber, and
let L be an ample hermitian line bundle on X . LetZ1 be a finite subscheme of X , and letZ2 be
a positive-dimensional subscheme of X . Choose a trivialization � W LjZ1 ' OZ1 , and let T be

a subset of H 0.Z1;OZ1/. Then the density of those � 2
S
n>0H

0
Ar.X ;L

˝n
/ such that the

following conditions hold:

(i) � jZ1
belongs to T (under the trivialization �);

(ii) � does not vanish identically on any component of Z2;

(iii) div.�/Q is smooth,

is equal to
jT j

jH 0.Z1;OZ1/j
:

4. Preliminary estimates

This section gathers preliminary material on hermitian line bundles on arithmetic
surfaces, which will be used in the proof of Theorem 1.6. In 4.1, we give lower bounds
for the norm of products of sections of hermitian line bundles. In 4.2, we give an upper
bound for the number of effective sections of a hermitian line bundle in terms of its degree
with respect to a positive enough hermitian line bundle. Such a result is closely related to the
effective bounds of [37]. Our proof is better expressed in terms of the � -invariants of Bost
[9], which we only consider in a finite-dimensional setting. In 4.3, we give an estimate for the
number of effective hermitian line bundles satisfying certain boundedness properties.

4.1. Norm estimates for sections of hermitian line bundles

Let X be a compact connected Riemann surface. Let ! be a real semipositive 2-form of
type .1; 1/ on X with Z

X

! D 1:

Define

d c D
1

2i�
.@ � @/;

so that

dd c D
i

�
@@:

Let s be a section of a hermitian line bundle on X . In what follows, we will write jjsjj for
the function P 7! jjs.P /jj.
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Let L D .L; jj:jj/ be a hermitian line bundle on X . If s is a nonzero section of L, the
Lelong-Poincaré formula gives us the equality of currents

�dd c log jjsjj D c1.L/ � ıD;

where c1.L/ is the curvature form of L, D is the divisor of s and ıD is the current of
integration along D.

Define, following [10, (1.4.8)]

jjsjj0 D exp
� Z

X

log jjsjj!
�
:

Since
R
X
! D 1; the following inequality holds:

jjsjj0 � jjsjj1:

Say that L is !-admissible, or admissible for short, if c1.L/ is proportional to !. If L is
admissible, then the Gauss-Bonnet formula shows

c1.L/ D .degL/!:

LetM be any line bundle onX . By the @@ lemma, we can find a hermitian metric jj:jj onM
such that the hermitian line bundle .M; jj:jj/ is admissible. Given a nonzero global section s
of M , there exists a unique such metric such that jjsjj0 D 1.

If D is an effective divisor on X , let �D be the section of O.D/ that is the image of 1
under the natural morphism OX ! O.D/. The discussion above shows that there exists a
unique admissible hermitian line bundle O.D/ D .O.D/; jj:jj/ on X such that jj�Djj0 D 1.
Of course, if D1 and D2 are effective divisors, we have

O.D1 CD2/ D O.D1/˝O.D2/:

The functions �P satisfy basic uniformities in the point P of X which are readily proved
by the following argument using Green functions.

Proposition 4.1. – EndowX with a Riemannian metric with induced geodesic distance d .
Then there exist positive constants C;C 0 and � such that the following inequalities hold:

(i) 8P 2 X; jj�P jj1 � C I

(ii) 8.P;Q/ 2 X �X; �P .Q/ � min.C 0d.P;Q/; �/:

Proof. – Let � � X � X be the diagonal. Let ˛ be a real closed form of type .1; 1/
on X �X of the form

˛ D p�1! C p
�
2! C

X
i2I

p�1ˇi ^ p
�
2
i ;

where p1 and p2 are the two projections from X � X to X and the ˇi (resp. 
i ) are 1-forms
on X . Choose the ˇi and 
i so that ˛ is symmetric with respect to the involution of X � X
that exchanges the two factors, and that it is cohomologous to the class of the diagonal �
in the de Rham cohomology of X �X . By the @@ lemma, we can find a hermitian metric on
the line bundle O.�/ with curvature form ˛. For any P in X , this hermitian metric induces
a hermitian metric on O.P / by restriction to fP g �X .
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Let �� be the global section ofO.�/ corresponding to the constant function 1. For anyP
in X , write �P for the section of O.P /.

�P W Q 7! ��.P;Q/:

Then
�dd c log jj�P jj D ˛jfP g�X � ıP D ! � ıP ;

which shows that the metric on O.P / coming from that on O.�/ differs from the canon-
ical one defined above by a homothety. In particular, we can find a continuous function
X ! R�C; P 7! �.P / such that

8.P;Q/ 2 X �X; jj�P .Q/jj D �.P /jj��.P;Q/jj:

Since .P;Q/ 7! ��.P;Q/ is a smooth section of O.�/ that vanishes with the order 1
along �, this shows the result (2).

We will make use of the uniformity above to prove inequalities between norms. The
following is a variant of [10, Corollary 1.4.3].

Proposition 4.2. – Let L D .L; jj:jj/ be an admissible hermitian line bundle on X . Let
P be a point of X , and let s be a section of L. Then

jjs.P /jj � jjsjj0 jj�P jj
degL
1 :

In particular, there exists a positive constant C1 such that

jjsjj1 � C
degL
1 jjsjj0:

Proof. – We can assume that s is nonzero. Let D be the divisor of s. Define

g D � log jjsjj

and

gP D � log jj�P jj:

By Lelong-Poincaré, we have

dd cg D .degL/! � ıD

and

dd cgP D ! � ıP :

The Stokes formulaZ
X

g dd cgP D

Z
X

gP dd
cg

gives us

- log jjsjj0 C log jjs.P /jj D � degL log jj�P jj0 C log jj�P .D/jj D log jj�P .D/jj;

where, if D D
P
i niPi , we wrote

jj�P .D/jj D
Y
i

jj�.Pi /
ni jj:

(2) Actually, a straightforward computation shows that jj�P jj0 is a constant function of P , so that � is constant.
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Since the degree of D is equal to the degree of L, we get the first inequality. The second one
follows from the first and Proposition 4.1.

Lemma 4.3. – Let L D .L; jj:jj/ be an admissible hermitian line bundle on X with positive
degree. Then for any section s of L, and any P in X , the following inequality holds:

jjsjj1 � C2.degL/jjs�P jj1;

where C2 is a positive constant depending only on X and !.

Proof. – Let B be the ball fz 2 Cj jzj < 3g. Let .Ui /i2I be a finite cover of X by open
subsets such that there exist biholomorphic functions

fi W B ! Ui

and assume that X is covered by the fi .fz 2 Cj jzj < 1g/. For all i 2 I , choose a smooth
function �i W B ! R such that �dd c�i D f �i !.

Since L is admissible, the curvature form of L is .degL/! and for any i 2 I , we can find
an isomorphism of hermitian line bundles on B

f �i L ' .O; e���i /;

where j:j is the standard absolute value and � D degL.

Choose an element i 2 I , and a complex number z with jzj < 1 such that

jf �i s.z/je
���i .z/ D jjsjj1;

where f �i s.z/ is considered as a complex number via the isomorphism above. By Proposi-
tion 4.1, we can find positive constants " < � and � depending only on X and ! such that
either j�P .z/j �

�
�

or,

8z0 2 C; jz0 � zj D
"

�
H) j�P .z

0/j �
�

�
:

If �P .z/ �
�
�

, then

jjs�P jj1 � jjs�P .fi .z//jj �
�

�
jjs.fi .z//jj D

�

degL
jjsjj1:

Assume on the contrary �P .z/ <
�
�

. By the maximum principle, we can find a complex
number z0 with jz0 � zj D "

�
and jf �i s.z

0/j � jf �i s.z/j: In particular, jz0j < 2 and

jjs�P jj1 � jjs�P .fi .z
0//jj �

�

�
jjsjj1e

��.�i .z/��i .z
0//
� e�C

�

degL
jjsjj1;

whereC is an upper bound for the differential of the �i on the ball fz 2 Cj jzj < 2g as i varies
through the finite set I .

Proposition 4.4. – Let L D .L; jj:jj/ and M D .M; jj:jj/ be two admissible hermitian
line bundles on X . Then for any two sections s and � of L and M respectively, the following
inequality holds:

jjsjj1jj� jj0 � .C2.degLC degM//degM
jjs� jj1;

where C2 is a positive constant depending only on X and !.
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Proof. – Let D be the divisor of � . Then M is isomorphic to O.D/, and the hermitian
line bundlesM andO.D/, as well as the sections � and �D differ by a homothethy. Since the
inequality we want to prove is invariant under scaling, we can assume that M D O.D/ and
� D �D . If D D

P
i niPi , we have

O.D/ D
O
i

O.Pi /
˝ni

and
�D D …i�

ni
Pi
;

so that the result follows from successive applications of Lemma 4.3.

4.2. An upper bound for the number of sections

Let X be a projective arithmetic variety with smooth generic fiber. Choose a Kähler
form on X .C/ which is invariant under complex conjugation and has volume 1. If L is
a hermitian line bundle on X , we write h0

�
.X ;L/ for h0

�
.H 0

L2
.X ;L//, where the hermitian

vector bundle H 0
L2
.X ;L/ over SpecZ is endowed with the L2 norm induced by the Kähler

metric on X .
We will need a comparison result between the sup norm and the L2 norm on the space of

sections of hermitian line bundles, which we will obtain through a minor generalization of
Gromov’s lemma [17, Lemma 30]. We follow the proof of Gillet-Soulé and start with a local
result.

In the following, if z is an element of Cd , we write z1; : : : ; zd 2 C for its coordinate, and,
for any k 2 f1; : : : ; dg, we write zk D xk C iyk , where xk and yk are real.

Lemma 4.5. – Let d be a positive integer, and let B be the open ball fz 2 Cd j jzj < 3g

in Cd . Let � be a real-valued smooth function on B, and let g be a smooth positive function
on B. Then there exists a positive constant C depending only on � and g such that for any real
number � � 1, any holomorphic function f on B and any w in B with jwj < 1,Z

� � �

Z
jz�wj<1

jf .z/j2e�2��.z/g.z/dx1 � � � dyd � C jf .w/j
2e�2��.w/��2d :

Proof. – If � is an integer, the inequality is the “local statement” proved in the beginning
of the proof of [17, Lemma 30].

To prove our result, after adding a negative constant to �, we can assume that � is negative
on the ball jzj < 2. Let C 0 be a lower bound for the values of � on the ball jzj < 2. If � > 1 is
arbitrary, write � D nC r , with 0 � r < 1. Then

e�2��.z/ D e�2n�.z/e�2r�.z/ � e�2n�.z/

for any z with jzj < 2, so thatZ
� � �

Z
jz�wj<1

jf .z/j2e�2��.z/g.z/dx1 � � � dyd �

Z
� � �

Z
jz�wj<1

jf .z/j2e�2n�.z/g.z/dx1 � � � dyd

� C jf .w/j2e�2n�.w/n�2d

� C jf .w/j2e�2��.w/e2r�.w/��2d

� Ce2C
0

jf .w/j2e�2��.w/��2d :
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Replacing C with Ce2C
0

, we get the result.

Proposition 4.6. – Let X be a compact connected riemannian complex manifold of
dimension d , let ! be a real form of type .1; 1/ on X . Then there exists a positive constant C
such that for any hermitian line bundle L onX with positive degree and curvature form �! with
j�j > 1, and any section s of L over X , we have

jjsjjL2 � C j�j
�d
jjsjj1;

where jjsjjL2 denotes the L2 norm of s with respect to the given metric on X .

In particular, if d D 1, there exists a positive constant C 0 such that for any hermitian line
bundle L with curvature form proportional to ! and positive degree, and any section s of L, we
have

jjsjjL2 � C
0.degL/�1jjsjj1:

Proof. – As above, let B be the open ball fz 2 Cd j jzj < 3g in Cd . Let .Ui /i2I be a finite
cover of X by open subsets such that there exists biholomorphic functions

fi W B ! Ui

and assume that X is covered by the fi .fz 2 Cd j jzj < 1g/. For any i 2 I , we can find a
positive smooth function gi such that the pullback of the standard metric of X to B by fi is
gi dx1 � � � dyd .

For all i 2 I , choose a function �i on B such that �dd c�i D f �i !. Let L be a hermitian
line bundle with curvature form �! for some real number �with j�j > 1. Then, for any i 2 I ,
we can fix an isomorphism of hermitian line bundles

f �i L ' .OB ; e���i j:j/;

where j:j is the standard absolute value. Applying Lemma 4.5 (up to replacing �i by��i if � is
negative), we can find a positive constantK, independent of L, such that, given any section s
of L, for any i 2 I and any w in B with jwj < 1, we haveZ

jz�wj<1
jf �i s.z/j

2e���i .z/g.z/dx1 � � � dyd � Kjf
�
i s.w/j

2e���i .w/j�j�2d ;

where we consider f �i s as a holomorphic function via the local trivializations of L. This
inequality meansZ

jz�wj<1
jjs.fi .z//jj

2g.z/dx1 � � � dyd � Kj�j
�2d
jjs.fi .w//jj

2;

so that

jjsjj2
L2
�

Z
jz�wj<1

jjs.fi .z//jj
2g.z/dx1 � � � dyd � Kj�j

�2d
jjs.fi .w//jj

2

for any w, which proves the first result.

The second result is a consequence of the first one and the Gauss-Bonnet formula.

Given a real form ! of type .1; 1/, write cPic!.X / for the group of !-admissible hermitian
line bundles onX , that is, hermitian line bundles whose curvature form is proportional to !.
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Proposition 4.7. – Let X be a regular projective arithmetic surface. Choose a Kähler
form onX .C/which is invariant under complex conjugation, and letB be a hermitian line bundle
on X . Let ! be a real form of type .1; 1/ on X .C/ with

R
X .C/ ! ¤ 0. Assume that the following

conditions hold:

(i) Some positive power of B is effective;

(ii) B:B > 0;

(iii) If M is an effective hermitian line bundle on X , then B:M � 0:

Then for any effective M 2 cPic!.X /, we have

h0� .X ;M/ �
.B:M/2

2B:B
CO.M:B log.1CM:B//CO.degMQ log.1C degMQ//CO.1/;

where the implied constants depend on X , B and !, but not on M.

Remark 4.8. – Using the precise computations of [9, Chapter 3], it would be possible to
make the implied constants above effective.

Remark 4.9. – If M is effective, then both B:M and degMQ are nonnegative.

Proof. – Let M be an effective, !-admissible, hermitian line bundle. If MQ has degree
zero, then the curvature form of M vanishes, so that M is isomorphic to OX and the
inequality of the proposition holds. We can assume that the degree of MQ is positive. Let
us write d for the degree of MQ.

After replacingB by a positive power, we can assume thatB is effective. Let � be a nonzero
effective section of B with divisor D. We have an exact sequence of line bundles

0!M˝ B˝�1 !M!MjD ! 0;

in which the first map is multiplication by � and the second one is restriction of sections.
Taking global sections, we get an exact sequence

0! H 0.X ;M˝ B˝�1/! H 0.X ;M/! H 0.D;MjD/:

The map of lattices

i W H 0
L2
.X ;M˝ B˝�1/! H 0

L2
.X ;M/

is the multiplication by the section � , whose sup norm is bounded above by 1, so the operator
norm of i is bounded above by 1.

Endow H 0.D;MjD/ with the L2 norm

jjt jj2
L2
D

X
z2D.C/

jjt .z/jj2

for t 2 H 0.D;MjD/. Then for any section t of M over D, we have

jjt jj21 �
1

degDQ
jjt jj2

L2
:

If s is a global section of M on X , then certainly we have, for the sup norms

jjsjj1 � jjsjD
jj1
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and consequently

jjsjj1 �
1

degDQ
jjsjD
jj
2
L2
:

By Proposition 4.6, with s as above, we have

jjsjjL2 � C d
�1
jjsjj1;

where we recall that d is the degree of MQ and C is a positive constant independent of M.
We obtain

jjsjjL2 �
C

degDQ
d�1jjsjD

jj
2
L2
:

In other words, the operator norm of the map of lattices

r W H 0
L2
.X ;M/! H 0

L2
.D;MjD/;

given by restricting sections to D is bounded above by C 0d , where C 0 is a positive constant
independent of M. In other words, the induced map of lattices

H 0
L2
.X ;M/! H 0

L2
.D;MjD/.logC 0 C log d/

has norm at most 1—here ifƒ is a lattice and ı a real number, we writeƒ.ı/ for the latticeƒ
with the metric scaled by e�ı . Note that from [9, Corollary 3.3.5, (2)], we have

h0� .H
0
L2
.D;MjD/.logC 0 C log d// � h0� .D;MjD/C degDQ.logC 0 C log d/:

From the monotonicity and the subadditivity of � -invariants proved in [9, Proposi-
tion 3.3.2, Proposition 3.8.1], we get

(4.1) h0� .X ;M/ � h0� .X ;M˝ B˝�1/C h0� .D;MjD/CO.log d/CO.1/;

where the implied constants are independent of M.
By [9, Proposition 3.7.1, Proposition 3.7.2], we have (3)

h0� .D;MjD/ � max.degMjD; 0/CO.1/ �M:B CO.1/

since we assumed that M:B � 0 and since D is the zero locus of an effective section of B.
Together with (4.1), we obtain

(4.2) h0� .X ;M/ � h0� .X ;M˝ B˝�1/CM:B CO.log d/CO.1/:

Now let m be the smallest integer such that mB:B >M:B, so that

m � bM:B=B:Bc C 1:

Applying the argument above inductively to L:B˝�i as i runs from 0 to m � 1, we get

(4.3) h0� .X ;M/ � h0� .X ;M˝ B˝�m/C
.M:B/2

2B:B
CO.M:B log d/CO.M:B/CO.1/:

By construction, B:.M˝ B˝�m/ < 0, so that condition (iii) ensures that M˝ B˝�m is
not effective. By [9, Corollary 4.1.2], we get

h0� .X ;M˝ B˝�m/ � O.d log d/CO.1/

(3) In [9], hermitian vector bundles are only considered over the ring of integers of number fields. However, this
assumption is irrelevant, and can be removed by considering the pullback ofMjD to the normalization ofD.
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since the rank of H 0.X ;M˝ B˝�m/ is certainly bounded above by O.d/:
Finally, we have

(4.4) h0� .X ;M/ �
.M:B/2

2B:B
CO.M:B log d/CO.d log d/CO.M:B/CO.1/;

which shows the result.

Corollary 4.10. – Let X be a regular projective arithmetic surface, and let B be a
hermitian line bundle on X . Let ! be a real form of type .1; 1/ on X .C/ with

R
X .C/ ! ¤ 0.

Assume that the following conditions hold:

(i) Some positive power of B is effective;

(ii) B:B > 0;

(iii) If M is an effective hermitian line bundle on X , then B:M � 0:

Then for any effective M 2 cPic!.X /, we have

h0Ar.X ;M/ �
.B:M/2

2B:B
CO.M:B log.M:B//CO.degMQ log.degMQ//CO.1/;

where the implied constants depend on X and B, but not on M.

Proof. – From Proposition 4.7 and [9, Theorem 4.1.1], we find that the inequality holds if
one replaces h0Ar.X ;M/ with h0

Ar;L2
.X ;M/—this expression being defined as the logarithm

of the number of sections of M with L2 norm bounded above by 1. Choosing the Kähler
form on X to have volume 1, we have

h0Ar.X ;M/ � h0Ar;L2.X ;M/;

which finishes the proof.

Remark 4.11. – In [37, Theorem A], Yuan and Zhang prove an explicit upper bound
for h0Ar.X ;M/ from which one can deduce—via log-concavity of volumes—special cases of
our inequality.

4.3. An upper bound for the number of effective hermitian line bundles

Lemma 4.12. – Let X be a projective arithmetic surface, and let L be an ample hermitian
line bundle onX . IfM is an effective hermitian line bundle onX which is not isomorphic toOX ,
then

L:M > 0:

Proof. – Let s be an effective section of M, and let D be the divisor of s. Then by the
formula [12, (6.3.2)], we have

L:M D hL.D/ �

Z
X .C/

log jjsCjjc1.L/;

where hL denotes the height with respect to D. The first term is nonnegative since L is
ample, and vanishes if and only if D D 0. Since s is effective and the curvature form of L is
semipositive—and positive on a Zariski-dense open subset of X .C/ as LC is ample—the
second term is nonnegative as well, and vanishes if and only if the norm of s is identically 1.
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As a consequence, for L:M to vanish, it is necessary for M to have a nowhere vanishing
section of norm identically 1, i.e., to be isomorphic to OX :

Proposition 4.13. – Let X be a projective arithmetic surface, and let L be an ample
hermitian line bundle on X . Let ! be a semipositive real form of type .1; 1/ on X .C/ withR
X .C/ ! ¤ 0. LetN be a subgroup of the group cPic!.X / of !-admissible hermitian line bundles

on X . Assume that the intersection of N with Ker.cPic!.X /! Pic.X // ' R is discrete. Then
N is a group of finite type. Let� be the rank ofN , and letNeff denote the subspace ofN consisting
of effective line bundles. As n tends to1, we haveˇ̌

fM 2 NeffjL:M � ng
ˇ̌
D O.n�/:

Proof. – The abelian group Pic.X / is finitely generated by [29]—see [20] for a modern
proof—so that the image ofN in Pic.X / is a group of finite type. Since the intersection ofN
with Ker.cPic!.X /! Pic.X // is discrete, it is of finite type as well, which proves that N is a
group of finite type.

The linear form on N

M 7! L:M
extends to a linear form on NR WD N ˝ R which we still denote by

˛ 7! L:˛:

Let N eff be the closure of Neff in N ˝ R. Lemma 4.12 shows that the linear form above is
nonnegative on Neff, so it is nonnegative on N eff.

Our assumption on N guarantees that the first chern class map

c1 W cPic!.X /!dCH
1
.X /

extends to an injection

c1;R W N ˝ R!dCH
1

R.X /;

where dCH
1

R.X / is the arithmetic Chow group with real coefficients defined in [7, 5.5]. Indeed,
we have an exact sequence

0! .N \Ker.cPic!.X /! Pic.X ///˝ R! N ˝ R! Pic.X /˝ R;

and the first term can be identified with R by assumption.

By the Hodge index theorem of Faltings [14] and Hriljac [18] as stated in [7, Theorem 5.5,

(2)], the intersection pairing on dCH
1

R.X / is non-degenerate: it has signature .C;�;�; : : :/.
Since ! is semipositive and

R
X .C/ ! ¤ 0, there exists an ample line bundle H in cPic!.X /.

Then H:H > 0, so that the intersection pairing on cPic!.X / is non-degenerate as well.

In particular, if x is a nonzero element of N eff; we can find a hermitian line bundle
M 2 cPic!.X / with M:x < 0. If n is a large enough integer, Corollary 2.5 shows that
L˝n ˝M is ample, so that the discussion above guarantees the inequality

.L˝n ˝M/:x D nL:x CM:x � 0:

This shows that L:x is positive.
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The linear form x 7! L:x is positive on the complement of the origin in the closed
coneN eff:As a consequence, the number of integral points x ofN eff withL:x � n is bounded
above by a quantity of the form O.n�/, where � is the rank of N .

5. Irreducible ample divisors on arithmetic surfaces

5.1. Setup and an easy estimate

In this section, we prove Theorem 1.6 for arithmetic surfaces.
Let f W X ! SpecZ be a projective arithmetic surface, and L an ample line bundle on X .

If n is a large enough integer, we want to give an upper bound for the number of sections
of L˝n that define a divisor which is not irreducible. We will give three different bounds that
depend on the geometry and the arithmetic of the irreducible components of that divisor.

In the statement below, X is not assumed to be regular, but heights are still well-defined,
see [39, (1.2)].

Proposition 5.1. – Let ˛ be a real number with 0 < ˛ < 1
2

. If n is an integer, the

proportion of those elements s of H 0
Ar.X ;L

˝n
/ that vanish on some Weil divisor D of X with

hL.D/ � n
˛ goes to zero as n goes to infinity.

Proof. – Assume that n is large enough. By [25, Theorem B], the number of divisors D
on X with hL.D/ � n˛ is bounded above by eCn

2˛
for some positive constant C . By

Theorem 2.21, we can find positive constants C 0 and � such that for any D as above,
the proportion of those elements s of H 0

Ar.X ;L
˝n
/ that vanish on D is bounded above

by C 0e�n�.
As a consequence, the proportion of those s that vanish on any D with hL.X / � n˛ is

bounded above by
C 0eCn

2˛�n�;

which goes to zero as n goes to infinity.

5.2. Degree bounds and reduction modulo p

Let f W X ! SpecZ be as above. We want to investigate irreducible divisors on the
fibers of f above closed points and derive global consequences. Our goal here is to prove
Proposition 5.6.

Since X is reduced, we can find a non-empty open subset S of SpecZ such that the
restriction fS W XS ! S has reduced fibers.

Let r be the number of irreducible components of the geometric generic fiber of f . Up
to shrinking S , we may assume that if s is any geometric point of S , then the number
of irreducible components of Xs is exactly r . Since Xs is reduced by assumption, this is
equivalent to the fact that the specialization map induces a bijection between the components
of XQ and those of Xs .

The degree of LQ equals rd , where d is the degree of the restriction of L to a component
of XQ. Write Lp for the restriction of L to Xp.

IfX is a reduced scheme, andC is an irreducible component ofX , we will always consider
C as a closed subscheme of X , endowed with its reduced structure.
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Lemma 5.2. – Let C be an integral projective curve over a perfect field, with arithmetic
genus pa.C /. Let L be a line bundle on C . Then

h0.C;L/ � 1 � pa.C /C deg.L/

and equality holds if the degree of L is strictly bigger than pa.C /.

Proof. – The first statement follows directly from the Riemann-Roch theorem. To prove
the second one, consider the normalization � W eC ! C of C . Then eC is smooth over the
base field k, and its genus is bounded above by the arithmetic genus pa.C / of C .

Since C is reduced, it is Cohen-Macaulay, so that the dualizing sheaf !C=k of C is
Cohen-Macaulay by [32, Tag 0BS2]. In particular, it is torsion-free, so that the morphism
��!C=k ! !eC=k is injective. Now assume that the degree of L is strictly bigger than pa.C /.
In particular, we have

deg.��L/ > deg.!eC=k/
and

h1.C;L/ D h0.C;L_ ˝OC !C=k/ � h
0.eC ; ��L_ ˝OeC !eC=k/ D 0:

By Riemann-Roch, we have

h0.C;L/ D �.L/ D 1 � pa.C /C deg.L/:

Lemma 5.3. – Let p be a prime number corresponding to a point in S , and let Fp be
an algebraic closure of Fp. If C is an irreducible component of Xp, let rC be the number
of irreducible components of CFp , and if k is a positive integer, let Nk.C / be the number of
irreducible divisors of degree k on C . Then the following holds as k tends to1:ˇ̌

NrC k.C / �
1

k
prC k

ˇ̌
D O.p

rC k

2 /;

where the implied constants only depend on fS W XS ! S .

Proof. – The rC irreducible components of CFp are all defined over FprC , and they form
a single orbit under Galois. Denote them by C1; : : : ; CrC . The Lang-Weil estimates of [22]
give us the inequality, for any positive integer k:ˇ̌

jC1.FprC k /j � p
rC k

ˇ̌
D O.p

rC k

2 /;

where the implied constants only depend on the degree of an embedding of C1 into some
projective space—in particular, it only depends on fS . As a consequence, ifMk is the number
of elements in C1.FprC k / with residue field exactly FprC k , we have:ˇ̌

Mk � p
rC k

ˇ̌
�
P
i jk;i¤k p

rC i CO.
P
i jk p

rC i

2 / D O.kp
rC k

2 /:

Now assume that rCk is strictly larger than the degree of the residue field of any singular
point of C—this degree can be bounded independently of C as fS is generically smooth.
Irreducible divisors of degree rCk onC are in one-to-one correspondence irreducible divisors
of degree k on C1=FprC , which in turn are in one-to-one correspondence with Galois orbits
over FprC of elements of C1.FpkrC / with residue field exactly FprC k . As a consequence, we
have

Nk.C / D
1

k
Mk ;

which proves the lemma.
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Lemma 5.4. – There exists a positive integer N with the following property: for any prime
number p corresponding to a point in S , any irreducible component C of Xp, and any n � N ,
the restriction map

H 0.Xp;L˝np /! H 0.C;L˝np /

is surjective.

Proof. – Since the result certainly holds if N is allowed to depend on p by general
vanishing results for ample line bundle, we may replace S by any nonempty open subset,
which we will do along the proof.

Choose a finite flat map S 0 ! S such that the irreducible components of the generic fiber
of XS 0 ! S are geometrically ireducible. In particular, our assumption on s guarantees that
the irreducible components of the fiber of XS 0 ! S 0 over any closed point s0 are geometri-
cally irreducible, and are the intersection of an irreducible component of XS 0 with Xs0 .

Let s0 be a point of S 0 over p, and let Cs0 be the union of irreducible components of Xs0
corresponding to C . Up to shrinking S , we may assume that Cs0 , as a reduced scheme, is the
intersection of Xs0 and some union C of irreducible components of XS 0 . Let IC be the sheaf
of ideals on X defining C. Then the sheaf of ideals defining Cs0 is IC ˝OXS0 OXs0 . Note that
there are only finitely many possibilities for C.

Let k be a positive integer such that L˝k has a nonzero section. Up to shrinking S , we
may assume that this section does not vanish along any component of a fiber of XS 0 ! S 0.
Consider the map

� W XS 0 ! S 0

If n is large enough and since L is relatively ample, relative vanishing guarantees that the
coherent sheaf on S

R1��.L˝n ˝OXS0 IC/
is zero. Pick a positive N once and for all such that the vanishing above holds for
n D N; : : : ; N C k � 1. Then after shrinking S once again, we may assume that the vanishing
above implies

H 1.Xs0 ;L˝NCi ˝OXS0 IC 0/ D 0
for i D 0; : : : ; k � 1.

Now since L˝k has a nonzero section over Xs0 , we have an exact sequence, for any
integer n,

0! L˝n ˝OXS0 IC 0 ! L˝nCk ˝OXS0 IC 0 ! K! 0;

whereK is a coherent sheaf supported on a zero-dimensional subscheme ofXs0 . In particular,
the map

H 1.Xs0 ;L˝n ˝OXS0 IC 0/! H 1.Xs0 ;L˝nCk ˝OXS0 IC 0/
is onto and the right-hand term vanishes as soon as the left-hand one does. Finally, we have
found N , independent of C and p, such that for all n � N , we have

H 1.Xs0 ;L˝n ˝OXS0 IC 0/ D 0;

which implies that the map

H 0.Xp;L˝np /! H 0.C;L˝np /

is surjective.
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Proposition 5.5. – Let p be a prime number corresponding to a point in S , and let Lp be
the restriction of L to Xp. Let C be an irreducible component of Xp, and let rC be the number
of irreducible components of CFp .

Let ˇ be a real number with 0 < ˇ < 1. There exist positive constants A and B, depending
only on ˇ andXS ! S but not on p, such that for any n � A, the proportion of those sections s
of H 0.Xp;L˝np / that do not vanish identically on C and such that div.s/ has an irreducible
component of degree at least rC .nd � nˇ / lying on C is at least Bnˇ�1:

Proof. – Our assumption on p guarantees that C is reduced. The degree of Lp on C
equals rCd . Let n be a large enough positive integer. Let k be an integer such that
nrCd � rCk. Let D be an irreducible divisor of degree rCk on C . Then the number of
sections of L˝np over C that vanish on D is equal to the number of sections of L˝np .�D/

over C , which, according to Lemma 5.2, is bounded below by

p1�pa.C/CnrCd�rC k :

Assume that rCk > 1
2
nrCd . Then a nonzero section of L˝np over C vanishes on at most

one irreducible divisor of degree rCk. Applying Lemma 5.3, it follows that the number of
nonzero sections of L˝np over C that vanish on some irreducible divisor of degree rCk is
bounded below by

1

k
p1�pa.C/CnrCd .1 �O.p�

1
2 rC k// �

1

k
prC k ;

the last term taking care of the zero section being counted multiple times.
Assume now that

rCk � nrCd � pa.C /:

Then the term above is bounded below by

1

2k
p1�pa.C/CnrCd

for large enough n.
Summing over all those k such that rCk � nrCd�rCnˇ , we find that the number of those

elements s of H 0.Xp;L˝np / such that div.s/ has an irreducible component of degree at least
nrCd � n

ˇ is at least

nˇ
1

2nd
p1�pa.C/CnrCd .1C o.1//:

as n goes to infinity, the implied constants depending only on ˇ, pa.C / and the ones occur-
ring in Lemma 5.3. Since pa.C / is the genus of some reunion of irreducible components of
the geometric generic fiber of X , the implied constants only depend on ˇ and X .

By Lemma 5.2, if nrCd > pa.C /, we have

h0.C;L˝np / D 1 � pa.C /C nrCd:

This shows that the proportion of those sections s of L˝np over C such that div.s/ has an
irreducible component of degree at least nrCd � rCnˇ is at least Bnˇ�1 for some constant B
as in the statement of the proposition.

By Lemma 5.4, after choosing n large enough, this implies the desired statement.

We can now prove the main result of 5.2.
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Proposition 5.6. – In the situation of 5.1, letˇ be a real number with 0 < ˇ < 1. Then the
proportion of those elements � ofH 0

Ar.X ;L
˝n
/ such that div.�/Q has an irreducible component

on XQ of degree at least n degLQ � rn
ˇ goes to 1 as n goes to infinity.

Proof. – Let 
 be a real number with 1 � ˇ < 
 < 1. Let n be a large enough
integer. Letting t be the largest integer smaller than n
 , let p1; : : : ; pt be the t smallest primes
corresponding to points of S , and letN be their product. By the prime number theorem, we
have pi � i log i as t ! 1, so that pi � 2i log i for large enough i , and, when t is large
enough:

(5.1) N � .2t log t /t D O.en

0

/;

where 
 0 is any real number with 
 < 
 0 < 1:
Write ƒn for H 0.X ;L˝n/ and let XN ! SpecZ=NZ be the reduction of X modulo N .

The exact sequence defining XN is

0! NOX ! OX ! OXN ! 0;

hence the exact sequence

0! ƒn=Nƒn ! H 0.XN ;L˝n/! H 1.X ;L˝n/ŒN �! 0:

If n is large enough, then H 1.X ;L˝n/ D 0 and we have

(5.2) H 0.XN ;L˝n/ D ƒn=Nƒn:

The scheme XN is the disjoint union of the Xpi , 1 � i � t . As a consequence, we have

H 0.XN ;L˝n/ D
Y
1�i�t

H 0.Xpi ;L
˝n/:

Given a prime number p that corresponds to a point of S , let Ep be the subset
of H 0.Xp;L˝n/ described by Proposition 5.5: Ep is the set of sections s of H 0.Xp;L˝n/
such that there exists an irreducible component C of Xp, such that CFp has rC irreducible
components, the restriction of s toC is not identically zero and vanishes along an irreducible
divisor Dp of degree at least rC .nd � nˇ /:

By Proposition 5.5, if n is greater than A, the proportion of those elements s of H 0.XN ;L˝n/
such that s does not project to Epi for any i 2 f1; : : : ; tg is bounded above by

.1 � Bnˇ�1/t � .1 � Bnˇ�1/n



D exp.�Bn
Cˇ�1 C o.n
Cˇ�1// D o.1/

since 
 C ˇ � 1 > 0, so that as n goes to infinity, the proportion of those elements
of H 0.XN ;L˝n/ that project to at least one of the Epi goes to 1.

By Proposition 2.15 which we may apply thanks to (5.1), and by (5.2), the proportion of
those elements of H 0

Ar.X ;L
˝n
/ that restrict to Epi for some i 2 f1; : : : ; tg goes to 1 as n

goes to infinity. We claim that these elements satisfy the condition of the proposition we are
proving.

Let p be a prime number that corresponds to a point of S . Let � be a section of L˝n
over X such that the restriction of � to Xp belongs to Ep. Let C be a component of Xp such
that CFp has rC irreducible components, and let Dp be an irreducible divisor of degree at

least rC .nd � nˇ / on C such that � vanishes on Dp.
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We can find an irreducible componentD of div.�/ withDjXp
D Dp. If n is large enough,

we can assume that no component of .Dp/Fp lies on two distinct irreducible components
of CFp—it is enough to require that n is large enough compared to the degree of the residue
fields of the intersection points of any two components of CFp . As a consequence, the degree

of the restriction of Dp to any of the rC components of CFp is at least nd � nˇ . Since XQ is

irreducible, the degree of the restriction of DQ to any component of XQ is at least nd � nˇ

as well, so that the degree of DQ is at least

r.nd � nˇ / D n degLQ � rn
ˇ :

This is what we needed to prove.

5.3. End of the proof

We can finish the proof of Theorem 1.6 in the case where X is an arithmetic surface. We
will state this intermediate result in Proposition 5.10 below. The strategy follows roughly the
outline of the proof of [11, Proposition 4.1] which deals with the corresponding result over
finite fields.

Let � W eX ! X be a resolution of singularities of X . Recall that we denoted by r the
number of irreducible components of XC. Then the complex curve eXC is the disjoint union
of r smooth, connected components.

Define B D ��L: Let ! be the first Chern class of B. Then ! is semipositive. We say that
a hermitian line bundle on eX is admissible if it is !-admissible, and we write cPic!.eX / for the
group of isomorphism classes of !-admissible hermitian line bundles on eX .

We have an exact sequence

0! R! cPic!.eX /! Pic.eX /! 0:

We fix once and for all a subgroup N of cPic!.eX / such that the following conditions hold:

(i) N is a group of finite type;

(ii) N surjects onto Pic.eX / and contains the class of B;

(iii) N \Ker.cPic!.eX /! Pic.eX // has rank 1.

Such a group N certainly exists since Pic.eX / is a group of finite type. Note that these condi-
tions mean that N is a discrete cocompact subgroup of cPic!.eX /. In particular, there exists a
positive constant C such that for any admissible hermitian line bundleM D .M; jj:jj/ on eX ,
there exists a hermitian metric jj:jj0 on M such that .M; jj:jj0/ belongs to N and the norms
jj:jj and jj:jj0 satisfy the inequality

(5.3) C�1jj:jj � jj:jj0 � C jj:jj:

The following result is classical in the geometric setting: big divisors are (rationally) the
sum of ample divisors and effective divisors.

Lemma 5.7. – The hermitian line bundle B satisfies the conditions of Proposition 4.7.
Furthermore, there exists a positive integer k, and line bundles A and E on eX which are ample
and effective respectively, such that

B˝k ' A˝ E :
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Proof. – SinceL is ample, some power ofL is effective, and so is the same power of B. We
also have B:B D L:L > 0: Finally, let M be an effective line bundle on eX , let s be a nonzero
effective section of M, and let D be the divisor of s. Then

B:M D hB.D/ �

Z
eX .C/ log jjsCjj��c1.L/:

Considering an effective section of some power of B that does not vanish along any compo-
nent ofD—which exists since large powers ofL are generated by their effective sections—we
see that first term is nonnegative. The second one is nonnegative as well since c1.L/ is semi-
positive on X . This shows the first statement of the proposition.

Let A be an effective ample line bundle on eX , let � be a section of A and let H be the
divisor of � . LetH 0 be the schematic image �.H/. SinceL is ample, we can find an integer k1
and a nonzero section s1 of L˝k1 that vanishes on H 0. We can write

��s1 D ��1;

where �1 is a section of B˝k1 ˝ A˝�1: Choose a large enough integer k2, and let s2 be a
nonzero section of L˝k2 with small enough norm. Writing �2 D ��s2, we have

��.s1s2/ D ��1�2;

and �1�2 is an effective section of the hermitian line bundle B˝.k1Ck2/˝A˝�1;which proves
the result.

Let ˛ and ˇ be real numbers with 0 < ˇ < ˛ < 1
2

. If n is a positive integer, let H 0n be the

subset of H 0
Ar.X ;L

˝n
/ consisting of those effective sections � of L˝n such that:

(i) � does not vanish on any Weil divisor D of X with hL.D/ � n
˛;

(ii) there exists an irreducible component D of div.�/ such that

deg.DQ/ � n degLQ � rn
ˇ :

Use Lemma 5.7 to find a positive integer k with

B˝k ' A˝ E ;

where A is ample and E is effective.

Lemma 5.8. – The set
S
n>0H

0
n has density 1 in

S
n>0H

0
Ar.X ;L

˝n
/.

Proof. – This is a direct consequence of Proposition 5.1 and Proposition 5.6.

Lemma 5.9. – Let ı; 
 be any real numbers with 0 < ˇ < 
 < ı < ˛. Let n be a large
enough integer, and let � be an element of H 0n such that div.�/ is not irreducible. Then we can
find hermitian line bundles L1 and L2 on eX , and sections

�i 2 H
0.eX ;Li /;

i D 1; 2, with the following properties:

(i) L1 and L2 belong to N ;

(ii) jj�i jj1 � en


; i D 1; 2;

(iii) nı � L1:B � nB:B � nı ;
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(iv) L1:A � knB:B;

(v) L1 ˝ L2 ' B˝n;

(vi) up to the isomorphism above, �1�2 D � .

Proof. – Let D be the divisor of ��� . Since the divisor of � is not irreducible, D is not
irreducible either and we can write

D D D1 CD2;

where the Di are nonzero effective divisors on the regular scheme eX such that both Weil
divisors ��.D1/ and ��.D2/ are nonzero. Since div.�/ has an irreducible component of
generic degree bounded below by n degLQ � rn

ˇ , and since

(5.4) degD1;Q C degD2;Q D n degLQ;

we can assume, up to exchanging D1 and D2,

n degLQ � rn
ˇ
� degD1;Q � n degLQ;(5.5)

0 � degD2;Q � rnˇ :(5.6)

We can also assume that no component ofD1 is contracted by the morphism � W eX ! X—
simply by replacing D2 by the sum of D2 and all those contracted components of D1,
which are all supported above closed points of SpecZ. Let Li be the line bundle O eX .Di /
for i D 1; 2. Then we can identify L1 ˝L2 with B˝n, and we can find sections �i of Li with
div.�i / D Di such that � D �1�2.

Recall that we defined! as c1.B/. We consider the norms jj:jj0 with respect to!. Consider
the unique hermitian metric jj:jj�2 onL2 which is admissible with respect to !, scaled so that

jj�2jj�2;0 D 1:

By (5.3), we can find a metric jj:jj on L2 such that L2 WD .L2; jj:jj/ belongs to N and

(5.7) C�1 � jj�2jj0 � C:

Endow L1 with the unique hermitian metric such that

B˝n D L1 ˝ L2
as hermitian line bundles on eX , where we write L1 for the induced hermitian line bundles.
Since B belongs to N by assumption, so do L1 and L2. This makes sure that conditions (i),
(v) and (vi) of the lemma are satisfied.

Since jj� jj1 � 1, we have

(5.8) jj�2jj0 � C jj�1jjj0jj�2jj0 D C jj� jj0 � C:

The inequalities (5.4), (5.6) imply, via Proposition 4.4 the following estimate, since
jj�2jj0 � C

�1 and jj� jj1 � 1:

jj�1jj1 � C
�1.nC2 degLQ/

rnˇ

for some constant C2 depending only on X and L. Similarly, (5.6) and Proposition 4.2 give
us, for some constant C2 depending only on X and L:

jj�2jj1 � CC
rnˇ

1 :
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For any 
 > ˇ, and any n large enough, this ensures that condition (ii) is satisfied.

We now turn to condition (iii). For i D 1; 2, choose a nonzero effective section si of

some power L˝` of L such that the divisor of ��si has no common component with Di .

Computing the height h
B˝`

.Di / using the section ��si of B˝`, we get:

h
B˝`

.Di / D hL˝`
.��.Di //:

and

h
B˝`

.Di / D ` hL˝`
.��.Di // � `n

˛:

Write

`Li :B D hB˝`.Di / � `
Z
X .C/

log jj�i jj! � `n˛ � `
Z
X .C/

log jj�i jj!

and use log jj�i jj1 � n
 : We find

(5.9) Li :B � n˛ � n
 degLQ � n
ı

for any large enough n since ı; 
 < ˛. Since

L1:B C L2:B D nB:B;

this proves that (iii) holds.

Let us prove condition (iv). Since B˝k is isomorphic to A˝ E , we have

Li :A D kLi :B � Li :E

for i D 1; 2, so that

(5.10) L1:A D kL1:B � L1:E D knB:B � kL2:B � L1:E :

Let � be a nonzero effective section of E , with divisor D� . Then we have

L1:E D hL1.D� / �
Z
eX .C/ log jj� jjc1.L1/:

Since the degree of L1 is nonnegative, the form c1.L1/ is a nonnegative multiple of !, and
since � is effective, we have

�

Z
eX .C/ log jj� jjc1.L1/ � 0:

By assumption, no component of the divisor D1 of �1 is contracted by the resolution � .
Furthermore, the definition of the setH 0n guarantees that if C is any component ofD1, then
the height of ��.C / with respect to L is bounded below by n˛. This implies that if n is large
enough, the divisors D1 and D� have no component in common, so that

hL1.D� / � � degD�;Q log jj�1jj � � degD�;Qn


and, as a consequence,

(5.11) L1:E � �n
 deg EQ:

Putting the inequalities (5.11) and (5.9) together with (5.10), we obtain

L1:A � knB:B C n
 deg EQ � k nı :

Since L is ample, B:B D L:L is positive, and since 
 < ı, this shows that condition (iv) of
the lemma is satisfied as soon as n is large enough.
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We can finally prove the key result of this paper via a counting argument.

Proposition 5.10. – Let X be an integral projective arithmetic surface, and let L be an
ample hermitian line bundle on X . Then the set

f� 2
[
n>0

H 0
Ar.X ;L

˝n
/; div.�/ is irreducibleg

has density 1.

Proof. – Choose ı and 
 withˇ < 
 < ı < ˛. Lemma 5.8 shows that the set
S
n>0H

0
n has

density 1 in H 0
Ar.X ;L

˝n
/, so that we only have to prove that the set of those � in

S
n>0H

0
n

with reducible divisor has density 0 in H 0
Ar.X ;L

˝n
/. Let Zn be this set.

Let n be large enough so that Lemma 5.9 applies. To any � in Zn, we can associate
hermitian line bundles L1 and L2, together with respective sections �1 and �2, so that the
conditions .i/�.vi/ of the lemma hold. Since � D �1�2, the data of theLi and �i for i D 1; 2
determine � .

We will give an upper bound for the number of elements � inZn by estimating the number
of possible Li and �i . In other words, we will count the number of triples .L1; �1; �2/, where
L1 is a hermitian line bundle on eX , �1 is a section of L1, and, setting L2 WD B˝n ˝ L˝�11 ,
�2 is a section of L2, so that

(i) L1 and L2 belong to N ;

(ii) jj�i jj � en


; i D 1; 2;

(iii) nı � L1:B � nB:B � nı ;

(iv) L1:A � knB:B.

Below, when using the O notations, implied constants only depend on eX ! X ;L;A; ˛; ˇ; ı; 
 .

Let L1 be a hermitian line bundle as above, and write i WD L1:B, so that

nı � i � nB:B � nı :

We want to bound the number of sections of L1 that have norm at most en



, that is, the
number of effective sections of L1.n
 /. First remark that degL1;Q � n degBQ as the degree
of L1;Q and L2;Q are both nonnegative and have sum n degBQ. Furthermore, we have

L1.n
 /:B D i C n
O eX .1/:B D O.n/
since 
 < ı < 1:

Corollary 4.10 gives us

(5.12) h0Ar.
eX ;L1.n
 // � .i CKn
 /2

2B:B
CO.n logn/;

where K is the constant O eX .1/:B.

Similarly, we have

(5.13) h0Ar.
eX ;L2.n
 // � .nB:B � i CKn
 /2

2B:B
CO.n logn/:
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Adding (5.12) and (5.13), we find, recalling that 0 < 
 < 1:

h0Ar.
eX ;L1.n
 //C h0Ar.

eX ;L2.n
 // � 1

2
n2B:B �

2i.nB:B � i/
2B:B

C
2K2n2
 C 2KB:Bn1C


2B:B
CO.n logn/

�
1

2
n2B:B �

i.nB:B � i/
B:B

CO.n1C
 /:

Since nı � i � nB:B � nı , we have

i.nB:B � i/
B:B

� n1Cı �
1

B:B
n2ı

and, since 2ı < 1 < 1C 
 ,

h0Ar.
eX ;L1.n
 //C h0Ar.

eX ;L2.n
 // � 1

2
n2B:B � n1Cı CO.n1C
 /:

We now count the number of possible L1. Let t > 0 be such that O.t/ belong to N .
Let k.n/ be the smallest positive integer such that k.n/t � n
 . Then the hermitian line
bundle L1.k.n/t/ is effective, belongs to N , and we have

L1.k.n/t/:A D O.n/

since 
 < 1. As a consequence of Proposition 4.13, this shows that the number of possible
L1—or equivalently, L1.k.n/t/—appearing in the triples above is bounded byO.n�/, where
� is the rank of N .

The estimates above show that we have the following inequality:

log jZnj � O.� logn/C
1

2
n2B:B � n1Cı CO.n1C
 / D

1

2
n2B:B � n1Cı CO.n1C
 /:

However, Theorem 2.11, (iii) shows that we have

h0Ar.X ;L
˝n
/ �

1

2
n2L:LCO.n logn/ D

1

2
n2B:B CO.n logn/:

Since ı > 
 , these two inequalities prove that
S
n>0Zn has density 0 inH 0

Ar.X ;L
˝n
/, which

proves the proposition.

6. Proofs of the main results

The goal of this section is to give a proof of Theorem 1.1. We will deduce it from its special
case Theorem 1.6
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6.1. Proof of Theorem 1.6

We first state the Bertini irreducibility theorem of [11] in the form that we will need.

Theorem 6.1. – Let k be a finite field, and letX be a projective variety over k. LetL be an
ample line bundle overX . LetY be an integral scheme of finite type over k, and letf W Y ! X be
a morphism which is generically smooth onto its image. Assume that the dimension of the closure
of f .Y / is at least 2. Then the set of those � 2

S
n>0H

0.X;L˝n/ such that div.f ��/horiz is
an irreducible Cartier divisor has density 1.

Proof. – This is almost a special case of [11, Theorem 1.6]. There, the result is given when
X is a projective space and L D O.1/. This means that—unfortunately—[11] can formally
only be applied to the situation where L is very ample. However, the proofs of [11] apply
with no change when projective space is replaced by an arbitrary projective scheme with a
distinguished ample line bundle.

A second difference between our statement and that of [11, Corollary 1.4] is that we claim
that we can require div.f ��/ to be irreducible as a Cartier divisor: the underlying scheme
is irreducible and has no multiple component, whereas the statement in [11] only states
irreducibility.

The fact that for a density 1 of � , the divisor div.�/ has no multiple component follows
from arguments in [11]. Indeed, since Y is reduced and k is perfect, there is a dense open
subset U of Y that is smooth over k and such that f jU is smooth onto its image. By [11,
Lemma 3.3], for a density 1 of sections � , all the components of div.f ��/horiz intersect U ,
and by [11, Lemma 3.5], for a density 1 of � , the intersection div.f ��/\U is smooth outside
a finite number of points, so that it does not have any multiple component.

Lemma 6.2. – LetX be a projective arithmetic variety of dimension at least 2, and let L be
an ample hermitian line bundle on X . Then the setn

� 2
[
n>0

H 0
Ar.X ;L

˝n
/; div.�/ has no vertical component

o
has density 1.

Proof. – If X is an arithmetic surface, the result follows from Proposition 5.10. Let d be
the relative dimension of X over SpecZ, and assume that d � 2.

Apply Theorem 2.21 where Y runs through the irreducible components of the fibers of X
over closed points of SpecZ. Since these components have dimension d , we find that for any
small enough " > 0, the proportion of these elements � ofH 0

Ar.X ;L
˝n
/ such that div.�/ has

a vertical component over some prime p with p � exp."n2/ is bounded above by a quantity
of the form

O.exp."n2 � �nd // D o.1/;

as n goes to infinity.

We now show that for most � 2 H 0
Ar.X ;L

˝n
/, div.�/ does not have any vertical compo-

nent above a large prime.
Let C � X be a closed arithmetic curve, flat over SpecZ, such that for any large enough

prime p, the intersection of C with any irreducible component of the fiber Xp of X above p

is nonempty. Let n be a positive integer, and let � be an element of H 0
Ar.X ;L

˝n
/. If div.�/
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does not contain C , and if it has a vertical component above a prime p, then div.�/ and C
intersect at a point above p, so that

nhL.C / D hL˝n.C / � logp:

In particular, for such a � , we have p � exp.nhL.C //:

By Theorem 2.21, the proportion of those � 2 H 0
Ar.X ;L

˝n
/ that vanish on C tends

to 0 as n tends to infinity. In particular, the proportion of those � 2 H 0
Ar.X ;L

˝n
/ such

that div.�/ has a vertical component above a prime p > exp.nhL.C // goes to 0 as n goes to
infinity.

Together with the above estimate, this shows the result.

Proof of Theorem 1.6. – If X is an arithmetic surface, then the result was proved in
Proposition 5.10. Assume that X has dimension at least 3. Let p be a prime number large
enough so that Xp is reduced, and specialization indices a bijection between the irreducible
components of XQ and those of XFp . Let X0;p be an irreducible component of Xp, endowed
with the reduced structure.

Let n be a positive integer, and let � be a global section of L˝n. If D is a horizontal
component of div.�/, then D intersects all components of XQ, so that D intersects X0;p.
This shows that for any section � of L˝n, if div.� jX0;p

/ is irreducible as a Weil divisor, then

div.�/ has a single component that is flat over Z.

Now we have the following results:

(i) the density of those �p 2
S
n>0H

0.X0;p;L˝n/ such that div.�p/ is an irreducible
Cartier divisor is 1;

(ii) the density of those � 2
S
n>0H

0
Ar.X ;L

˝n
/ such that div.�/ does not have a vertical

component is 1.

Indeed, (i) follows from Theorem 6.1 with X D Y , and (ii) is Lemma 6.2. By the discussion
above, if � satisfies (i) and (ii), then div.�/ is irreducible. Finally, Corollary 2.18 shows that
the density of those � 2

S
n>0H

0
Ar.X ;L

˝n
/ such that the restriction of � to X0;p satisfies (i)

is 1. This proves the result.

6.2. Proof of Theorem 1.1

In this section, we deduce Theorem 1.4 from Theorem 1.6, following the arguments of [11,
Section 5]. We then prove Theorem 1.1 as a consequence.

In the following, fix a projective arithmetic variety X , together with an ample hermitian
line bundle L.

Lemma 6.3. – Let Y be an irreducible scheme of finite type over SpecZ, together with a
morphism f W Y ! X . Let U be an open dense subscheme of Y . Then for all � in a density 1
subset of

S
n>0H

0
Ar.X ;L

˝n
/, we have the equivalence

div.f ��/horiz is irreducible, .div.f ��/ \ U/horiz is irreducible:
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Proof. – This is analogous to [11, Lemma 3.3]. The implication

div.f ��/horiz is irreducible H) .div.f ��/ \ U/horiz is irreducible

always holds. We prove the reverse implication.
Let D be an irreducible component of Y n U whose image under f is positive-

dimensional—meaning by definition thatD is a component of .YnU/horiz. By Theorem 2.21,
the density of those � 2

S
n>0H

0
Ar.X ;L

˝n
/ that vanish identically on f .D/ is zero.

Now assume that � does not vanish identically along any component of .Y n U/horiz—
this is a condition satisfied by a density 1 set of sections by the paragraph above. Then
any horizontal component of div.f ��/horiz meets U , which implies that the Zariski closure
of .div.f ��/ \ U/horiz is div.f ��/horiz.

In particular, for those � , the implication

.div.f ��/ \ U/horiz is irreducible H) div.f ��/horiz is irreducible

holds.

Lemma 6.4. – Let Y and Z be two irreducible schemes that are flat, of finite type
over SpecZ. Let

� W Y ! Z
be a finite étale morphism, and let

 W Z ! X
be a morphism that has relative dimension s at all points ofZ. Assume that the dimension of the
closure of  .Z/ in X is at least 2. Then for all � in a density 1 subset of

S
n>0H

0
Ar.X ;L

˝n
/,

we have the implication

div. ��/ is irreducible H) div.�� ��/ is irreducible:

Proof. – We follow the argument of [11, Lemma 5.1]. Irreducibility is more difficult to
achieve if we replace Y by a finite cover. As a consequence, we may assume that � is a Galois
étale cover. Let G be the corresponding Galois group. Let m be the dimension of  .Z/.

If z is a closed point ofZ, let jzj be the cardinality of the residue field of z and letFz denote
the conjugacy class in G associated to the Frobenius. We claim that for a density 1 set of � ,
the conjugacy classes Fz cover all conjugacy classes ofG as z runs through the closed points
of div. ��/.

Indeed, let C be such a conjugacy class. LetU be a normal, dense affine open subset ofZ.
By the Chebotarev density theorem of [31, Theorem 9.11] applied to ��1.U / ! U , the
number of closed points z of U with jzj � t and Fz D C is equivalent to

jC j

jGj

t sCm

.s Cm/ log t

as t tends to1. Let EC;t be the set of those z.
By the Lang-Weil estimates, since the fibers of  have all dimension s, the number of

points z with jzj � t in a given fiber of above a closed point is bounded above by a quantity
of the form

˛t s;
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for some positive ˛, so that j .EC;t /j is bounded below by a quantity of the form

ˇ
tm

log t

for some positive ˇ. Note that if x 2  .EC;t /, then jxj � t .

Fix t large enough. Theorem 2.17 shows that the density of those � 2
S
n>0H

0
Ar.X ;L

˝n
/

that do not vanish on any element of  .EC;t / is equal to

…x2 .EC;t /.1 � jxj
�1/ � .1 � t�1/ˇt

m= log t
D exp

�
� ˇ

tm�1

log t
.1C o.1//

�
;

which tends to zero as t tends to1 since m � 2. As a consequence, the density of those �
such that  �� vanishes at a closed point z with Fz D C is 1, which proves the claim.

Now let � 2
S
n>0H

0
Ar.X ;L

˝n
/ such that div. ��/ is irreducible and contains

closed points z such that the Fz cover all conjugacy classes of G. Then ��1div. ��/ D
div.�� ��/ is irreducible. This proves the lemma.

Proof of Theorem 1.4. – We follow the argument of [11, Lemma 5.2]. By Lemma 6.3, we
can replaceY by any dense open subscheme. As a consequence, we can assume that f factors
as

Y � // Z
 
// X ;

where � is finite étale, Z is an open subset of some affine space AsX and  is the projection
onto X—indeed, the function field of Y is a finite separable extension of a purely transcen-
dental extension of the function field of X .

By Lemma 6.3 and Lemma 6.4, for � in a density 1 subset of
S
n>0H

0
Ar.X ;L

˝n
/, the

implication

div.�/ is irreducible H) div.f ��/horiz is irreducible

holds. By Theorem 1.6, the divisor div.�/ is irreducible for � in a density 1 subset ofS
n>0H

0
Ar.X ;L

˝n
/, which proves the result.

Proof of Theorem 1.1. – We first assume that Y is not flat over SpecZ. Then f W Y ! X
factors as

Y
fp
// Xp // X

for some prime number p. By Theorem 6.1, the density of those s 2
S
n>0H

0.Xp;L˝n/
such that div.f �p s/horiz is irreducible is equal to 1. Applying Corollary 2.18 to L."/ proves
the theorem.

We now assume that Y is flat over SpecZ. Let Y 0 be the Zariski closure of f .Y/ in X .
Then Y 0 is a projective arithmetic variety, and the restriction of L to Y 0 is ample by Corol-
lary 2.7. Furthermore, the map fY 0 W Y ! Y 0 is dominant by assumption. Theorem 1.4
guarantees that the density of the set E consisting of those � 2

S
n>0H

0
Ar.Y 0;L

˝n
/ such

that div.f �Y 0�/horiz is irreducible is equal to 1. Applying Corollary 2.18 to L."/ proves the
theorem.
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FINITENESS OF SUPERELLIPTIC CURVES
WITH CM JACOBIANS

by Ke CHEN, Xin LU and Kang ZUO

Abstract. – This paper proves the Coleman conjecture for superelliptic curves: there are, up to
isomorphism, at most finitely many superelliptic curves whose Jacobians are CM abelian varieties, as
long as these curves are of genus at least 8. Here superelliptic curves are smooth projective curves overC
admitting affine equations of the form yn D �.x/ with � a separable polynomial. The proof is reduced
to the geometry of superelliptic Torelli locus T Sg in the Siegel modular variety Ag : we establish the
generic exclusion from T Sg of any special subvariety of dimension > 0 in Ag for g � 8, and the
stability properties of Higgs bundles associated to surface fibrations play a crucial role in our study.

Résumé. – Dans ce travail on montre la conjecture de Coleman pour les courbes super-elliptiques:
l’ensemble des classes d’isomorphismes des courbes super-elliptiques dont les jacobiennes sont à mul-
tiplication complexe comme variétés abéliennes est au plus fini, lorsque ces courbes sont de genre au
moins 8. Par courbes super-elliptiques on comprend les courbes projectives lisses sur C admettant une
équation affine sous la forme yn D �.x/ où � est un polynôme séparable. La démonstration se réduit à
la géométrie du lieu de Torelli super-elliptique T Sg dans la variété modulaire de SiegelAg : on montre
qu’aucune sous-variété spéciale de dimension > 0 dans Ag n’est contenue génériquement dans T Sg
pour g � 8, et un rôle crucial dans nos études est joué par les propriétés de stabilité des fibrés de Higgs
associés aux fibrations des surfaces algébriques.

1. Introduction

This paper is dedicated to the Coleman conjecture for the superelliptic curves.
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1.1. Coleman conjecture

We start with the Coleman conjecture in its original form:

Conjecture 1.1 (Coleman). – Up to isomorphism, there are at most finitely many smooth
projective curves whose Jacobians are abelian varieties with complex multiplication, as long as
these curves are of sufficiently high genus.

The conjecture was made in the 1980s, cf. [7], and no precise bound on the genus was given.
We can reformulate the conjecture in terms of geometry of moduli spaces. Recall that the
Torelli morphism in genus g � 2 is

j WMg ! Ag ; ŒC � 7! ŒJac.C /�;

where

(1) Ag is the moduli scheme of principally polarized abelian varieties of dimension g, with
suitable level structure to insure the representability of the moduli functor;

(2) Mg is the moduli scheme of smooth projective curves of genus g, with similar
constraints on the level structure induced from (1);

(3) j sends the isomorphism class of a curve ŒC � to the isomorphism class of its Jacobian
variety ŒJac.C /�, which is functorial because Jac.C / is nothing but the neutral compo-
nent of the Picard scheme Pic ıC , and thus j is well-defined as a morphism between
moduli schemes.

In this setting the Coleman conjecture amounts to the finiteness of CM points inside the
schematic image Imj � Ag , where by CM points we mean points in Ag parametrizing
abelian varieties with complex multiplication. It is well-known that Imj is a locally closed
subscheme in Ag of dimension 3g � 3, and it is referred to as the open Torelli locus T ıg .
Its closure is the Torelli locus Tg . Since T ıg is dense in Ag for g D 2; 3, it suffices to study
Coleman’s conjecture for g � 4.

The following equivalent form of Conjecture 1.1 is more convenient to work with:

Conjecture 1.2 (Coleman-Oort). – When the integer g is sufficiently large, any special
subvariety S � Ag of dimension > 0 is NOT generically contained in Tg .

Here a closed subvariety S � Ag is said to be generically contained in Tg if S is contained
in Tg and that the intersection S\T ıg is Zariski dense inside S ; and special subvarieties inAg
are (geometrically) connected closed subvarieties parametrizing abelian varieties with “addi-
tional Hodge symmetry”, see section 2 as well as [5] for details. Special subvarieties of dimen-
sion zero inside Ag are the same as CM points, and any special subvariety always contains
a Zariski-dense subset of CM points. The equivalence of Conjecture 1.2 and Conjecture 1.1
is an immediate consequence of the following theorem, proved by Tsimerman in [37]:

Theorem 1.3 (André-Oort conjecture for Ag ). – Let† be an infinite subset of CM points
in Ag . Then the Zariski closure of † equals a finite union of special subvarieties.

Roughly speaking, a special subvariety inAg supports a universal family of abelian vari-
eties with prescribed Hodge classes, and Conjecture 1.2 predicts that such a family cannot
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be deduced generically from a universal family of Jacobians (supported by a subvariety
inside T ıg ).

We refer to [26] (and the references therein) for a thorough discussion on the Coleman-
Oort conjecture. The rich geometry of Shimura varieties has led to various results confirming
the conjecture for many classes of special subvarieties, cf. [16, 19, 5] etc. Also, examples of
special subvarieties generically contained in Tg are known up to genus 7, mainly constructed
out of cyclic branched covers of P1, cf. [25].

1.2. Variant for superelliptic curves

Naturally one may formulate problems of Coleman-Oort type for moduli spaces of curves
with additional data.

Definition 1.4. – For an integer n > 1, an n-superelliptic curve is a complex smooth
projective algebraic curve of genus g � 2 (or simply superelliptic curve if n is clear from the
text) which can be defined by an n-superelliptic equation, i.e., an affine equation of the form

yn D �.x/;

with � a separable polynomial (i.e., admitting no multiple root). When n D 2 we obtain the
usual notion of hyperelliptic curves. Note that the genus of such a curve can be computed
explicitly in terms of n and deg �, cf. (3-4), and that for any fixed g � 2, there are finitely
many possibilities of .n; deg �/ such that the curve defined above is of genus g.

Define Sg;n to be the moduli space of cyclic branched cover C ! P1 defined by an
n-superelliptic equation as above, with C of fixed genus g. We have the evident morphism
forgetting the cover

Sg;n !Mg ; .C ! P1/ 7! C;

and we write T Sıg;n for its image inside Ag under the Torelli morphism, referred to as the
n-superelliptic open Torelli locus. Similar to the case of T ıg , it is locally closed in Ag , and
its closure T Sg;n D T Sıg;n is called the n-superelliptic Torelli locus. Often the integer n is
omitted when it is clear from the context. We can now state our main result:

Main Theorem. – For g � 8, the superelliptic Torelli locus does not contain generically
any special subvariety of Ag of positive dimension.

Thanks to Theorem 1.3, our result is equivalent to the finiteness of superelliptic curves
with CM Jacobians:

Corollary 1.5. – For fixed genus g � 8, there exist, up to isomorphism, at most finitely
many smooth superelliptic curves of genus g whose Jacobians are CM abelian varieties.

Note that our result is sharp due to the counterexample with g D 7 given in [25] mentioned
above. Precedent to our result, various cases of the superelliptic Coleman-Oort conjecture
have been studied by Y. Zarhin in a series of works (see for example [40, 41], and the references
therein), with emphasis on the endomorphism algebras of the Jacobians when the Galois
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group of the cover is the full permutation group Sd or the alternative group Ad . When n is
prime to 3, the problem for the n-superelliptic Legendre family

yn D x.x � 1/.x � �/

has already been considered in [18]. In [25], Moonen has proved that the n-superelliptic
Torelli locus T Sg;n itself is not a special subvariety when the genus g is at least 8.

1.3. Strategy of the proof

The proof of the Main Theorem is divided into two main steps: we first reduce the proof
to the case of special curves (i.e., special subvarieties of dimension one), and then we exclude
the existence of special curves using the stability properties of the logarithmic Higgs bundles
associated to the first higher direct image of the constant sheaf.

The reduction to special curves is formulated as follows:

Theorem 1.6. – Let g be an integer at least 2. Then the superelliptic Torelli locus T Sg
inAg contains generically some special subvariety of positive dimension if and only if it contains
generically some special curve.

In fact one first reduces the above theorem to the statement for simple Shimura varieties of
positive dimension, cf. Lemma 2.9; and then the boundary behavior of Baily-Borel compact-
ification implies the dimensional reduction to special curves, using the crucial property that
the open n-superelliptic Torelli locus contains no compact (i.e., complete) curves. Note that
when n D 2, the open hyperelliptic Torelli locus is affine, while the general superelliptic case
follows from Theorem 3.9.

Based on the above dimension reduction, the main theorem is thus reduced to:

Theorem 1.7. – There does not exist any special curve contained generically in the Torelli
locus of superelliptic curves of genus g � 8.

The proof of Theorem 1.7 is the most technical part of our paper. The main idea is
to study the logarithmic Higgs bundle for the family of semi-stable superelliptic curves
associated to such a possible special curve C0 contained generically in T Sg;n, in particular
its eigenspace decomposition with respect to the action of the cyclic group G D Z=nZ. We
apply Viehweg-Zuo’s characterization for special curves by the maximality of Higgs fields on
Higgs eigen-subbundles and the geometrical properties of the family to obtain an irregular
horizontal fibration on the total space of this family with some extra properties, and deduce
a contradiction by analyzing this new fibration, which establishes Theorem 1.7.

Remark 1.8. – The hyperelliptic case (n D 2) of the main theorem has already been
established in our unpublished preprint [6]. However, soon after the announcement in [6],
we realized that the same idea should be fruitful for general superelliptic curves, which has
thus grown into the present uniform treatment.

The paper is organized as follows. In section 2 we recall some preliminaries on special
subvarieties and present the dimensional recurrence so that the main theorem is reduced to
the exclusion of special curves. In section 3 we provide some properties about families of
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superelliptic curves, mainly including the invariants, the slope inequalities and the existence
of horizontal fibration structures under certain assumptions. Finally in section 4, we prove
Theorem 1.7 along the idea explained above, and hence complete the proof of the main
theorem.

Notations

1. Let a and b be two non-zero integers. We write a j b if a divides b, i.e., if b D ac for
some integer c.

2. If x is a rational number, we denote its integral part and fractional part by Œx� and fxg
respectively; e.g.,

�
5
3

�
D 1 and

˚
5
3

	
D

2
3

.

3. For an n-superelliptic curve in Definition 1.4 defined by yn D �.x/, we denote by ˛0 D
deg.�/ the degree of �.x/, and

(1-1) ˛ D

(
˛0; if n j ˛0I

˛0 C 1; if n 6 j ˛0:

2. Shimura varieties and dimensional reduction

In this section we recall some basic constructions and properties of Shimura varieties and
prove Theorem 1.6 to reduce the main theorem to the exclusion of special curves.

2.1. Shimura varieties

We mainly follow our previous work [5] for the definitions of connected Shimura data and
Shimura varieties, which are slightly varied from the definitions in [10] and [24] etc.:

Definition 2.1. – (1) A connected Shimura datum is a triple .G; X IXC/where .G; X/ is
a pure Shimura datum in the sense of [10], and XC is a connected component of X ; XC is
an Hermitian symmetric domain on which G.R/C (in fact Gder.R/C as well) acts transitively
through Gad.R/C, and points in X can be identified as homomorphisms S ! GR subject
to certain Hodge-theoretic constraints. Here S D ResC=RGm;C is the Deligne torus, i.e., the
R-torus whose R-points form the Lie group C�.

A connected Shimura subdatum .G0; X 0IX 0C/ of .G; X IXC/ can be obtained using
certain x 2 XC whose associated homomorphism hx W S ! GR factors through G0R with
X 0 D G0.R/x and X 0C D G0.R/Cx. Note that X 0 is of dimension zero if and only if G0 is a
Q-torus.

(2) A connected Shimura variety associated to .G; X IXC/ is a quotient of the form
M D �nXC where � is a congruence subgroup in Gder.Q/C acting onXC through its image
in Gad.Q/C.

Write }� for the complex uniformization map

XC !M D �nXC; x 7! �x:

A special subvariety ofM is the closed subvariety of the formM 0 WD }�.X
0C/ associated to

a connected Shimura subdatum .G0; X 0IX 0C/.
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In particular, whenG0 is aQ-torus, we obtain zero-dimensional special subvarieties, which
are also called special points in M . They are dense for the Zariski topology.

The adjective “connected” will be omitted unless ambiguity arises. We also require for
simplicity that the congruence subgroups involved are torsion-free, so that the Shimura
varieties of interest are smooth as algebraic varieties.

Example 2.2 (Siegel modular variety). – Let .V;  / be the standard symplectic Q-space
on V D Q2g . We have the connected Shimura datum .G; X IXC/ D .GSp2g ;X˙g IXCg /where

— GSp2g is the Q-subgroup of GL2g that preserves the symplectic Q-form up to scalar;

— X˙g is Siegel double half space, identified with the set of polarizations of .VR;  /;

— XCg is the connected component of H˙g consisting of positive definite polarizations.

Choose � D �.`/ to be the principal congruence subgroup of level `, with ` � 3 an integer.
Then M D �nXCg is the moduli scheme of principally polarized abelian varieties with full
level-` structure, and this is the Siegel modular variety Ag that we refer to in this paper.

Special subvarieties inAg are also known as subvarieties of Hodge type: they parametrize
abelian varieties with prescribed Hodge classes, cf. [11].

2.2. Special curves in Ag
In this subsection we describe one-dimensional special subvarieties, namely special curves

in Ag . Using our terminology, they are given by subdata .G; X IXC/ of .GSp2g ;X˙g IXCg /
such that XC is of dimension one, and this forces XC to be the Poincaré upper half plane
which is the only one-dimensional Hermitian symmetric domain. We are interested in the
description of Gder.

It is explained in [10] that Gder is a product of simple Q-groups of the form G0 D ResL=QH
where L is a totally real number field and H is an absolutely simple L-group, and G0.R/ is
not compact. Note that

G0.R/ D
Y

� WL,!R

H.R; �/;

where H.R; �/ is the Lie group obtained from H along the real embedding � W L ,! R. Since
the Hermitian symmetric domain associated to Gder.R/C is the Poincaré upper half plane, it
turns out that Gder D G0 has to be Q-simple, and H is an L-form of SL2 or PGL2, such that
only one embedding � W L ,! R gives rise to a non-compact factor H.R; �/, with the other
factors H.R; �/ being compact (� ¤ � ).

Claim 2.3. – The L-group H above has to be an L-form of SL2 instead of PGL2.

Proof. – The inclusion of Hermitian symmetric subdomain XC ,! XCg is equivariant
with respect to the Lie group homomorphism Gder.R/C ,! Sp2g.R/ in the sense of [34],
in which a complete classification of such embeddings is described in terms of symplectic
representation. In our case, Gder.R/C D

Q
� H.R; �/ is a product of simple Lie groups, with

H.R; �/ being non-compact and the others being compact. The compact factors acting on
the Poincaré upper half plane XC trivially, and the embedding is equivariant with respect
to H.R; �/ ,! Sp2g.R/.
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If we have H.R; �/ ' PGL2.R/, then we obtain the representation

� W SL2.R/! H.R; �/ ,! Sp2g.R/

and the embedding XC ,! XCg is equivariant with respect to �. The classification of Satake
([35] 3.2) shows that � is isomorphic to a product of the standard representation of SL2.R/ on
itself, which is faithful and can not factor through H.R; �/ ' PGL2.R/. Therefore H.R; �/ is
isomorphic to SL2.R/ and H is an L-form of SL2;L.

We refer to Section 3 of Chapter 2 in [31] for the description of H as an L-form of SL2,
which will be useful for the decomposition of Higgs bundles:

(i) H is an inner form of SL2, realized as the kernel of Nrd W GD=Lm ! Gm;L where D is
a quaternion L-algebra, GD=Lm is the L-group sending an L-algebra R to .R ˝L D/�,
and Nrd is the reduced norm homomorphism;

(ii) H is an outer form of SL2, which is the derived group of a unitary L-group U:

(ii-a) either U is the L-group of automorphisms of an Hermitian form E2 �E2 ! E

for an imaginary quadratic extension of L;

(ii-b) or for some imaginary quadratic extension E over L and some quaternion divi-
sionE-algebraD there exists an involution � of second hand onD together with
a �-Hermitian form D �D ! E, of which U is the L-group of automorphisms
commuting with the natural action ofD. (Note that (ii-a) can be seen as the case
when D DMat2.E/.)

It is also known that the special curve associated to .G; X IXC/ is non-compact (i.e., non-
proper) if and only if the Q-rank of Gder is non-zero; in the case of special curves in Ag this
means Gder is not isomorphic to SL2.

2.3. Properties of special subvarieties

In this section we collect a few properties of general special subvarieties in Ag that will
be used in the proof of Theorem 1.6. We start with the theorem of Baily and Borel whose
description of boundaries of Shimura varieties is crucial to our reduction.

Theorem 2.4 (Baily-Borel compactification). – Let M D �nXC be a Shimura variety.
Then the following hold:

(1) M is a normal quasi-projective algebraic variety over C. It admits a compactification,
called the Baily-Borel compactification MBB, which is a projective algebraic variety over C
containing M as a dense open subvariety. Moreover, if f WM 0 D � 0nX 0C !M D �nXC is a
morphism between Shimura varieties induced from a morphism of Shimura data, then f extends
uniquely to their compactifications:

f BB
WM 0BB

!MBB

sending M 0BB �M 0 into MBB �M .
(2) The boundary components of M , i.e., irreducible components of MBB � M , are of

codimension at least 2, unless Gad admits a Q-factor isomorphic to PGL2;Q.
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In fact from [2] we know that the boundary components are lower dimensional Shimura
varieties associated to Levi subgroups L of proper parabolic Q-subgroups of G. In particular,
if G admits no proper parabolic Q-subgroups, then no boundary component is needed, and
the Shimura variety in question is projective itself. Note that these boundary components are
NOT viewed as special subvarieties in M associated to L � G, because.the corresponding
homomorphisms S! L are NOT induced by the inclusion L � G.

Corollary 2.5. – Let M D �nXC be a Shimura variety defined by .G; X IXC/ and a
congruence subgroup � � Gder.R/C. Let M 0 � M be a special subvariety defined by some
subdatum .G0; X 0IX 0C/ such that G0ad admits no Q-factor isomorphic to PGL2;Q. Write M

0

for the closure ofM 0 insideMBB, then the irreducible components ofM
0
�M 0 are of codimension

at least 2 in M
0
.

Proof. – The closed immersionM 0 ,!M extends to a morphism between their compact-
ifications M 0BB ! MBB, which is generically injective, and the closure M

0
of M 0 in MBB is

also the closure of the image of M 0BB. The conclusion is clear because M 0BB only differs
from M 0 by finitely many boundary components of codimension at least 2.

We also need an elementary property of intersections of special subvarieties:

Lemma 2.6. – Let M 0 and M 00 be special subvarieties of an ambient Shimura variety
M D �nXC defined by .G; X IXC/. Then M 0 \ M 00 is a finite union of special subvarieties
of M if the intersection is non-empty.

This is a standard result which can be interpreted in the language of Hodge classes, cf.
[11] and [24]. In fact we may fix a faithful representation G ,! GLV over Q. Then an
Hermitian symmetric subdomainX 0 ofX which arises from some Shimura subdatum can be
characterized as those points x inX that correspond to homomorphisms S! GR such that S
fixes a given collection ofQ-tensors .t 0˛/ on V . Hence such Hermitian symmetric subdomains
are stable under finite intersection. Passing to the quotient modulo � gives the desired result
in M .

Finally we mention the notion of decomposable locus in Ag .

Definition 2.7. – A principally polarized abelian variety A over C is said to be decom-
posable if it is isomorphic to a direct product A D A1 �A2 with A1 and A2 both principally
polarized of dimension > 0 whose polarizations induce the polarization of A. We thus get
the moduli subscheme Adec

g � Ag which parametrizes decomposable principally polarized
abelian varieties.

Lemma 2.8. – Adec
g is a finite union of special subvarieties in Ag .

Proof. – It suffices to notice that if a g-dimensional principally polarized abelian
variety A admits a decomposition A ' A1 � A2 as in Definition 2.7, with dimA1 D m > 0

and dimA2 D g � m > 0, where we assume for simplicity m � g � m, then the point
in Ag corresponding to A lies in the special subvariety Am;g�m of Ag which is defined by
the subdatum .GSp2m;2g�2m;Xm;g�mIXCm;g�m/:
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— Here GSp2m;2g�2m is the Q-subgroup of GSp2g consisting of symplectic simili-
tude on Q2g preserving the direct sum Q2g D Q2m ˚ Q2g�2m into two symplectic
Q-subspaces using the evident symplectic basis,

— XCm;g�m D XCm � XCg�m is the product of two Siegel upper half spaces, and Xm;g�m is
the orbit of Xm;g�m inside Xg under GSp2m;2g�2m.R/.

Since GSpder
2m;2g�2m D Sp2m � Sp2g�2m � Sp2g , one verifies easily that Xm;g�m consists of

only two copies of XCm;g�m.

The conclusion is thus clear because

Adec
g D

[
1�m�g=2

Am;g�m

is a finite union of special subvarieties.

2.4. Proof of Theorem 1.6

In this subsection we prove the reduction of the main results to the exclusion of special
curves. We first use properties of Hecke translation to reduce the main theorem to the case
where the special subvarieties in question are simple, i.e., defined by Shimura data .G; X IXC/
such that Gad is a simple Q-group. Then we use boundary behaviors of special subvarieties
to reduce to generic exclusion of special curves.

We start with the fact that a non-simple Shimura variety contains a non-trivial special
subvariety of dimension > 0, the proof of which is reduced to the following lemma on
subdata of non-simple Shimura data.

Lemma 2.9. – Let M D �nXC be a Shimura variety associated to some connected
Shimura datum .G; X IXC/. Assume that Gad is NOT simple as a Q-group. Then M contains
special subvarieties M 0 ⊊M of dimension > 0.

Proof. – We first consider the case where G D Gad. Take a decomposition G D G1 �G2
of G into non-trivial Q-groups of adjoint type G1 and G2, then we obtain a decomposition
of Shimura data:

.G; X IXC/ ' .G1; X1IXC1 / � .G2; X2IX
C
2 /

where points in Xi correspond to the composition S
hx
! GR ! Gi;R using hx coming

from x 2 X . One easily verifies that .Gi ; Xi IXCi / (i D 1; 2) are Shimura data. We also assume
for simplicity that � D �1��2 with �i � Gder

i .R/C a congruence subgroup, so that we have
M DM1 �M2 where Mi D �inX

C

i are Shimura varieties of dimension > 0 because Gi are
non-trivial. Then taking a special point x1 2M1 gives us a special subvariety fx1g�M2 ⊊M

which is of dimension > 0.

In general the Shimura variety M D �nXC admits a morphism to M ad WD �adnXC,
where the later is the Shimura variety associated to .Gad; XadIXC/ induced from .G; X IXC/
such thatXad is the Gad.R/-orbit ofXC, whose connected components are in bijection with
�0.Gad.R//, and we simply take �ad to be the image of � in Gad.R/C. The mapM !M ad is
an isomorphism, because� acts onXC exactly through�ad. It is immediate thatM andM ad

share the same collection of special subvarieties.
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Inside a Shimura variety M D �nXC defined by .G; X IXC/ we can talk about Hecke
translation associated to elements in G.Q/C, cf. Definition 2.1.9 in [5]. It is a natural way to
produce new special subvarieties from old ones:

Definition 2.10 (Hecke translate and Hecke orbit). – Let M D �nXC be a Shimura
variety associated to .G; X IXC/ and �. Let M 0 D }�.X

0C/ � M be the special subvariety
associated to the subdatum .G0; X 0IX 0C/. Then for any q 2 G.Q/C, .qG0q�1; qX 0I qX 0C/ is
a Shimura subdatum of .G; X IXC/, and the special subvariety M 00 WD }�.qX

0C/ it defines
is called a Hecke translate of M 0.

The union
HM .M 0/ WD

[
q2G.Q/C

}�.qX
0C/

is called the Hecke orbit of M 0 in M .

It should be pointed out that the Hecke translate }�.qX 0C/ defined above depends on the
choice of the subdatum defining M 0. Rather we should define Hecke correspondence using
double cosets �q� whose irreducible components are of the form }�.aX

0C/ for suitable
a 2 G.Q/C. But the current version is sufficient for our purpose.

Lemma 2.11. – Let M 0 ⊊ M be a special subvariety associated to the subdatum
.G0; X 0IX 0C/ � .G; X IXC/. Then the Hecke orbit HM .M 0/ is dense in M for the analytic
topology.

Proof. – The real approximation theorem for linear groups over Q affirms that G.Q/C is
dense in G.R/C for the analytic topology. This implies that the G.Q/C-orbit of any given
point x in XC is dense for the analytic topology, and thus its image under }� is dense inM .
It then suffices to take x from X 0C.

Corollary 2.12. – Let M � Ag be a special subvariety defined by .G; X IXC/.
(1) LetZ be a locally closed subvariety inAg of dimension> 0. Assume thatM is contained

generically in Z, i.e., the intersection M \ Z is Zariski open in M . Assume further that M
contains a special subvariety S ⊊M of dimension > 0. Then there exists a Hecke translate S 0

of S inside M which is contained generically in Z.
(2) It suffices to prove the main theorem for M such that Gad is Q-simple.

Proof. – (1) This is exactly the same as [5, Lemma 2.1.10], and we recall briefly the
arguments. Write Z for the closure of Z in Ag . Since M is contained generically in Z, we
see that the closed subvariety M is contained in Z. If a Hecke translate S 0 of S in M is
not contained generically in Z, then S 0 is contained in the closed complement Z � Z. But
the union of all such S 0 is dense in M by Lemma 2.11, hence there must be some Hecke
translate S 0 which is contained generically in Z.

(2) From Lemma 2.9 we know that non-simple Shimura variety contains proper special
subvarieties of dimension > 0. Thus it suffices to take Z D T Sg;n and apply (1).

Aside from the basic properties of Shimura varieties listed above, we need the following
crucial fact:
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Proposition 2.13. – The open n-superelliptic Torelli locus T Sıg;n contains no complete
curves.

The proof of this property is given later in Section 3, as a consequence to Theorem 3.9.
This property is well-known in the hyperelliptic case (n D 2), cf. [8].

Theorem 2.14 (dimensional reduction). – If the n-superelliptic Coleman-Oort conjec-
ture holds for special curves in Ag , then it holds for any special subvarieties in Ag .

Proof. – Let M be a special subvariety of strictly positive dimension inside Ag , and we
want to show that the intersectionM \ T Sıg;n consists of at most finitely many points when
T Sıg;n does not contain generically any special curve.

By Corollary 2.12, it suffices to consider the case where M is a simple Shimura variety
inAg of dimension � 2, defined by some Shimura datum .G; X IXC/. This implies that Gad

admits no Q-factor isomorphic to PGL2;Q. Write M for the closure of M in the Baily-
Borel compactification ABB

g , whose boundary components in M � M are of codimension
at least 2. One may thus take a generic projective curve C � M such that the intersection
C \ .M �M/ is empty.

If the singular locus in T Sg;n, namely the intersection T S sing
g;n WD T Sg;n \ Adec

g , also

meets M in codimension at least 2, then we may further choose C such that C \ T S sing
g;n is

empty. But this would produce a projective curve C contained in T Sıg;n which contradicts

Proposition 2.13. Hence at least one of the irreducible components in T S sing
g;n \M D Adec

g \M

is of codimension 1 in M .

Since Adec
g is a finite union of special subvarieties in Ag , we deduce that Adec

g \ M is a
finite union of special subvarieties, one of which is of codimension 1 inM . Hecke translation
moves it into a special subvariety M 0 ⊊ M contained generically in T Sg;n of strictly lower
dimension, and the reduction is proved.

3. Family of superelliptic curves

In this section we consider the geometry of 1-parameter semi-stable families of superel-
liptic curves. In subsection 3.1 we recall some basic facts and notations on families of curves,
in subsection 3.2 investigate the invariants of a superelliptic family, in subsection 3.3 deduce
slope inequalities for such a family, and finally in subsection 3.4 study the behavior of the flat
part contained in the associated logarithmic Higgs bundle and prove the existence of hori-
zontal fibration structures on total space under certain assumptions.

3.1. Preliminaries

In the subsection, we collect some generalities on families of curves, and refer to [3] for
more details.

Recall that a semi-stable (resp. stable) curve of genus at least 2 is a complete connected
reduced nodal curve such that each rational component intersects with the other components
at � 2 (resp. 3) points. A semi-stable (resp. stable) family of curves is a flat projective
morphism f W S ! B from a smooth surface S to a smooth curve B with connected
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fibers such that all the singular fibers of f are semi-stable (resp. stable) curves. We assume
both S and B are projective unless stated otherwise. The family f is said to be superelliptic
if a general fiber of f is a superelliptic curve, and to be isotrivial if all its smooth fibers are
isomorphic to each other. In the rest, we assume that f W S ! B is a semi-stable family of
curves of genus g � 2 with singular fibers ‡ ! �.smooth.

Definition 3.1. – A horizontal fibration on S is a fibration f 0 W S ! B 0 whose general
fiber mapped under f surjectively onto B. It is said to be irregular if g.B 0/ > 0.

Denote by !S=B D !S ˝ f �!_B the relative canonical sheaf of f . Let �.OS / be the
Euler characteristic of the structure sheaf, and �top.�/ be the topological Euler characteristic.
Consider the following relative invariants:

(3-1)

8̂̂̂<̂
ˆ̂:
!2S=B D !

2
S � 8.g � 1/

�
g.B/ � 1

�
;

ı.f / D �top.S/ � 4.g � 1/
�
g.B/ � 1

�
D

X
F 2‡

ı.F /;

degf�!S=B D �.OS / � .g � 1/
�
g.B/ � 1

�
;

where ı.F / is the number of nodes contained in the fiber F . All the invariants in (3-1) are
nonnegative and satisfy the Noether’s formula:

(3-2) 12 degf�!S=B D !
2
S=B C ı.f /:

A singular point q of F is of type i 2
�
1; Œg=2�

�
(resp. 0) if the partial normalization

of F at q consists of two connected components of arithmetic genera i and g � i (resp. is
connected). Let ıi .F / be the number of nodes of type i contained in F , and

ı.F / D

Œg=2�X
iD0

ıi .F /:

A singular fiber F has a compact Jacobian if and only if ı0.F / D 0. Define

ıi .f / D
X
F 2‡

ıi .F /; ıh.F / D

Œg=2�X
iD2

ıi .F /; ıh.f / D
X
F 2‡

ıh.F /:

3.2. Invariants

The main purpose of this section is to define the local invariants for families of superel-
liptic curves, and to show that the relative invariants (3-1) of such a family can be expressed
as suitable combinations of the local invariants.

Fix �n a primitive n-th root of unity which gives a trivialization G D Z=nZ. For an
n-superelliptic curve F defined as in Definition 1.4, the map given by y 7! �ny defines
a natural action of the group G D Z=nZ on the n-superelliptic curve F . We call G the
n-superelliptic automorphism group of F , and the induced cover � W F ! F=G Š P1 the
n-superelliptic cover.

For any n-superelliptic curve F , its induced n-superelliptic cover � W F ! P1 is a cyclic
cover with covering group G D Z=nZ, branch locus R, and local monodromy a around R.
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Here R and a are given by

(3-3)

(
R D fx1; : : : ; x˛0g; and a D .1; : : : ; 1/; if n j˛0I

R D fx1; : : : ; x˛0 ;1g; and a D .1; : : : ; 1; a1/; if n6 j ˛0;

where ˛0 D deg.�.x//, fx1; : : : ; x˛0g are the roots of �.x/, and a1 D n
��
˛0
n

�
C 1

�
� ˛0.

In the case where n6 j ˛0, the ramification index of � at 1 is r1 D n
gcd.n;˛0/

. Thus by the
Riemann-Hurwitz formula,

(3-4) g D

8̂̂<̂
:̂
.n � 1/.˛0 � 2/

2
; if n j˛0;

.n � 1/.˛0 � 2/C
�
n � gcd.˛0; n/

�
2

; if n6 j ˛0;

Remark 3.2. – For a given n-superelliptic curve F , there might be more than one
n-superelliptic automorphism group (equivalently, more than one n-superelliptic cover)
on F . For instance, the Fermat curve of degree n admits at least three different n-superel-
liptic automorphism groups. Throughout this paper, we always choose and fix the choice of
an n-superelliptic automorphism group on F if there are more than one.

Lemma 3.3. – Let f W S ! B be a family of semi-stable superelliptic curves (B could be
non-compact).

(i) After a suitable finite surjective base change, the action of the n-superelliptic automor-
phism group of F can be extended to S .

(ii) If moreover the general fiber F admits a unique n-superelliptic automorphism group
G D Z=nZ, and there exists a generator of � 2 G commuting with any automorphism of
the general fiber, then the action of G can be extended to S without base change.

Proof. – (i). LetMorB.S; S/ be the functor which associates anyB-scheme T to the set of
all T -morphism from ST D S�BT to itself. The functorMorB.S; S/ is representable (cf. [13,
Thm. 5.23]). Denote by MorB.S; S/ the scheme representingMorB.S; S/. Let AutB.S/ be
the functor which associates any B-scheme T to the set of all automorphisms of ST over T .
Then AutB.S/ is also representable. Actually it can be represented by an open subscheme

AutB.S/ ,! MorB.S; S/:

Since f is flat projective of genus g � 2, the scheme AutB.S/ is a finite flat group
scheme over B. Therefore, after a suitable finite base change, one can produce a section
of AutB.S/ ! B that reduces to a generator � of G on the general fiber. In other words,
after a suitable finite base change, the action of the generator � and hence the whole
superelliptic automorphism group G on the general fiber F can be extended to S .

(ii). By (i), there exists a base change Q� W eB ! B such that AuteB.eS/ ! eB admits a
section S whose restriction on F is the generator � 2 G, where eS D S �B eB. We may
assume that the base change Q� is Galois with Galois group Gal.eB=B/. Then Gal.eB=B/ acts
on eS , and hence also on AuteB.eS/ and Aut.F / by conjugation. By assumption, Gal.eB=B/
fixes � , hence also S. Note that

AuteB.eS/ıGal.eB=B/ D AutB.S/:
Thus S produces a section of AutB.S/, which extends the action of � on S .
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We first study local families of semi-stable superelliptic curves, i.e., restriction of a family
f W S ! T to an open subset T0 � T with T0 ' ft 2 C W jt j < 1g (for the analytic topology).

Lemma 3.4. – Let f0 W S0 ! T0 be a local family of semi-stable superelliptic curves, with
T0 identified with the open unit disk in C. Assume thatF0 D f �10 .0/ is the unique singular fiber.
Then after a suitable base change, the following statements hold:

1. the action of the superelliptic automorphism group G D Z=nZ on the general fiber can
be extended to S0, such that the quotient map…0 W S0 ! S0=G branches over ˛ disjoint
sections fDig˛iD1 of '0 plus certain nodes in �0 D …0.F0/, where ˛ is given in (1-1), and
'0 W S0=G ! T0 is the induced family;

2. the fiber �0 with �0 \ fDig˛iD1 as its marked points is a semi-stable ˛-pointed (maybe
reducible) rational curve;

3. for any node y 2 �0, there are at least two marked points of �0 on � 00, where � 00 is any
one of the two connected components of � 00 n fyg.

Proof. – (i). That the action of G can be extended to S0 follows from Lemma 3.3. Let
R � S0 be the fixed locus of G, i.e.,

R D fx 2 S0 j h.x/ D x for some 1 ¤ h 2 Gg � S0:

Then the branch locus of �0 is nothing but …0.R/ � S0=G. As the fixed locus of G, R
consists of certain multiple sections plus some nodes in F0. After suitable base change, we
may assume that these multiple sections become sections. So is …0.R/.

(ii). By (i), the restricted cover

…0jF0
W F0 �! �0

branches over at most on�0\fDig˛iD1 and nodes of�0. Note that�0 is connected. Thus if�0
were not a semi-stable pointed rational curve, then there would exist a component C0 � �0
that would contain no marked point and would intersect other components of �0 at only one
point. Then the inverse image of C0 would create a smooth rational curve intersecting other
components at only one point, and hence contradicting the semi-stability of F0.

(iii). First, if � 00 does not contain any marked point, then there must be a component C0
of� 00 that contains no marked point and intersects other components of�0 at only one point.
Similar as (ii), one obtains a contradiction. Hence it suffices to derive a contradiction if � 00
contains exactly one marked point. If this indeed occurs, then there is a component C0 � � 00
such that C0 intersects �0 n C0 at only one point and that there is at most one marked point
onC0. It follows thatE is still a smooth rational curve with one intersection point withF0nE,
i.e., E is a .�1/-curve, where E � F0 is any component in the inverse image of C0. This
implies that the fiber F0 is not semi-stable, which is absurd.

Definition 3.5. – Let f0 W S0 ! T0 ≜
˚
t
ˇ̌
jt j < 1

	
be a local family of semi-stable

n-superelliptic curves with F0 D f �10 .0/ as the unique singular fiber. The index of a node
x 2 F0, denoted as index.x/, is defined as follows:

(i) Assume first that f0 satisfies the three statements in Lemma 3.4. Let ` D jG � xj be
the number of points in the G-orbit of x, and y 2 �0 D F0=G be the image of x. Assume
that �0 n fyg D � 00 [ �

00
0 such that � 00 (resp. � 000 ) contains 
 (resp. ˛ � 
 ) marked points
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with ˛ � 
 � 
 . In the case where n6 j ˛, the section D˛ is assumed to be the one whose
local monodromy is equal to a1, where a1 is the local monodromy of1 as in (3-3); and we
always assume that p˛ WD D˛\�0 2 � 00 if 
 D ˛=2. Then we define index.x/ to be the triple
.
; `; k/ with

k D

(
0; if n j˛, or if n6 j ˛ and p˛ 2 � 000 I

1; if n6 j ˛ and p˛ 2 � 00:

qqqq

   
   

  

```
```

``
?s

s
s

y

x1 D x

x`

� 000� 00
r r r srrr p˛


 points ˛� 
 points

…0

typical case when index.x/ D .
; `; 0/;

qqqq

   
   

  

```
```

``
?s

s
s

y

x1 D x

x`

� 000� 00
r r rs rrrp˛


 points ˛� 
 points

…0

typical case when index.x/ D .
; `; 1/.

(ii). In the general case, we choose any base change T 00 ! T0 such that the family
f 00 W S

0
0 ! T 00 obtained by pulling-back satisfies the three statements in Lemma 3.4 and let

x0 2 F 00 be any node over x. Then we define index.x/ WD index.x0/. One checks that the
definition is independent on the choices of the base change and the node x0.

Definition 3.6. – (i). For any singular fiber F in a semi-stable family f W S ! B of
n-superelliptic curves of genus g � 2, we define the singularity index s
;`;k.F / of F to be the
number of nodes in F with index equal to .
; `; k/.

(ii). For a semi-stable family f W S ! B of n-superelliptic curves of genus g � 2, we
define the singularity indices of f as

s
;`;k.f / D
X

s
;`;k.F /:

Here the sum takes over all singular fibers (which are finitely many) of f . If there is no
confusion, we simply denote by s
;`;k D s
;`;k.f /.

Proposition 3.7. – (i) For any singular fiber F , we have

(3-5) s
;`;1.F / D 0; 8 
; `; if n j˛;

and
Œ˛=2�X

D2

X
`>1

�
s
;`;0.F /C s
;`;1.F /

�
D ı0.F /I

(
s
;1;0.F /C s
;1;1.F / D ıi.
/.F /; if r1 D n;

s
;1;0.F / D ıi.
/.F /; s
;1;1.F / D ıj.
/.F /; if r1 ¤ n;
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where r1 D n
gcd.n;˛0/

is the ramification index of the cover � at1 (see (3-3)), and

i.
/ D
.n � 1/.
 � 1/

2

j.
/ D
.n � 1/.
 � 2/C r1�1

r1
� n

2
D g �

.n � 1/.˛ � 
 � 1/

2
:

(ii) The index .
; `; k/ of a node x satisfies that 2 � 
 � Œ˛=2�, and that

(3-6) ` D

(
gcd.
; n/; if k D 0I

gcd.˛ � 
; n/; if k D 1:

In other words, 8̂<̂
:
s
;`;k D 0; if 
 D 1 or 
 > Œ˛=2�I

s
;`;0 D 0; if ` ¤ gcd.
; n/I

s
;`;1 D 0; if ` ¤ gcd.˛ � 
; n/:

Proof. – (i) This follows the definition of singularity indices and ıi .F / introduced in the
last subsection.

(ii) By Definition 3.5, we may assume that the singular fiber F0 admits a cyclic cover
� W F0 ! �0 with covering group G, where �0 is a singular rational curve. Let y D �.x/,
and �0 n fyg D � 00 [ �

00
0 with � 00 (resp. � 000 ) containing 
 (resp. ˛ � 
 � 
 ) marked points.

Then

� if k D 0: the local monodromy of each marked point on � 00 is equal to 1, and thus

� if n j 
 : � is not branched over y;

� ifn6 j 
 : the local monodromy around y 2 � 00 for the restricted cyclic cover ��1.� 00/! � 00
is equal to

a0y D n.Œ



n
�C 1/ � 
 I

� if k D 1: the local monodromy of each marked point on � 000 is equal to 1, and thus

� if n j .˛ � 
/: � is not branched over y;

� if n6 j .˛ � 
/: the local monodromy around y 2 � 000 for the restricted cyclic cover is

a00y D n.Œ
˛ � 


n
�C 1/ � .˛ � 
/:

We thus obtain the value of `:

` D jG � xj D j��1.y/j D

8̂̂̂̂
<̂
ˆ̂̂:
n D gcd.
; n/; if k D 0 and n j 
 I

gcd.a0y ; n/ D gcd.
; n/; if k D 0 and n6 j 
 I

n D gcd.˛ � 
; n/; if k D 1 and n j .˛ � 
/I

gcd.a00y ; n/ D gcd.˛ � 
; n/; if k D 1 and n6 j .˛ � 
/:

This completes the proof.

Proposition 3.8. – Let f W S ! B be a family of semi-stable n-superelliptic curves of
genus g � 2 with ˛ � 5. Assume moreover that the general fiber of f is not hyperelliptic. Then
f admits no (smooth or singular) hyperelliptic fiber with a compact Jacobian.
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Proof. – We divide the proof into three steps.

Step I. – We show that f admits no smooth hyperelliptic fiber.

Indeed, if there is such a smooth hyperelliptic fiber F , then F admits two different maps
of degree 2 and n respectively onto P1 without common non-trivial factorization. Hence
g � n � 1 by the Castelnuovo-Severi inequality (cf. [17, Exercise V.1.9]). This is a contradic-
tion to (3-4) once ˛ � 5.

Step II. – Let F be a singular hyperelliptic fiber of f with a compact Jacobian. For any
irreducible component D � F , we show that

� either g.D/ D 0 and D2 D �2;

� or 1 � g.D/ � n�1
2

and D2 D �1.

Let F # be the stable model of F . Then it suffices to show 1 � g.D/ � n�1
2

andD2 D �1

for any component D � F #. Note that F # admits two automorphisms � and �, where
� is of order n and � is the hyperelliptic involution. Both the quotients F #=h�i and F #=h�i

are trees of rational curves. By [23, Lemma 4.7], any component D � F # is not rational,
i.e., g.D/ � 1. Hence both � and � act non-trivially on D. It is clear that the hyperelliptic
involution � keeps D invariant and acts faithfully on D. Without loss of generality, we may
assume that � also keeps D invariant and hence acts faithfully on D; otherwise, we replace
� by a suitable power �k0 (the only difference is that the order of � is smaller after this
replacement). For the sake of notations, we still denote by � and � their restriction on D.
Let

†D D fx 2 D j x is a node of F #
g:

It is clear that j†Dj D �D2, Moreover, as F # admits a compact Jacobian, x is fixed by
both � and � for any node x 2 F #; in fact, let F 0 and F 00 be the two connected components
of F # n fxg. Then both F 0 and F 00 are kept invariant under � (and �), and x is the unique
intersection of F 0 and F 00 since F # admits a compact Jacobian. Hence x D F 0 \F 00 is fixed
by both � and �. Thus � and � are commutative with each other as automorphisms ofD, since
they admit at least one common fixed point on D (i.e., any point in †D). It follows that �
induces a non-trivial automorphism � 0 on D=h�i Š P1. Let j� j be the order of � , and

D� D
n
x 2 D j x is fixed by �k for some 1 � k < j� j

o
� D;

and � D
ˇ̌
D�
ˇ̌
. Then by Hurwitz formula, one has

2g.D/ � .n � 1/.� � 2/:

Since g.D/ ¤ 0, it follows that � � 3. Let Fix.� 0/ � P1 be the fixed locus of � 0. Thenˇ̌
Fix.� 0/

ˇ̌
D 2; and �

�
D�
�
� Fix.� 0/;

where � W D ! D=h�i Š P1 is the quotient map, which is of degree two. Note that†D � D�
and ��1

�
�.x/

�
D x for any x 2 †D . It follows that

3 � � D
ˇ̌
D�
ˇ̌
� 2

ˇ̌
Fix.� 0/ n �.†D/

ˇ̌
C j†Dj D 4 � j†Dj:

Therefore � D 3, and hence g.D/ � n�1
2

and D2 D �j†Dj D �1 as required.
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Step III. – We show that f admits no singular hyperelliptic fiber with a compact Jacobian.

If there were such a singular hyperelliptic fiber F , let k (resp. k0) be the number of rational
components (resp. irrational components) in F . Then by Step II, one has

ı.F / D
1

2

X
fD¤D0g�F

D �D0 D �
1

2

X
D�F

D2
D
1

2
.2k C k0/:

Also, since F admits a compact Jacobian, we get

ı.F / D k C k0 � 1:

Combining the above two equalities, we obtain k0 D 2. Hence g � k � 0C k0 � n�1
2
D n � 1,

which contradicts the Hurwitz Formula (3-4) since ˛ � 5. This completes the proof.

Theorem 3.9. – Let f W S ! B be a family of semi-stable n-superelliptic curves of
genus g � 2 over a projective curve, and let b
 D

.n2�1/
.˛�
/
˛�1

� n2: Then

!2S=B D

8̂̂̂̂
ˆ̂̂̂̂̂̂
<̂
ˆ̂̂̂̂̂̂
ˆ̂̂:

X

; `

b
 �
s
;`;0

`2
; if n j˛;

X

; `

�
b
 �

.n2 � r21/
.
 � 1/

r21.˛ � 1/.˛ � 2/

�
�
s
;`;0

`2

C

X

; `

�
b
 �

.n2 � r21/.˛ � 
/.˛ � 
 � 1/

r21.˛ � 1/.˛ � 2/

�
�
s
;`;1

`2
;

if n6 j ˛;

(3-7)

degf�!S=B D

8̂̂̂̂
ˆ̂̂̂̂̂̂
<̂
ˆ̂̂̂̂̂̂
ˆ̂̂:

1

12

X

; `

.b
 C `
2/ �

s
;`;0

`2
; if n j˛;

1

12

X

; `

�
b
 C `

2
�
.n2 � r21/
.
 � 1/

r21.˛ � 1/.˛ � 2/

�
�
s
;`;0

`2

C
1

12

X

; `

�
b
 C `

2
�
.n2 � r21/.˛ � 
/.˛ � 
 � 1/

r21.˛ � 1/.˛ � 2/

�
�
s
;`;1

`2
;

if n6 j ˛;

(3-8)

ı.f / D

8̂̂̂<̂
ˆ̂:
X

; `

s
;`;0; if n j˛;

X

; `

�
s
;`;0 C s
;`;1

�
; if n6 j ˛:

(3-9)

The crucial property in Proposition 2.13 follows from the theorem above:

Proof of Proposition 2.13. – If a complete curve C exists in T Sıg;n, then its pull-back B
in Sg;n remains complete. This gives a (non-isotrivial) family of super-elliptic curves
f W S ! B which admits no singular fiber. Using (3-8) we deduce that deg f�!S=B D 0,
which is a contradiction, cf. [1].
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Proof of Theorem 3.9. – First, (3-9) follows directly from Definition 3.6; see also Proposi-
tion 3.7 (i). Note also that (3-8) follows from (3-2), (3-7) and (3-9). So it suffices to prove (3-7).

Since any finite base change only modifies the two sides of (3-7) by a common multiple, we
may, up to a finite base change, assume that there exists an action of G D Z=nZ on S , such
that Y D S=G is ruled over B, and that the quotient… W S ! Y is branched over ˛ disjoint
sections

˚
Di
	˛
iD1

of the induced family ' W Y ! B and possibly some of the nodes in fibers
of ' (cf. Lemma 3.4). Moreover, if n6 j ˛, one may further assume thatD˛ is the section whose
restriction to a general fiber � Š P1 of ' corresponds to the branch point1 of the restricted
cover…jF W F ! � Š P1. In this case, the ramification index ofD˛ is r1 D n

gcd.a1;n/
. Let’s

consider the following commutative diagram:

S
… //

f

��

Y D S=G

'

��

B B.

For any node yj in some fiber �0 of ', if the local equation of Y around yj is given
by xy�tmj , then we callmj the multiplicity of yj . Let j̀ be the number of points inS over yj ,
and �0 n fyj g D � 00 [�

00
0 with � 00 (resp. � 000 ) containing 
j (resp. ˛ � 
j � 
j ) marked points.

If n6 j ˛ and 
j D ˛=2, then we assume thatD˛ \�0 2 � 00. Then we define the index of yj to
be .
j ; j̀ ; kj /, where

kj D

(
0; if n j˛, or if n6 j ˛ and D˛ \ �0 2 � 000 I

1; if n 6 j ˛ and D˛ \ �0 2 � 00:

With the notations introduced above, we claim that

Claim 3.10. – (i) If n j˛, then

.˛ � 1/
X̨
iD1

D2
i D �

X
yj

mj 
j .˛ � 
j /:

(ii) If n6 j ˛, then

.˛ � 2/

˛�1X
iD1

D2
i D �

X
yj

mj .
j � kj /.˛ C kj � 1 � 
j /I

.˛ � 1/
X̨
iD1

D2
i D �

X
yj

mj 
j .˛ � 
j /:

Proof of Claim 3.10. – The proof is similar to that of [8, Lemma 4.8]. As an illustration,
we prove (ii) here.

Note that both of the sides are invariant if we resolve the singularities on Y , and hence
we may assume that Y is smooth. Moreover, we may contract Y to a P1 bundle ' W Y ! B

overB such that the order of the singularities ofR0 D
P
Di;0 is at most Œ˛=2�, and thatD˛;0

does not pass through any singularity of order equal to ˛=2 if n6 j ˛, where Di;0 � Y is the
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image of Di . Note that in the P1 bundle Y , one has .Di;0 �Dj;0/2 D 0, i.e., D2
i;0 CD

2
j;0 D

2Di;0 �Dj;0. Hence

.˛ � 2/

˛�1X
iD1

D2
i;0 D 2

X
1�i<j�˛�1

Di;0 �Dj;0I

.˛ � 1/
X̨
iD1

D2
i;0 D 2

X
1�i<j�˛

Di;0 �Dj;0:

Now blowing up a point with exactly 
 of these sections passing through it will create a node
y of index .
; `; k/ in the fibers, where k D 0 if D˛;0 does not pass through this point, and
k D 1 if D˛;0 passes through this point; at the same time, the left hand side (resp. the right
hand side) of the first equality above decreases by .
�k/.˛�2/

�
resp. .
�k/.
�k�1/

�
, and

the left hand side (resp. the right hand side) of the second equality above decreases by 
.˛�1/�
resp. 
.
 � 1/

�
. Thus

.˛ � 2/

˛�1X
iD1

D2
i D 2

X
1�i<j�˛�1

Di �Dj �
X
yj

mj .
j � kj /.˛ C kj � 1 � 
j /I

.˛ � 1/
X̨
iD1

D2
i D 2

X
1�i<j�˛

Di �Dj �
X
yj

mj 
j .˛ � 
j /:

Note that in Y , these sections
˚
Di
	˛
iD1

are disjoint with each other, i.e., Di � Dj D 0 for
any i ¤ j . Hence we complete the proof of the claim.

Come back to the proof of (3-7). Let �
;`;k be the number of the nodes in fibers of ' with
index .
; `; k/, counted according to their multiplicities. Then

(3-10) s
;`;0 D ` �
�
;`;0

n=`
D
`2

n
� �
;`;0; s
;`;1 D ` �

�
;`;1

n=`
D
`2

n
� �
;`;1:

By the definitions, we have (see also Proposition 3.7 (i))

(3-11) �
;`;1 D s
;`;1 D 0, if n j˛.

According to Claim 3.10, we obtain that if n j˛, then

(3-12a) .˛ � 1/
X̨
iD1

D2
i D �

X

; `


.˛ � 
/�
;`;0 D �
X

; `

n
.˛ � 
/

`2
� s
;`;0I

and that if n6 j ˛, then
(3-12b)8̂̂̂̂
ˆ̂̂̂̂̂̂
<̂
ˆ̂̂̂̂̂̂
ˆ̂̂:

.˛ � 2/

˛�1X
iD1

D2
i D �

X

; `

�

.˛ � 1 � 
/�
;`;0 C .
 � 1/.˛ � 
/�
;`;1

�
D �

X

; `

�
n
.˛ � 1 � 
/

`2
� s
;`;0 C

n.
 � 1/.˛ � 
/

`2
� s
;`;1

�
;

.˛ � 1/
X̨
iD1

D2
i D �

X

; `


.˛ � 
/.�
;`;0 C �
;`;1/ D �
X

; `

n
.˛ � 
/

`2
� .s
;`;0 C s
;`;1/:
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By the construction, we have

(3-13) !2Y=B D �
X

; `

.�
;`;0 C �
;`;1/ D �
X

; `

n.s
;`;0 C s
;`;1/

`2
I !Y=B �Di D �D

2
i :

By the Riemann-Hurwitz formula, one has

!2S=B D

8̂̂̂̂
<̂̂
ˆ̂̂̂:
…�
�
!Y=B C

n � 1

n

X̨
iD1

Di

�
; if n j˛I

…�
�
!Y=B C

n � 1

n

˛�1X
iD1

Di C
r1 � 1

r1
D˛

�
; if n6 j ˛:

Hence if n j˛, then

(3-14a) !2S=B D n
�
!Y=B C

n � 1

n

X̨
iD1

Di

�2
D n

�
!2Y=B �

n2 � 1

n2

X̨
iD1

D2
i

�
;

and if n6 j ˛, then

(3-14b)

!2S=B D n
�
!Y=B C

n � 1

n

˛�1X
iD1

Di C
r1 � 1

r1
D˛

�2
D n

�
!2Y=B �

n2 � 1

n2

˛�1X
iD1

D2
i �

r21 � 1

r21
D2
˛

�
:

Combining the equalities (3-14a), (3-14b), (3-13), (3-12a), (3-12b), and (3-11) all together, we
complete the proof of (3-7).

If the family f is irregular, i.e., the relative irregularity of the family is positive, there would
be some constraints on the invariants introduced in Definition 3.6.

Proposition 3.11. – Let f W S ! B be a family of semi-stable n-superelliptic curves of
genus g � 2 as in Theorem 3.9. Assume that the relative irregularity qf WD q.S/ � g.B/ > 0.
Then

(3-15)

8̂̂̂̂
<̂̂
ˆ̂̂̂:
4

n
� s2;n;1 �

X

;`

n
.˛ � 
/

`2.˛ � 1/
� .s
;`;0 C s
;`;1/I

1

n
� s2;n;1 �

X

; `

�
n
.
 � 1/

`2.˛ � 1/.˛ � 2/
s
;`;0 C

n.˛ � 
/.˛ � 
 � 1/

`2.˛ � 1/.˛ � 2/
s
;`;1

�
:

Proof. – To prove (3-15), we may assume that s2;n;1 > 0, i.e., the singular fibers of f
contain nodes with index .2; n; 1/. In particular, n j .˛ � 2/ by (3-6), i.e., ˛0 D nk C 1 for
some integer k by (1-1). Hence for any general fiber F of f ,

(3-16) the induced n-superelliptic cover � W F ! P1 is totally ramified.

Similar to the proof of Theorem 3.9, we may assume that G D Z=nZ admits an action
on S such that … W S ! Y is branched over ˛ disjoint sections fDig˛iD1 and possibly over
some nodes in fibers of '. Let Q� W eY ! Y be the resolution of the singularities of Y , and
� W eY ! Y be a contraction to a P1-bundle over B such that the order of the singularities
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of R0 D
P̨
iD1

Di;0 is at most Œ˛=2�, and that D˛;0 does not pass through any singularity of

order equal to ˛=2, where Di;0 � Y is the image �
�
Q��1.Di /

�
.

eY �1 //

Q�

��

�

++

Y1

�0

��

Y

'
&&

Y

'
xx

B

Note that � consists of a sequence of blowing-ups centered at singularities ofR0. We reorder

these blowing-ups as � W eY �1
�! Y1

�0
�! Y such that �0 is the resolution of singularities

of
˛�1P
iD1

Di;0. In other words, all nodes in the fibers of ' with index equal to .2; n; 1/ (resp. not

equal to .2; n; 1/) are created by �1 (resp. �0), where the notion for the index of a node in
the fibers of ' is introduced in the proof of Theorem 3.9. Let Di;1 D �1

�
Q��1.Di /

�
. Then by

(3-10), 8̂̂̂<̂
ˆ̂:
X̨
iD1

D2
i;1 D

X̨
iD1

�
Q��1.Di /

�2
C 4�2;n;1 D

X̨
iD1

�
Q��1.Di /

�2
C
4

n
� s2;n;1I

D2
˛;1 D

�
Q��1.D˛/

�2
C �2;n;1 D

�
Q��1.D˛/

�2
C
1

n
� s2;n;1

Note also that the sections fDig˛iD1 do not pass through any singularity of Y . Hence
f Q��1.Di /g

˛
iD1 are still disjoint sections, and by (3-12b) one gets8̂̂̂̂

<̂̂
ˆ̂̂̂:
X̨
iD1

�
Q��1.Di /

�2
D

X̨
iD1

D2
i D �

X

; `

n
.˛ � 
/

`2.˛ � 1/
� .s
;`;0 C s
;`;1/I

�
Q��1.D˛/

�2
D D2

˛ D �

X

; `

�
n
.
 � 1/

`2.˛ � 1/.˛ � 2/
s
;`;0 C

n.˛ � 
/.˛ � 
 � 1/

`2.˛ � 1/.˛ � 2/
s
;`;1

�
:

Therefore, it suffices to show that
P̨
iD1

D2
i;1 � 0 and D2

˛;1 � 0, which follow directly from the

next lemma.

Lemma 3.12. – Keep the assumptions as in the proposition above. Then the divisor

R1 D
P̨
iD1

Di;1 is semi-negative definite.

Proof. – Let  W eS ! S be the minimal blowing-up such that there exists a morphisme… W eS ! eY with the following commutative diagram:

eS e… //

 

��

eY
Q�

��

�1 // Y1

S
… // Y .
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Let
�
�1 ı e…��1.R1/ � eS be the total inverse image of R1, and eR � eS be its support. Then it

suffices to show that the divisor eR is semi-negative definite.

By construction, the action of G D Z=nZ on S lifts to eS . Let Alb.eS/ be the Albanese
variety of eS , and � be any generator of G. Then Qf WD f ı  induces a map Alb. Qf / W
Alb.eS/! Alb.B/ and � has a natural action on Alb.eS/. Let

Alb0.eS/ D (x 2 Alb.eS/ ˇ̌ nX
iD1

� i .x/ D e

)
; where e 2 Alb.eS/ is the identity element:

Then we claim that

Claim 3.13. – Alb.eS/ is isogenous to Alb0.eS/˚Alb. Qf /�1
�
Alb.B/

�
and dim Alb0.eS/ D qf .

Proof of Claim 3.13. – Note that � has a natural action on H 0
�eS;�1eS� by pulling-back,

and the map Qf induces an injection

Qf � W H 0
�
B;�1B

�
,! H 0

�eS;�1eS�; such that Qf �H 0
�
B;�1B

�
D

n
! 2 H 0

�eS;�1eS� ˇ̌ ��.!/ D !o :
To prove this claim, it suffices to show that
(3-17)

H 0
�eS;�1eS� D Qf �H 0

�
B;�1B

�
˚W; where W D

(
! 2 H 0

�eS;�1eS� ˇ̌ nX
iD1

.��
�i
.!/ D 0

)
:

On the one hand, it is clear that Qf �H 0
�
B;�1B

�
\ W D 0. On the other hand, for any

! 2 H 0
�eS;�1eS�, let !0 D 1

n

nP
iD1

.��
�i
.!/. Then it is easy to verify that !0 2 Qf �H 0

�
B;�1B

�
,

and that !�!0 2 W . Hence we obtain the decomposition ! D !0C.!�!0/ as required.

Denote by J0 W eS ! Alb0.eS/ the induced map. Then we claim that

Claim 3.14. – Let eB1 � eS be the strict inverse image of R1. Then eB1 is contracted by J0.

Proof of Claim 3.14. – Let D � eB1 be any irreducible component, eD its normalization,
j W eD ! eS the induced map and # D J0 ı j W eD ! Alb0.eS/ the composition. We have to
prove that #.eD/ is a point.

We prove by contradiction. Assume that #.eD/ is one-dimensional. Then the induced map

#� W H 0
�

Alb0.eS/; �1Alb0.eS/
�
�! H 0

�eD; �1eD�
is non-zero. Also, it is clear that #� factors through

H 0
�

Alb0.eS/; �1Alb0.eS/
� J�

0
�! H 0

�eS; �1eS� j�

�! H 0
�eD; �1eD� :

By (3-17), there is a decomposition of the formH 0
�eS; �1eS� D Qf �H 0.B;�1B/˚W , andW

contains the image of J �0 according to the proof of Claim 3.13. To deduce a contradiction,
it suffices to prove that the restriction

j �jW
W W �! H 0

�eD; �1eD�
is zero.
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In fact, let p 2 D be an arbitrary smooth point of D. Note that � fixes D due to (3-16).
Hence locally around p, there exists a local coordinate .x; y/ such that C is defined by y D 0
and the action of � is given by �.x; y/ D .x; �y/, where � is a primitive n-th root of 1. For
any 1-form

! D �.x; y/dx C �.x; y/dy 2 H 0
�eS; �1eS� ;

one has

! 2 W ”

nX
iD1

�.x; �iy/ D 0;

nX
iD1

�i�.x; �iy/ D 0:

Hence if ! 2 W , y should divide the function �.x; y/, i.e., �.x; y/ D y � Q�.x; y/ for some
function Q�.x; y/. In other words, j �!jj�1.p/ D 0 for any ! 2 W . It follows that j �! D 0

for any ! 2 W since p is arbitrary. This completes the proof.

Come back to the proof of Lemma 3.12. By construction, the divisor eR consists
of eB1 plus some rational curves. According to Claim 3.14, eR is contracted by the map
J0 W eS ! Alb0.eS/. Note that the image J0.eS/ generates the abelian variety Alb0.eS/ with
dim Alb0.eS/ D qf by Claim 3.13. Since qf > 0, it follows that J0.eS/ is not a point, i.e.,
dimJ0.eS/ � 1. Therefore by the Hodge index theorem, eR is semi-negative definite, and
hence R1 is also semi-negative definite. This completes the proof of Lemma 3.12.

3.3. The slope

Based on Theorem 3.9 and Proposition 3.11, we will prove the following inequalities.

Proposition 3.15. – Let f W S ! B be a family of semi-stable n-superelliptic curves as
in Theorem 3.9, and let ‡nc ! �nc be the singular fibers with non-compact Jacobians.

(i). If �nc D ; and g � n, then

(3-18) !2S=B � �n;c � degf�!S=B C 2ı1.f /C 3ıh.f /;

where
(3-19)

�n;c D

8̂̂̂̂
ˆ̂̂̂̂<̂
ˆ̂̂̂̂̂̂
:̂

12 �
9.˛ � 1/

2.˛ � 3/
; if n D 3 and ˛ � 6I

12 �
3.˛ � 1/

˛ � 3
; if n D 4 and ˛ D 4k C 3 with k � 1I

12 �
48.˛ � 1/�

n2 � .n=d/2
�
.˛ � 3/

; otherwise; here d D

8<:
n; if n j˛I

n

gcd.n; ˛0/
; if n6 j ˛:

(ii). Assume that �nc 6D ;, g � 4 and qf > 0. If either n D 3 or 4, then

(3-20) !2S=B � �n;nc � degf�!S=B C 2ı1.f /C 3ıh.f /;
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where

�3;nc D

8̂̂<̂
:̂
6˛ � 18

˛ � 2
; if ˛ D 3k C 2 with k � 2;

15˛ � 63

2.˛ � 3/
; otherwiseI

(3-21)

�4;nc D

8̂̂<̂
:̂
14˛ � 44

2˛ � 5
; if ˛ D 4k C 2 with k � 1;

9˛ � 33

˛ � 3
; otherwise:

(3-22)

Proof. – We use the notation introduced in subsection 3.2.

(i). Since �nc D ;, one gets that ı0.f / D 0, from which and Proposition 3.7, it follows
that s
;`;0 D s
;`;1 D 0 for any ` > 1, and

s
;1;0 D 0; if gcd.
; n/ ¤ 1; and s
;1;1 D 0; if gcd.˛ � 
; n/ ¤ 1:

Moreover,

ı1.f / D

8̂<̂
:
s2;1;0; if n D 3I

s2;1;1; if n D 4 and ˛ D 4k C 3 with k � 1I

0; otherwise.

ıh.f / D

Œ˛=2�X

D2

.s
;1;0 C s
;1;1/ � ı1.f /:

Hence by Theorem 3.9 we obtain

!2S=B � �n;c � degf�!S=B

D

8̂̂̂̂
ˆ̂<̂
ˆ̂̂̂̂:

Œ˛=2�X

D2

�
z
 �

�n;c

12
.z
 C 1/

�
s
;1;0; if n j˛0;

Œ˛=2�X

D2

�
z
 �

�n;c

12
.z
 C 1/

�
s
;1;0 C

Œ˛=2�X

D2

�
z0
 �

�n;c

12
.z0
 C 1/

�
s
;1;1; if n6 j ˛0;

� 2ı1.f /C 3ıh.f /;

where

z
 D
.n2 � 1/
.˛ � 
/

˛ � 1
� n2 �

.n2 � d2/
.
 � 1/

d2.˛ � 1/.˛ � 2/
with d D

(
n; if n j˛0;

r1; if n6 j ˛0;

z0
 D
.n2 � 1/
.˛ � 
/

˛ � 1
� n2 �

.n2 � d2/.˛ � 
/.˛ � 
 � 1/

d2.˛ � 1/.˛ � 2/
:

This completes the proof.

(ii). We first prove the case where n D 3. Since n D 3, it follows from (1-1) that ˛ D 3k or
3k C 2 for some integer k. According to (3-5) and (3-6), when ˛ D 3k, we have

s
;`;1 D 0I s
;1;0 D 0; if 3 j 
 I s
;3;0 D 0; if 3 6 j 
 I
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and when 3k C 2, we have(
s
;1;0 D 0; if 3 j 
 I s
;1;1 D 0; if 3 j .
 C 1/I

s
;3;0 D 0; if 36 j 
 I s
;3;1 D 0; if 3 6 j .
 C 1/:

Hence

(3-23) ı0.f / D

Œ˛=2�X

D2

.s
;3;0 C s
;3;1/; ı1.f / D s2;1;0; ıh.f / D

Œ˛=2�X

D3

.s
;1;0 C s
;1;1/:

If ˛ D 3k, then s2;3;1 D 0; moreover, since g � 4, one has k � 2 by (3-4). Hence by
Theorem 3.9 one obtains that (where �1 D 15˛�63

2.˛�3/
)

!2S=B � �1 � degf�!S=B D
Œ˛=2�X

D2

��8
.˛ � 
/
˛ � 1

� 9
�
�
�1

12
�

�8
.˛ � 
/
˛ � 1

� 8
��
.s
;1;0 C s
;1;1/

C

Œ˛=2�X

D3

��8
.˛ � 
/
9.˛ � 1/

� 1
�
�
�1

12
�
8
.˛ � 
/

9.˛ � 1/

�
.s
;3;0 C s
;3;1/

� 2ı1.f /C 3ıh.f /:

If ˛ D 3kC 2, then one again has k � 2. If moveover s2;3;1 D 0, then one can show again
that

!2S=B �
15˛ � 63

2.˛ � 3/
� degf�!S=B C 2ı1.f /C 3ıh.f /:

Hence we may assume that s2;3;1 ¤ 0. In this case, we have (where �2 D 6˛�18
˛�2

)

(3-24)

!2S=B � �2 � degf�!S=B

D

Œ˛=2�X

D2

��8
.˛ � 
/
˛ � 1

� 9
�
�
�2

12
�

�8
.˛ � 
/
˛ � 1

� 8
��
.s
;1;0 C s
;1;1/

�
1

9
s2;3;1 C

Œ˛=2�X

D3

��8
.˛ � 
/
9.˛ � 1/

� 1
�
�
�2

12
�
8
.˛ � 
/

9.˛ � 1/

�
.s
;3;0 C s
;3;1/:

Note that s2;1;1 D 0 in this case. Hence by (3-15) for n D 3 one obtains that8̂̂̂̂
ˆ̂<̂
ˆ̂̂̂̂:
s2;3;1 �

Œ˛=2�X

D2

9
.˛ � 
/

2˛

�
s
;1;0 C

s
;3;0

9

�
C

Œ˛=2�X

D3

9
.˛ � 
/

2˛

�
s
;1;1 C

s
;3;1

9

�
I

s2;3;1 �

Œ˛=2�X

D2

9
.
 � 1/

2.˛ � 2/

�
s
;1;0 C

s
;3;0

9

�
C

Œ˛=2�X

D3

9.˛ � 
/.˛ � 
 � 1/

2.˛ � 2/

�
s
;1;1 C

s
;3;1

9

�
:
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Let x D ˛.˛�7/
.˛�1/.˛�4/

. Then 0 < x < 1 since ˛ � 8. Hence

(3-25)

s2;3;1 �

Œ˛=2�X

D2

�
9
.˛ � 
/

2˛
� x C

9
.
 � 1/

2.˛ � 2/
� .1 � x/

��
s
;1;0 C

s
;3;0

9

�
C

Œ˛=2�X

D3

�
9
.˛ � 
/

2˛
� x C

9.˛ � 
/.˛ � 
 � 1/

2.˛ � 2/
� .1 � x/

��
s
;1;1 C

s
;3;1

9

�
D

Œ˛=2�X

D2

9

�
˛2 � .
 C 8/˛ C 10
 C 4

�
2.˛ � 2/.˛ � 4/

�
s
;1;0 C

s
;3;0

9

�
C

Œ˛=2�X

D3

9.˛ � 
/
�
.
 C 2/˛ � 10
 C 4

�
2.˛ � 2/.˛ � 4/

�
s
;1;1 C

s
;3;1

9

�
:

Combining (3-25) together with (3-24) and (3-23), we obtain that if s2;3;1 > 0, then

!2S=B �
6˛ � 18

˛ � 2
� degf�!S=B C 2ı1.f /C 3ıh.f /:

This completes the proof of (3-20) for the case where n D 3.

The case where n D 4 can be proven along the same idea. In fact, by (1-1) one has ˛ D 4k,
4k C 2 or 4k C 3 for some integer k. According to (3-5) and (3-6), we have

s
;1;0 D s
;2;0 D 0; if 4 j 
 I s
;1;0 D s
;4;0 D 0; if 46 j 
 but 2 j 
 I s
;2;0 D s
;4;0 D 0; if 2 6 j 
:

Moreover, when ˛ D 4k, it holds

s
;`;1 D 0; for all 
; `I

and when ˛ D 4k C t for t D 2 or 3, it holds

(3-26)

8̂<̂
:
s
;1;1 D s
;2;1 D 0; if 4 j .
 C t /I

s
;1;1 D s
;4;1 D 0; if 4 6 j .
 C t / but 2 j .
 C t /I

s
;2;1 D s
;4;1 D 0; if 2 6 j .
 C t /:

Hence

(3-27)

8̂̂̂̂
ˆ̂̂̂<̂
ˆ̂̂̂̂̂̂
:

ı0.f / D

Œ˛=2�X

D2

.s
;2;0 C s
;2;1 C s
;4;0 C s
;4;1/;

ı1.f / D s2;1;1;

ıh.f / D

Œ˛=2�X

D3

.s
;1;0 C s
;1;1/:
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If ˛ D 4k, then s2;4;1 D 0; moreover, since g � 4, by (3-4) one has k � 2 if ˛ D 4k. Hence
by Theorem 3.9 one obtains that (where �3 D 9˛�33

˛�3
)

!2S=B � �3 � degf�!S=B

D

Œ˛=2�X

D3

��15
.˛ � 
/
˛ � 1

� 16
�
�
�3

12
�

�15
.˛ � 
/
˛ � 1

� 15
��
.s
;1;0 C s
;1;1/

C

Œ˛=2�X

D2

��15
.˛ � 
/
4.˛ � 1/

� 4
�
�
�3

12
�

�15
.˛ � 
/
4.˛ � 1/

� 3
��
.s
;2;0 C s
;2;1/

C

Œ˛=2�X

D4

��15
.˛ � 
/
16.˛ � 1/

� 1
�
�
�3

12
�
15
.˛ � 
/

16.˛ � 1/

�
.s
;4;0 C s
;4;1/

� 2ı1.f /C 3ıh.f /:

If ˛ D 4kC3, then k � 1 since g � 4, and we still have s2;4;1 D 0. Based on Theorem 3.9,
one shows similarly as above that

!2S=B � �3 � degf�!S=B � 2ı1.f /C 3ıh.f /:

Finally, we consider the case where ˛ D 4kC2. In this case k � 1 since g � 4. If moveover
s2;4;1 D 0, then we can show again that

!2S=B � �3 � degf�!S=B � 2ı1.f /C 3ıh.f /:

Hence we may assume that s2;4;1 ¤ 0. In this case, we have (where �4 D 14˛�44
2˛�5

)
(3-28)

!2S=B � �4 � degf�!S=B

D

Œ˛=2�X

D3

��15
.˛ � 
/
˛ � 1

� 16
�
�
�4

12
�

�15
.˛ � 
/
˛ � 1

� 15
��
.s
;1;0 C s
;1;1/

C

Œ˛=2�X

D2

��15
.˛ � 
/
4.˛ � 1/

� 4
�
�
�4

12
�

�15
.˛ � 
/
4.˛ � 1/

� 3
��
.s
;2;0 C s
;2;1/

C

Œ˛=2�X

D4

��15
.˛ � 
/
16.˛ � 1/

� 1
�
�
�4

12
�
15
.˛ � 
/

16.˛ � 1/

�
.s
;4;0 C s
;4;1/

C

�
7˛ � 22

8.˛ � 1/
�
5.˛ � 2/

32.˛ � 1/
� �4

�
s2;4;1:

According to the first inequality in (3-15) for n D 4, one obtains

s2;4;1 �
X

.
;`/¤.2;4/

8
.˛ � 
/

`2˛
� .s
;`;0 C s
;`;0/:

Combining this together with (3-26), (3-27) and (3-28), one shows that

!2S=B �
14˛ � 44

2˛ � 5
� degf�!S=B C 2ı1.f /C 3ıh.f /:

This completes the proof of (3-20) for the case where n D 4.
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Corollary 3.16. – Let f W S ! B be a family of semi-stable superelliptic curves as in
Proposition 3.15.

(i). If �nc D ; and g � n, then

(3-29) degf�!S=B �
2g � 2

�n;c
� deg�1B ;

where �n;c is defined in (3-19).
(ii). Assume that �nc 6D ;, g � 4 and qf > 0. If either n D 3 or 4, then

(3-30) deg f�!S=B <
2g � 2

�n;nc
� deg�1B.log�nc/;

where �3;nc and �4;nc are defined in (3-21) and (3-22) respectively.

Proof. – The above lemma follows directly from the above slope inequalities for a
family of semi-stable superelliptic curves and the Miyaoka-Yau type inequality (cf. [23,
Theorem 4.1]).

3.4. Existence of horizontal fibration structures

The main purpose of this subsection is to prove the existence of horizontal fibration struc-
tures on the total space of a family of semi-stable superelliptic curves up to base change under
certain assumptions, namely Proposition 3.24. We will freely use the notations introduced at
the beginning of subsection 3.2.

As the main technique is based on cyclic covers, we always assume in this subsection that
the group G D Z=nZ admits an action on S whose restriction on the general fiber is the
n-superelliptic automorphism group. As we see in Lemma 3.3, one can achieve this by a
suitable finite surjective base change (not necessarily étale).

Since the group G admits an action on the surface S , it induces a natural action on the
cohomology groups of S , and on the local system VB0 WD R1f�QSn‡ and hence also on its

associated logarithmic Higgs bundle
�
E
1;0
B ˚E

0;1
B ; �B

�
. In our case, the Higgs bundle has

the form

E
1;0
B Š f��

1
S=B.log‡/; E

0;1
B Š R1f�OS ;

and the Higgs field

�B W E
1;0
B �! E

0;1
B ˝�B.log�nc/

is induced by the edge morphism of the tautological sequence

0 �! f ��1B.log�/ �! �1S .log‡/ �! �1S=B.log‡/ �! 0:

Since f is semi-stable, one checks that the sheaf�1
S=B

.log‡/ is locally free; indeed, it suffices
to verify the local-freeness around a node p in fibers of f . Assume the family f is locally
given by t D xy around p. Then around p, f ��1B.log�/ is generated by f �.dt/

f �.t/
D

dx
x
C
dy
y

,

and �1S .log‡/ is generated by
n
dx
x
; dy
y

o
, which implies that �1

S=B
.log‡/ is locally free

around p. Hence

(3-31) �1S=B.log‡/ Š OS
�
c1
�
�1S=B.log‡/

��
D !S=B :
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Consider the corresponding eigenspace decompositions

(3-32) VB0 ˝ C D
n�1M
iD0

VB0;i I
�
E
1;0
B ˚E

0;1
B ; �B

�
D

n�1M
iD0

�
E
1;0
B ˚E

0;1
B ; �B

�
i
:

Since the quotient Y D S=G is ruled over B, it follows that

VB0;0 D 0; and
�
E
1;0
B ˚E

0;1
B ; �B

�
0
D 0:

Moreover, by a formula due to Hurwitz-Chevalley-Weil (cf. [26, Proposition 5.9]), one has
(3-33)

rankE1;0B;i D rankE0;1B;n�i D

8̂̂<̂
:̂
.n � i/˛0

n
� 1; if n j ˛0, or n6 j ˛0 and

.n � i/˛0

n
2 ZIh .n � i/˛0

n

i
; if n6 j ˛0 and

.n � i/˛0

n
62 Z:

The eigenspace decomposition on
�
E
1;0
B ˚E

0;1
B ; �B

�
induces thus eigenspace decomposi-

tions on its associated subbundles in (4-2):

(3-34)

8̂̂̂̂
<̂̂
ˆ̂̂̂:

�
A
1;0
B ˚ A

0;1
B ; �B jA1;0

B

�
D

n�1M
iD1

�
A
1;0
B ˚ A

0;1
B ; �B jA1;0

B

�
i
;

�
F
1;0
B ˚ F

0;1
B ; 0

�
D

n�1M
iD1

�
F
1;0
B ˚ F

0;1
B ; 0

�
i
:

Note that the Galois cover … W S ! Y D S=G induces a Galois cover …0 W S 0 ! eY
whose branch locus is a normal crossing divisor and with Gal.…0/ Š G, where eY ! Y is the
minimal resolution of singularities. Let eS ! S 0 be the minimal resolution of singularities.
Then there is an induced birational contraction eS ! S fitting into the following commuta-
tive diagram.

eS //

��
Qf

��

e…
))

S 0
…0

// eY
��

Q'

��

S

f

��

…
// Y

'

��

B B

Figure 3.1. Induced Galois cover

Since …0 W S 0 ! eY is a cyclic cover of degree n, we may assume it is defined by the
following relation:

Ln � OeY �eR�; where ‘�’ stands for linear equivalence:
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For a general fiber e� Š P1 of Q', its inverse image is a superelliptic curve admitting a cyclic
cover to P1 with branch locus as in (3-3). Hence

(3-35) eRje� D
8̂̂̂̂
<̂̂
ˆ̂̂̂:

˛0X
iD1

xi ; if nj˛0I

˛0X
iD1

xi C a11; if n 6 j ˛0:

Following [12], if eR DP ajDj is the decomposition into prime divisors, we define

L.i/ D Li ˝OeY � �Xh iaj
n

i
Dj

�
:

Restricting to a general fiber e� of Q', it follows from (3-35) that

(3-36) L.i/je� Š
8̂<̂
:
OP1

� i˛0
n

�
; if

i˛0

n
2 ZI

OP1
�h i˛0

n

i
C 1

�
; if

i˛0

n
62 Z:

Let eR � eY be the reduced branch divisor of …0, i.e., the support of eR. Then by [38,
Lemma 1.7], one has the inclusion

(3-37) �1 W e…��1eS ,! �1eY M
0@n�1M
jD1

�1eY .log eR/˝ L.j /�11A :
We first prove a general result on local systems generalizing Deligne’s original theorem

with the constant coefficient.

Lemma 3.17. – Let f W X0 ! B n � be a smooth projective morphism over a curve. Let
X � X0 be a smooth compactification ofX0 andU be a locally constant sheaf onX coming from
a representation of�1.X/ into a unitary group. Then the canonical homomorphism is surjective:

H k.X;U/ �! H 0.B n�;Rkf�U/:

Proof. – We will follow Deligne’s proof for the case that U D Q (cf. [9, § 4.1]) verbatim.

The unitary locally constant sheaf U onX carries in a natural way a polarized variation of
Hodge structure, say, of pure type .0; 0/. Hence it follows from Saito’s theory that there is an
induced pure Hodge structure of weight k on H k.X;U/ as well as on H k.Xb;UjXb / where

Xb is any (smooth projective) fiber of f W X0 ! B n�.

We first show the “edge-homomorphism”

(3-38) pe W H
k.X0;U/ �! H 0.B n�;Rkf�U/

is surjective by the following argument from the proof of [30, Proposition 1.38].

Indeed, if we take h 2 H 2.X0;Q/ to be the restriction of a hyperplane class of X , then it
suffices to show that the cup-products satisfy the hard Lefschetz property, i.e., the following
homomorphism is an isomorphism for any 0 � k � m, wherem is the dimension of a general
fiber of f :

Œ[ h�k W Rm�kf�U �! RmCkf�U:
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Note that the hard Lefschetz property can be verified fiber-by-fiber. On each fiber the natural
locally constant metric on U induces a Hodge decomposition of the cohomology with coef-
ficients in U, hence the hard Lefschetz property holds. So pe in (3-38) is surjective.

Since the restriction homomorphism (as monodromy invariant)

H 0.B n�;Rkf�U/! H k.Xb;UjXb /

is injective and H k.Xb;UjXb / carries a pure Hodge structure of weight-k, one gets that

H 0.B n�;Rkf�U/ carries a pure Hodge structure of weight-k: The surjectivity of pe in
(3-38) also induces surjective morphisms between the weight-filtrations of both cohomolo-
gies. In particular, we have a surjective homomorphism

(3-39) Wk
�
H k.X0;U/

�
↠ Wk

�
H 0.B n�;Rkf�U/

�
D H 0.B n�;Rkf�U/:

By [29], Wk
�
H k.X0;U/

�
is nothing but the image of the restriction homomorphism

H k.X;U/! H k.X0;U/:

Combining this with (3-39), one gets the required surjective homomorphism.

Lemma 3.18. – Let F 1;0B;i � F
1;0
B be the eigensubspace as in(3-34). For each 1 � i � n�1,

there is a sheaf morphism

(3-40) %i W Q'
�F

1;0
B;i �!

e…��1eS ;
such that the induced canonical morphism

(3-41) F
1;0
B;i D Q'� Q'

�F
1;0
B;i �! Q'�

e…��1eS D Qf��
1eS D f��1S �! f��

1
S=B.log‡/ D E1;0B

coincides with the inclusion F 1;0B;i ,! F
1;0
B ,! E

1;0
B . Moreover, we may choose %i so that the

image of %i is contained in �1eY .log eR/˝ L.i/�1 under the inclusion (3-37).

Proof. – Since the local monodromy of VB0 around the boundary� is unipotent and the
local monodromy of the unitary subsheaf VuB0 around� is semisimple, VuB0 extends on B as
a locally constant sheaf, still denoted by VuB0 . The inclusion VuB0 ,! VB0 corresponds to a
section

� 2 H 0.B0; VB0 ˝
�
VuB0

�_
/ D H 0.B0; R

1f�
�
Cf �1.B0/ ˝ f

�.VuB0/
_/
�
:

By Lemma 3.17, � lifts to a class Q� 2 H 1.S; f �.VuB0/
_/ under the canonical morphism

H 1.S; f �.VuB0/
_/ �! H 0.B0; R

1f�
�
CS0 ˝ f

�.VuB0/
_/
�
:

Note that this canonical morphism is a morphism between pure Hodge structures of
weight-1, and by the construction � is of type (1,0), so Q� is of type (1,0), i.e.,

Q� 2 H 0.S;�1S ˝ f
�.F

1;0
B /_/;

which corresponds to a morphism

(3-42) %0 W f �F
1;0
B �! �1S ;

such that the induced canonical morphism

F
1;0
B D f�f

�F
1;0
B �! f��

1
S �! f��

1
S .log‡/ �! f��

1
S=B.log‡/ D E1;0B
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coincides with the inclusion F 1;0B ,! E
1;0
B : Since Q���1S � �1eS , by pulling back (3-42), we

obtain a sheaf morphism
Qf �F

1;0
B D Q��f �F

1;0
B �! �1eS ;

which corresponds to an element

Q� 2 H 0
�eS;�1eS ˝ Qf ��F 1;0B

�_�
:

By pushing-out, we also obtain an elemente…�. Q�/ 2 H 0
�eY ; e…���1eS ˝ Qf ��F 1;0B

�_��
D H 0

�eY ; e…��1eS ˝ Q'��F 1;0B

�_�
:

Hence one gets a sheaf morphism

(3-43) % W Q'�F
1;0
B �! e…��1eS :

By restricting to Q'�F 1;0B;i , we obtain %i as in (3-40) such that the induced morphism (3-41)

coincides with the inclusion F 1;0B;i ,! F
1;0
B ,! E

1;0
B .

Note that the groupG acts on both sides of (3-42). One may require that the morphism %0 is
equivariant with respect to G. So it is with the morphism %. Combining (3-43) with (3-37),
we obtain a sheaf morphism

Q'�F
1;0
B �! �1eY M

0@n�1M
jD1

�1eY .log eR/˝ L.j /�11A ;
which is compatible with the G-actions on both sides. Hence the image of %i is contained in
�1eY .log eR/˝ L.i/�1.

Lemma 3.19. – Let eR � eY be the reduced branch divisor of …0 as above, and e� be a
general fiber of Q'. Assume that eR contains at least one section of Q', and that there exist
1 � i1 � i2 � n � 1 such that F 1;0B;i1

¤ 0, F 1;0B;i2
¤ 0, and

(3-44) e� � �!eY .eR/˝ �L.i1/�1 ˝ L.i2/�1�� < 0:
Then both F 1;0B;i1

and F 1;0B;i2
become trivial bundles after a suitable finite étale base change.

Proof. – We divide the proof into two steps.

Step I. – We show that for any non-zero unitary subbundle OU � F
1;0
B;i with i D i1 or i2,

the image %i . Q'� OU/ is an invertible subsheaf OM such that OM is numerically effective (nef),
OM 2 D 0, and OM �D D 0 for any component D � eRh, where %i is given in (3-40).

We only prove it for i D i1, as the case for i D i2 is completely parallel. By Lemma 3.18,
the image %i1. Q'

� OU/ is contained in �1eY .log eR/ ˝ L.i1/�1, and it is non-zero if OU ¤ 0.

Mimicking the proof of [21, Theorem A.1], it suffices to show that the image %i1. Q'
� OU/ is a

subsheaf of rank one if OU ¤ 0. We prove this by contradiction. Assume that it is not the case.
By taking wedge-product, one obtains a non-zero map

� ı %i1 ^ � ı %i2 W Q'
� OU ˝ Q'�F 1;0B;i2

�! ^
2�1eY .log eR/˝ �L.i1/�1 ˝ L.i2/�1�

D !eY .eR/˝ �L.i1/�1 ˝ L.i2/�1� :
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Denote by C the image of the above map, we proceed to establish the semi-positivity of C;
here we recall that a locally free sheaf E on eY is called semi-positive, if for any morphism
 W Z ! eY from a smooth complete curve Z, the pulling-back  �E has no quotient line
bundle of negative degree.

� On the one hand, for any morphism  W Z ! eY from a smooth complete curve Z,
 �
�
Q'�F

1;0
B;i1
˝ Q'�F

1;0
B;i2

�
is poly-stable of slope zero since it comes from a unitary

representation (cf. [27]), which implies that Q'� OU ˝ Q'�F 1;0B;i2
is semi-positive. Therefore,

as a quotient of Q'� OU ˝ Q'�F 1;0B;i2
, C is also semi-positive.

� On the other hand, from (3-44) it follows that !eY .eR/ ˝ �L.i1/�1 ˝ L.i2/�1� can not

contain any non-zero semi-positive subsheaf. It contradicts the semi-positivity of C.

Hence the image %i1. Q'
� OU/ is a subsheaf of rank one as required.

Step II. – We show that both F 1;0B;i1
and F 1;0B;i2

become trivial after a suitable finite étale base
change.

In fact, by [9, § 4.2], it suffices to show that F 1;0B;i is a direct sum of line bundles after a
suitable unramified base change for i D i1 or i2. By assumption, eRh contains at least one
section of Q'. Let D � eRh be such a section, and

F
1;0
B;i D

M
j

Uij

be the decomposition of F 1;0B;i into irreducible subbundles. By Step I with the unitary

subbundle Uij � F
1;0
B;i , we obtain Mij � D D 0, i.e., degOD.Mij / D 0, where Mij is the

image %i . Q'�Uij /. As D is a section, D Š B. Hence we may view OD.Mij / as an invert-
ible sheaf on B, which is a quotient of Uij since Mij is a quotient of Q'�Uij . As Uij comes
from a unitary local system, Uij is poly-stable. Thus Uij D OD.Mij / ˚ U 0ij . Because Uij is
irreducible, Uij D OD.Mij / is a line bundle as required.

Remark 3.20. – Let a1 be the local monodromy around1 for the induced cyclic cover
to P1 on the general fiber of f as in (3-3). If a1 ¤ 1, then eR clearly contains a section of Q'.
In general, as pointed out at the beginning in the proof of Theorem 3.9, after a suitable finite
base change (may not be étale), eR consists of distinguished sections of Q' (i.e., the inverse
image of fDig˛iD1) plus certain components in the fibers of Q' (i.e., the inverse image of certain
nodes in fibers of '). In particular, we can always achieve the assumption that eR contains at
least one section of Q' using base change (may not be étale).

Proposition 3.21. – Assume that eR contains at least one section of Q', and thatF 1;0B;i0
¤ 0

for some i0 � n=2. Then after a suitable unramified base change, F 1;0B;i is trivial for any
n � i0 � i � i0.

Proof. – Note that

e� � !eY .eR/ D (˛0 � 2; if n j˛0I

˛0 � 1; if n6 j ˛0:
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Hence by (3-36), one checks easily that

e� � �!eY .eR/˝ �L.i/�1 ˝ L.i0/�1�� < 0; 8 n � i0 � i � i0:

Hence by applying Lemma 3.19 to the case where i1 D i0 and i2 D i with n � i0 � i � i0
and F 1;0B;i ¤ 0, we complete the proof.

Since G acts on S , it induces an action on H 0.S; �1S /. Let

H 0
�
S; �1S

�
D

n�1M
iD0

H 0
�
S; �1S

�
i

be the eigenspace decomposition. Then H 0
�
S; �1S

�
0
Š f �H 0

�
B; �1B

�
, and according to

[14, Theorem 3.1],

(3-45) dimH 0
�
S; �1S

�
i
D rank

�
F
1;0
B;i

�tr
; 8 1 � i � n � 1;

where
�
F
1;0
B;i

�tr
� F

1;0
B;i is the trivial part contained in the flat bundle F 1;0B;i as in Lemma 4.2.

Lemma 3.22. – Assume that there exist 1 � i1 � i2 � n � 1, such that (3-44) holds,
and that H 0

�
S; �1S

�
i1
¤ 0 and H 0

�
S; �1S

�
i2
¤ 0. Then there exists a unique fibration

f 0 W S ! B 0 such that

(3-46) H 0
�
S; �1S

�
i
�
�
f 0
��
H 0

�
B 0; �1B0

�
; for i D i1; i2:

Proof. – First, the uniqueness of such a fibration is clear. It suffices to show the existence
of such a fibration with the property (3-46). By Castelnuovo-de Franchis lemma (cf. [3,
Theorem IV-5.1]), it is enough to show that

(3-47) !i1 ^ !i2 D 0; 8 !i1 2 H
0
�
S; �1S

�
i1

and !i2 2 H
0
�
S; �1S

�
i2
:

As an easy case, if i1 C i2 D n, then it is clear that

!i1 ^ !i2 2 H
0
�
S; �2S

�G
D …�H 0

�
Y; �2Y

�
D 0; since Y is ruled over B:

In general, we have to apply a more detailed description on the differential sheaves associated
to cyclic covers due to Esnault-Viehweg [12]. First note that H 0

�eS; �keS� Š H 0
�
S; �kS

�
for

k D 1; 2, and this isomorphism is compatible with the action of the group G. It suffices to
prove (3-47) for eS . There is an inclusion

�k W e…��keS ,! �keY M
 
n�1M
iD1

�keY .log eR/˝ L.i/�1! :
Taking global sections, we obtain an injection

�k W H
0
�eS; �keS� D H 0

�eY ; …��keS� ,! H 0
�eY ; �keY �M

 
n�1M
iD1

H 0
�eY ; �keY .log eR/˝ L.i/�1�! ;

which is compatible with the action of the group G on both sides, i.e.,8̂<̂
:
�k

�
H 0

�eS; �keS�0� � H 0
�eY ; �keY �;

�k

�
H 0

�eS; �keS�i� � H 0
�eY ; �keY .log eR/˝ L.i/�1�; 8 1 � i � n � 1:
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By pulling back, we have the following injection map, which is just the inclusion map.e…�.�k/ W H 0
�eS; �keS�i ,! H 0

�eS; �keS .log eR0/˝ e…�L.i/�1�; 8 1 � i � n � 1;
where eR0 is the support of the divisor e…�1.eR/. Since the wedge-product operation is clearly
commutative with the inclusion map, it follows that for any two 1-forms !i1 2 H

0
�
S; �1S

�
i1

and !i2 2 H
0
�
S; �1S

�
i2

, one has

!i1 ^ !i2 2 H
0
�eS; �keS .log eR0/˝ e…�L.i1/�1 ˝ e…�L.i2/�1�:

Let eF � eS be a general fiber of Qf , and e� D e…�eF �. Then by the assumption (3-44), one
obtains thateF � ��2eS .log eR0/˝ e…�L.i1/�1 ˝ e…�L.i2/�1� D ne� � �!eY .eR/˝ L.i1/�1 ˝ L.i2/�1� < 0:
Hence

H 0
�eY ; �2eY .log eR/˝ L.i1/�1 ˝ L.i2/�1� D 0:

This shows that !i1 ^ !i2 D 0 as required.

Corollary 3.23. – Assume that H 0
�
S; �1S

�
i0
¤ 0 for some i0 � n=2. Then after a

suitable base change, there exists a unique fibration f 0 W S ! B 0 such that

(3-48)
i0M

iDn�i0

H 0
�
S; �1S

�
i
�
�
f 0
��
H 0

�
B 0; �1B0

�
:

Proof. – Since H 0
�
S; �1S

�
i0
¤ 0, it follows from (3-45) that F 1;0B;i0

¤ 0. Hence by

Proposition 3.21 and Remark 3.20, after a suitable base change, F 1;0B;i is trivial for any
n � i0 � i � i0. Combining this with (3-33) and (4-5), one obtains

dimH 0
�
S; �1S

�
n�i0
D rankF 1;0B;n�i0

� rankF 1;0B;i0
D dimH 0

�
S; �1S

�
i0
> 0:

According to the proof of Proposition 3.21, the assumption (3-44) holds if i1 D i0 and
i2 D n � i0. Hence by Lemma 3.22, there exists a unique fibration f 0n�i0 W S ! B 0n�i0
such that

H 0
�
S; �1S

�
i0
˚H 0

�
S; �1S

�
n�i0
�
�
f 0n�i0

��
H 0

�
B 0n�i0 ; �

1
B0
n�i0

�
:

In fact, the same holds also if we replace n � i0 by any i satisfying that n � i0 � i � i0 and
that H 0

�
S; �1S

�
i
¤ 0, i.e., there exists a unique fibration f 0i W S ! B 0i such that

H 0
�
S; �1S

�
i0
˚H 0

�
S; �1S

�
i
�
�
f 0i
��
H 0

�
B 0i ; �

1
B0
i

�
:

Since H 0
�
S; �1S

�
i0
¤ 0, from the uniqueness of these fibrations f 0i ’s, it follows that these

f 0i ’s are in fact the same one. We denote such a fibration by f 0 W S ! B 0, which is of course
unique and the inclusion (3-48) holds. This completes the proof.

Combining the above corollary together with Proposition 3.21 and (3-45), one proves
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Proposition 3.24. – Assume that rankF 1;0B;i0
¤ 0 for some i0 � n=2. Then after a suitable

finite étale base change, the flat Higgs subbundle

i0M
iDn�i0

�
F
1;0
B ˚ F

0;1
B ; 0

�
i
Š
�
O˚rB ; 0

�
; where r D

i0X
iDn�i0

�
rankF 1;0B;i C rankF 0;1B;i

�
;

becomes a trivial Higgs bundle, i.e.,

(3-49) dimH 0
�
S; �1S

�
i
D rankF 1;0B;i ; 8 n � i0 � i � i0;

and there exists a unique fibration f 0 W S ! B 0 such that these one-forms inH 0
�
S;�1S

�
lifted

from
i0L

iDn�i0

F
1;0
B;i are the pulling-back of one-forms on B 0 via f 0, i.e.,

(3-50)
i0M

iDn�i0

H 0
�
S; �1S

�
i
�
�
f 0
��
H 0

�
B 0; �1B0

�
:

Note that the first isomorphism in this proposition is not necessarily true without base
change. From the uniqueness of f 0 obtained in Lemma 3.22, it follows that there is an
induced map

(3-51) � W G �! Aut .B 0/:

Since G D Z=nZ is a cyclic group, Ker.�/ Š Z=mZ for some m with m jn.

Lemma 3.25. – Assume that there exist 1 � i1 � i2 � n � 1, such that (3-44) holds, and
that H 0

�
S; �1S

�
i1
¤ 0 and H 0

�
S; �1S

�
i2
¤ 0. Let f 0 W S ! B 0 be the fibration obtained in

Lemma 3.22, and � be given in (3-51). Then�
f 0
��
H 0

�
B 0; �1B0

�
�

M
m j i

H 0
�
S; �1S

�
i
; where m is order of Ker.�/.

Proof. – Let � 2 G be any generator of G. Then �m is a generator of Ker.�/ by construc-
tion. Hence �

f 0
��
H 0

�
B 0; �1B0

�
� H 0

�
S; �1S

��m
;

where

H 0
�
S; �1S

��m
≜
n
! 2 H 0

�
S; �1S

� ˇ̌ �
�m
��
! D !

o
D

M
m j i

H 0
�
S; �1S

�
i
:

This completes the proof.

Corollary 3.26. – Assume thatH 0
�
S; �1S

�
i0
¤ 0 for some i0 � n=2, and let f 0 W S ! B 0

be the fibration obtained in Corollary 3.23. Assume moreover that gcd.i0; n/ D 1. Then G
induces a faithful action on B 0, such that B 0=G Š P1 and

(3-52) H 0
�
S; �1S

�
i
D
�
f 0
��
H 0

�
B 0; �1B0

�
i
; for any 1 � i � n � 1 with gcd.i; n/ D 1:
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Proof. – Let � W G ! Aut .B 0/ be defined in (3-51). By Corollary 3.23 and Lemma 3.25,
one obtains that � is an isomorphism, and G acts faithfully on B 0. Moreover, taking the
quotients of the G-actions, we obtain the following commutative diagram:

S
… //

f 0

��

Y

'0

��

B 0
� // B 0=G.

Since Y is a ruled surface over B, it follows that B 0=G Š P1. It remains to show (3-52).

Consider the Q-vector space H 1
�
S; Q

�
, which admits a natural G-action. Let

H 1
�
S; Q

�
˝ C D H 1

�
S; C

�
D

n�1M
iD0

H 1
�
S; C

�
i

be the eigenspace decomposition. The morphism f 0 induces an inclusion

(3-53)
�
f 0
��
W H 1

�
B 0; Q

�
˝ C D H 1

�
B 0; C

�
,! H 1

�
S; C

�
D H 1

�
S; Q

�
˝ C;

which is clearly compatible with the actions of G on both sides. By (3-48), it follows that�
f 0
��
H 1

�
B 0; C

�
i
D H 1

�
S; C

�
i
; for i 2 fi0; p � i0g:

As a vector subspace ofH 1
�
S; C

�
,
�
f 0
��
H 1

�
B 0; C

�
is defined over Q. Hence it follows from

(3-53) that

(3-54)
�
f 0
��
H 1

�
B 0; C

�
�

M
1�i�n�1

gcd.i;n/D1

H 1
�
S; C

�
i
:

Combining (3-53) with (3-54), and taking the .1; 0/-parts, we complete the proof of (3-52).

4. Exclusion of special curves generically in the superelliptic Torelli locus

In this section, we prove Theorem 1.7. The outline of the proof is as follows.

Given a possible special curve C0 contained generically in Torelli locus of curves, let
f W S ! B be the family of semi-stable superelliptic curves representing C0 with semi-stable
singular fibers‡ � S over the discriminant locus� � B, cf. Definition 4.1. Then there exists
a global action of G D Z=nZ on S (after a possible base change), which induces an action
on the logarithmic Higgs bundle

.E
1;0
B ˚E

0;1
B ; �B/ WD

�
f��

1
S=B.log‡/˚R1f�OS ; �B

�
corresponding to the Q-local system VB0 WD R1f�.QSn‡ / on B n � under the Simpson
correspondence, cf. [36]. Fix a suitable generator g0 2 G and a primitive n-th root of unity �n.
Let VB0;i � VB0 ˝ C be the eigensubspace on which g0 acts by multiplying � in. Then one
obtains an eigenspace decomposition

VB0 ˝ C D
n�1M
iD0

VB0;i ;
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and accordingly also an eigenspace decomposition

.E
1;0
B ˚E

0;1
B ; �B/ D

n�1M
iD0

.E
1;0
B ˚E

0;1
B ; �B/i :

By [39] there is a unique strictly maximal decomposition

.E
1;0
B ˚E

0;1
B ; �B/ D .A

1;0
B ˚ A

0;1
B ; �B jA/˚ .F

1;0
B ˚ F

0;1
B ; 0/;

such that �B jA is an isomorphism at the generic point and .F 1;0B ˚ F
0;1
B ; 0/ corresponds to

the maximal unitary local sub-system VuB0 � VB0˝C:The above decomposition is invariant
under the action of G D Z=nZ. In particular, there is an induced eigenspace decomposition

.F
1;0
B ˚ F

0;1
B ; 0/ D

n�1M
iD0

.F
1;0
B ˚ F

0;1
B ; 0/i ;

which corresponds to the eigenspace decomposition

VuB0 D
n�1M
iD0

VuB0;i :

As the first step, we show that .F 1;0B ˚ F
0;1
B ; 0/ 6D 0 in our situation. Then our principle

to prove Theorem 1.7 is Proposition 4.6, which roughly says that if there exists a horizontal
fibration (cf. Definition 3.1) f 0 W S ! B 0 onS with g.B 0/ � rankF 1;0B , then g < 8. However,
it is a priori not clear whether such a fibration always exists in general.

We consider first the case where n D p is prime. If moreover C0 is non-compact, by [39,
§ 4] for non-compact special curves one deduces that VuB0 is just the maximal trivial local

subsystem Vtr
B0
� VB0 (up to a possible base change), or equivalently .F 1;0B ˚ F

0;1
B ; 0/ is a

trivial Higgs bundle. Note that Vtr
B0
� VB0 is a local subsystem defined over Q, and hence

the local subsystem of Q.�p/-vector spaces Vtr
B0
˝ Q.�p/ � VB0 ˝ Q.�p/ is stabilized by

the action of the Galois group Gal
�
Q.�p/=Q

�
. Since p is prime, Gal

�
Q.�p/=Q

�
induces a

transitive permutation on the eigen-subspaces

Vtr
B0
˝Q.�p/ D

M
i

Vtr
B0;i

:

Applying the Hurwitz-Chevalley-Weil formula (cf. [26, Propsition 5.9]) to ramified cyclic
covers of P1 one shows that

rankF 1;0
B;.p�1/=2

� rankF 1;0
B;.pC1/=2

> 0:

Take any two non-zero holomorphic 1-forms ˛ and ˇ, which come from F
1;0
B;.p�1/=2

and

F
1;0
B;.pC1/=2

respectively. Then the wedge product ˛^ˇ is aG-invariant holomorphic 2-form,
hence descends to a holomorphic 2-form on the ruled surface S=G ! B. As all 2-forms on
a ruled surface vanish, we get ˛^ˇ D 0:Now applying the Castelnuovo-de Franchis lemma
(cf. [3, Theorem IV-5.1]) to ˛; ˇ, one finds a fibration f 0 W S ! B 0 such that ˛ and ˇ are
pullbacks of holomorphic 1-forms on B 0 via f 0. Using the Hodge symmetry, one shows that
all holomorphic and anti-holomorphic 1-forms from

F
1;0
B;.pC1/=2

˚ F
0;1
B;.pC1/=2
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are pullbacks via f 0I or equivalently, all classes in

H 1
�
S;Q.�p/

�
.pC1/=2

D
�
H 1.S;Q/˝Q.�p/

�
.pC1/=2

are pullbacks of classes in H 1.B 0;Q.�p// via f 0.

Finally the transitivity of the Gal
�
Q.�p/=Q

�
-action implies that all classes in F

1;0
B

and F
0;1
B are pullbacks via f 0: In particular, the 1-forms in H 0.S;�1S / coming from

F
1;0
B � f��

1
S=B

.log‡/ are pullbacks of 1-forms on B 0 via f 0, i.e., g.B 0/ � rankF 1;0B . Thus
by the principle mentioned above, the genus g < 8 as required.

When C is compact, the situation is much more complicated, mainly due to two difficul-
ties:

(1) the flat subbundle F 1;0B does not have to be trivial, even after any finite base change.

(2) the Gal
�
Q.�p/=Q

�
-action does not stablize the unitary local sub-system VuB0 � VB0 ˝ C.

Thereby the above argument in the non-compact case no longer works here. To remedy the
situation we establish a slope inequality, cf. Proposition 3.15, which implies, together with the
Arakelov equality for characterizing special curves and the Miyaoka-Yau type inequality,
that F 1;0B;im

¤ 0 for some im > p=2 in the case when n D p is prime. Applying the local
property of the eigen-sheaves of differential forms of cyclic covers described by Esnault-
Viehweg [12] together with the Bogomolov lemma [33, Lemma 7.5] and Deligne’s lemma
on the triviality of rank one Higgs bundle [9, § 4.2], one proves the triviality of F 1;0B;i ’s with
p � im � i � im. This again enables us to produce an irregular horizontal fibration on S by
the same type of arguments as in the non-compact case, such that a “large part” of 1-forms
from F

1;0
B are pulling-backs of 1-forms via this new fibration, which is sufficient to derive a

contradiction for the case when g � 8 and p is prime.

The general case (i.e., when n is not prime) follows by induction on the number of prime
factors in n. If n is not prime and n1 j n, there is a natural way to define a map �n;n1 from C0
to T Sg1;n1 once a superelliptic automorphism group is chosen on the general fiber of f .
Here g1 is the genus for the n1-superelliptic curve yn1 D �.x/ using the same separable
polynomial � as before. The key point for the induction process is to prove that �n;n1.C0/ is
again a special curve generically contained in T Sg1;n1 when n1 is as large as possible. By
induction, it suffices to deal with the cases where g � 8 but g1 < 8, and only finitely many
possibilities arise. We apply to each of these cases similar ideas used in the p-superelliptic
case, and derive a contradiction for each of them.

The arrangement of the section is as follows. In subsection 4.1, we briefly recall the
construction of the family of semi-stable curves representing a special curve contained
generically in the Torelli locus, and derive some general constraints for such families. In
subsection 4.2, we prove Theorem 1.7 for the special case where n D p is prime. In subsec-
tion 4.3, we complete the proof of Theorem 1.7 for general n by induction on the number of
prime factors contained in n.

4.1. Representation of a special curve by a family of semi-stable curves

In this section we associate a family of semi-stable curves to a given special curve
contained generically in the Torelli locus, and we analyze some numerical properties of its
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Higgs bundle. The construction of the family is similar to [23, § 3], which is briefly recalled
for readers’ convenience.

For ` the fixed integer indicating the level structures as before, let ctg D ctg;` � g D g; `
be the partial compactification of the moduli space of smooth projective genus-g curves with
level-` structure by adding stable curves with compact Jacobians. When n � 3, it carries a
universal family of stable curves with compact Jacobians (cf. [32])

f W gct �!Mct
g :

The Torelli morphism j o can be naturally extended to ctg :

j W ctg �! g; with g D j
�
ctg

�
:

The morphism j o is 2:1 and ramified exactly over the locus of hyperelliptic curves (cf. [28]).
However, the relative dimension of j is positive along the boundary g n og .

Let C0 be any smooth closed curve contained generically in g, and B0 be the normaliza-
tion of the strict transform of C0 in ctg . Denote by jB0 W B0 ! C0 the induced morphism.
If B0 is reducible, then we replace B0 by one of its irreducible components. By pulling back
the universal family f W gct ! ctg to B, we obtain a family f0 W S0 ! B0 of semi-stable
curves that extends uniquely to a family f W S ! B of semi-stable curves over the smooth
compactification B � B0.

Definition 4.1. – The family f W S ! B is called the family of semi-stable curves
representing C0 � g via the Torelli morphism.

We briefly recall some basic properties of the family f as follows, more details of which
are found in [23, § 3].

(i) LetC be the compactification ofC0 in gBB obtained by adjoining a finite set of cusps�C .
The morphism jB0 W B0 ! C0 extends uniquely to a morphism jB W B ! C such
that �nc WD B n B0 D j�1B .�C /. Denote by h0 W X0 ! C0 the universal family of
abelian varieties over C0, and by ‡ � S the singular fibers over the discriminant locus
� � B of f . Let VC0 WD R1h�QX0 (resp. VB0 WD R1f�QSn‡ ) be the Q-local system

overC0 (resp.B0), and
�
E
1;0
C ˚E

0;1
C ; �C

�
and

�
E
1;0
B ˚E

0;1
B ; �B

�
be the corresponding

logarithmic Higgs bundles via Simpson’s correspondence over C and B respectively.
Then

(4-1)
�
E
1;0
B ˚E

0;1
B ; �B

�
Š j �B

�
E
1;0
C ˚E

0;1
C ; �C

�
:

(ii) The morphism jB is either an isomorphism or a double cover. In the first case,

degE1;0B D degE1;0C ; deg�1B.log�nc/ D deg�1C .log�C /I

and in the second case,

degE1;0B D 2 degE1;0C ; deg�1B.log�nc/ D 2 deg�1C .log�C /C jƒj;

where ƒ � B0 is the ramification locus of the double cover jB0 W B0 ! C0. Moreover,
any fiber over ƒ is a (possibly singular) hyperelliptic curve with a compact Jacobian.
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(iii) Let

(4-2)
�
E
1;0
B ˚E

0;1
B ; �B

�
D

�
A
1;0
B ˚ A

0;1
B ; �B jA1;0

B

�
˚

�
F
1;0
B ˚ F

0;1
B ; 0

�
be the Fujita decomposition of the associated Higgs bundle (cf. [15, 20, 39]), whereA1;0B is
ample, andF 1;0B ˚F

0;1
B is flat corresponding to a unitary local subsystemVuB0 � VB0˝C.

Then the curve C0 is a special curve if and only if8̂̂<̂
:̂

degE1;0B D
rankA1;0B

2
� deg�1B.log�nc/; if deg.jB/ D 1I

degE1;0B D
rankA1;0B

2
�
�
deg�1B.log�nc/ � jƒj

�
; if deg.jB0/ D 2:

In particular, if there is no hyperelliptic fiber over B0, then ƒ D ; and hence C0 is a
special curve if and only if

(4-3) degE1;0B D
rankA1;0B

2
� deg�1B.log�nc/:

(iv) If C0 is a non-compact special curve, then

(4-4) g.F / D rankF 1;0B ; for any fiber F over �nc D j�1B .�C /;

where g.F / is the geometric genus of F .

In the case whereC0 is contained generically in the superelliptic Torelli locus, the family f
constructed above is subject to more constraints. In the rest part of this section, we will always
assume thatC0 is contained generically in T Sg;n, and f W S ! B is the family of semi-stable
curves representing C0. We will also use freely the notations introduced in section 3.

By construction, each local subsystem VB0; i in (3-32) is defined over the n-th cyclotomic
field Q.�n/. Thus the Galois group Gal

�
Q.�n/=Q

�
has a natural action on the decomposi-

tions in (3-32) and (3-34).

Lemma 4.2. – Let Vtr
B0; i
� VB0; i be the trivial local subsystem, and��

F
1;0
B0;i

�tr
˚
�
F
0;1
B0;i

�tr
; 0
�

be the associated trivial flat subbundle. IfVB0; i andVB0; j are in one Gal
�
Q.�n/=Q

�
-orbit, then

rankVtr
B0; i

D rankVtr
B0; j
I

rank
�
F
1;0
B;i

�tr
C rank

�
F
1;0
B;n�i

�tr
D rank

�
F
1;0
B;j

�tr
C rank

�
F
1;0
B;n�j

�tr
:

In particular, if n D p is prime, then for any 1 � i < j � p � 1, one has

rankVtr
B0; i

D rankVtr
B0; j
I

rank
�
F
1;0
B;i

�tr
C rank

�
F
1;0
B;p�i

�tr
D rank

�
F
1;0
B;j

�tr
C rank

�
F
1;0
B;p�j

�tr
:

Proof. – Since trivial local subsystems correspond to trivial representations, and trivial
representations remain trivial under any Galois conjugation, it follows that if VB0; i and
VB0; j are in one Gal

�
Q.�n/=Q

�
-orbit, then

rankVtr
B0; i

D rankVtr
B0; j
I

rank
�
F
1;0
B;i

�tr
C rank

�
F
0;1
B;i

�tr
D rank

�
F
1;0
B;j

�tr
C rank

�
F
0;1
B;j

�tr
:
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Note also that
��
F
1;0
B;i

�tr
˚
�
F
0;1
B;i

�tr
; 0
�

is mapped isomorphically to
��
F
1;0
B;n�i

�tr
˚
�
F
0;1
B;n�i

�tr
; 0
�

under the complex conjugation for any 1 � i � n � 1. Moreover, under this isomorphism,�
F
1;0
B;i

�tr
Š
�
F
0;1
B;n�i

�tr
and

�
F
0;1
B;i

�tr
Š
�
F
1;0
B;n�i

�tr
. In particular,

rank
�
F
1;0
B;i

�tr
D rank

�
F
0;1
B;n�i

�tr
; rank

�
F
0;1
B;i

�tr
D rank

�
F
1;0
B;n�i

�tr
:

Combining the above equalities together, we prove the first part. For the second part, since
n D p is prime, it is clear that the Galois subgroup Gal

�
Q.�p/=Q

�
permutes these eigen-

subspaces. This completes the proof.

Lemma 4.3. – The following equalities hold for the family f W S ! B representing a
special curve C0 contained generically in T Sg;n.

(4-5)

(
rankE1;0B;i � rankE0;1B;i D rankF 1;0B;i � rankF 0;1B;i I

rankE1;0B;i � rankE1;0B;n�i D rankF 1;0B;i � rankF 1;0B;n�i ;
8 1 � i � n � 1:

In particular,

rankF 1;0B;i ¤ 0; if rankE1;0B;i > rankE1;0B;n�i I(4-6)

rankF 1;0B;n�i � rankF 1;0B;i ; if i � n=2:(4-7)

Proof. – Since C0 is Shimura, the associated Higgs bundle
�
E
1;0
C ˚ E

0;1
C ; �C

�
admits a

decomposition (cf. [39]):�
E
1;0
C ˚E

0;1
C ; �C

�
D

�
A
1;0
C ˚ A

0;1
C ; �C jA1;0

C

�
˚

�
F
1;0
C ˚ F

0;1
C ; 0

�
;

such that the restricted Higgs field �C jA1;0
C

is an isomorphism. By (4-1), one obtains that�
A
1;0
B ˚A

0;1
B ; �B jA1;0

B

�
is nothing but the pulling-back of

�
A
1;0
C ˚A

0;1
C ; �C jA1;0

C

�
. In particular,

the restricted Higgs field �B jA1;0
B

is an isomorphism on the generic point of B. Restricting to

each eigenspace
�
A
1;0
B ˚A

0;1
B ; �B jA1;0

B

�
i
, one sees that the restricted Higgs field �B jA1;0

B;i

must

be again an isomorphism on the generic point of B. Thus rankA1;0B;i D rankA0;1B;i , i.e.,

rankE1;0B;i � rankF 1;0B;i D rankE0;1B;i � rankF 0;1B;i :

This is the first equality of (4-5). The second equality in (4-5) follows by the complex conju-
gation. Finally, (4-6) follows directly from (4-5); and (4-7) follows from (4-5) together with
(3-33).

Proposition 4.4 (Moonen). – There does not exist any special curve contained generi-
cally in STg;n with n > g � 8.

Proof. – Assume that there exists a special curve C0 contained generically in T Sg;n with
n > g � 8. Let f W S ! B be the family of semi-stable p-superelliptic curves representing
C0 as in Definition 4.1. Assume that the general fiber of f is given by yn D �.x/, where �.x/ is
a separable polynomial in x with deg.�/ D ˛0. By the Riemann-Hurwitz Formula (3-4) one
has ˛0 � 3, since n > g � 8. It is also clear that ˛0 � 3; otherwise f would be isotrivial.
Hence ˛0 D 3. However, such a family f must be universal in the sense that the moduli space
of n-superelliptic curves defined by yn D �.x/ with deg.�/ D 3 is exactly of dimension one.
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Hence according to a result of Moonen [25, Theorem 3.6], the curve C0 can not be Shimura
once g � 8. This completes the proof.

Lemma 4.5. – Let f W S ! B be the family of semi-stable curves representing a special
curve C0 contained generically in T Sg;n as above.

(i). If C0 is compact and g � n � 3, then

(4-8) rankA1;0B �
4g � 4

�n;c
;

where �n;c is defined in (3-19).
(ii). Assume that C0 is non-compact, g � 4 and qf WD q.S/ � g.B/ > 0. If either n D 3 or

4, then

(4-9) rankA1;0B <
4g � 4

�n;nc
;

where �3;nc and �4;nc are defined in (3-21) and (3-22) respectively.

Proof. – Since g � n, it follows that ˛ � 5 by the Riemann-Hurwitz Formula (3-4).
According to Proposition 3.8, the family f admits no hyperelliptic fiber with compact
Jacobian. Hence the Arakelov type equality (4-3) holds for E1;0B . Therefore, our conclusion
follows from Corollary 3.16.

The next proposition gives a criterion to exclude special curves generically in T Sg;n.

Proposition 4.6. – Let f W S ! B be the family of semi-stable curves representing a
special curve C0 contained generically in T Sg;n. Assume that after a suitable base change ofB,
there exists a horizontal fibration f 0 W S ! B 0 on S with g.B 0/ � rankF 1;0B . Then g < 8.

Proof. – This lemma is clear if n D 2, since there is no special curve contained generically
in T Sg;2 D T Hg with g � 8 by [22, Theorem 1.2]. Combining this with Proposition 4.4, we
may assume g � n and n � 3 in the following. Note also that ˛0 � 3; otherwise the family f
is isotrivial.

Firstly, we claim that

(4-10) 2g.F / � 2 � 2
�
2g.B 0/ � 2

�
; for any fiber F of f ;

where g.F / is the geometric genus of F . In fact, by restricting f 0 to the fiber F , one obtains
a map

f 0jF
W F �! B 0:

It is clear that deg.f 0jF / does not depend on the choice of F . Since f is non-isotrivial,
it follows that deg.f 0jF / � 2. Hence (4-10) follows directly from the Riemann-Hurwitz
formula.
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By (3-33),

Œn=2�X
iD1

�
rankE1;0B;i � rankE0;1B;i

�

�

8̂̂̂̂
ˆ̂̂̂̂̂<̂
ˆ̂̂̂̂̂̂
ˆ̂:

rankE1;0B;1 � rankE0;1B;1 D
�
.n � 1/˛0

n

�
�

h˛0
n

i
�

�
2˛0

3

�
�

h˛0
3

i
� 2; if ˛0 � 6I

2X
iD1

�
rankE1;0B;i � rankE0;1B;i

�
D

2X
iD1

�h .n � i/˛0
n

i
�

h i˛0
n

i�
�

2X
iD1

�h3.n � i/
n

i
�

h3i
n

i�
� 2; if n � 6:

When ˛0 < 6 and n < 6 (noting that g is assumed to be at least 8), one checks case-by-case
that

Œn=2�X
iD1

�
rankE1;0B;i � rankE0;1B;i

�
� 2:

Combining with Lemma 4.3, one proves that

rankF 1;0B �

Œn=2�X
iD1

rankF 1;0B;i �

Œn=2�X
iD1

�
rankE1;0B;i � rankE0;1B;i

�
� 2; if g � 8 and n � 3:

We now prove the lemma by contradiction. Assume that g � 8. Consider first the case
where C0 is non-compact. In this case, by taking an arbitrary fiber F over �nc D j�1B .�C /

in (4-10), one obtains a contradiction to (4-4) since g.B 0/ � rankF 1;0B � 2.

In the remaining case where C0 is compact, we claim that

(4-11) g � 2g.B 0/:

In fact, by Theorem 3.9, f admits at least one singular fiber; otherwise, f should be isotrivial
according to [1]. SinceC0 is assumed to be compact, any such singular fiber admits a compact
Jacobian, and thus must be reducible containing at least two components with positive
genera. Restricting f 0 to such a singular fiber F , as we have deg.f 0jF / � 2, we obtain that
either there are at least two components of F whose geometric genera � g.B 0/, or there is
at least one component of F whose genus � 2g.B 0/� 1 by Riemann-Hurwitz formula. This
proves (4-11).

Consider first the case when n � 4. The assumption g.B 0/ � rankF 1;0B together with
(4-11) gives rankA1;0B �

g
2

. This contradicts the bound given in (4-8).

We now assume that n D 3. The assumption g.B 0/ � rankF 1;0B implies the following
lower bound of the the relative irregularity:

qf D q.S/ � g.B/ � rankF 1;0B :

By [14, Thm 3.1],

qf D rank .F 1;0B /tr � rankF 1;0B :
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It follows that qf D rankF 1;0B , i.e., the flat subbundle F 1;0B D .F
1;0
B /tr is a trivial bundle.

Moreover,

(4-12) H 0
�
S;�1S

�
D f �H 0

�
B;�1B

� M
.f 0/�H 0

�
B 0; �1B0

�
:

On the other hand, up to a suitable finite base change, we may assume that the action of the
group G D Z=3Z extends to S , and the above decomposition still exists. We claim that f 0 is
equivariant with respect to G. Indeed, if it were not the case, the action of G would produce
two new horizontal fibrations

f 001 W S ! B 001 ; f 002 W S ! B 002 ; with B 001 Š B
00
2 Š B

0:

Hence by taking the quotient, one obtains a horizontal fibration '0 W S=G ! B 0, which is a
contradiction since S=G is ruled over B and B 0 is of genus at least 2. Since f 0 is equivariant
with respect to G, the group G induces an action on B 0 with the following commutative
diagram

S
f 0

//

��

B 0

��

S=G // B 0=G.

Moreover, B 0=G Š P1 as S=G is ruled over B. Thus

rankF 1;0B;i D dimH 0
�
S; �1S

�
i
D dimH 0

�
B 0; �1B0

�
i
; for i D 1 or 2:

Combining this with (4-5), one obtains
(4-13)
rankE1;0B;1 � rankE1;0B;2 D rankF 1;0B;1 � rankF 1;0B;2 D dimH 0

�
B 0; �1B0

�
1
� dimH 0

�
B 0; �1B0

�
2
:

Assume that fx1; : : : ; xˇ g � P1 is the branch locus of the induced cyclic cover
� W B 0 ! B 0=G Š P1, and that � is defined by

L˝3� � OP1
� ˇX
jD1

rjxj

�
; where 1 � ri � 2 for each 1 � i � ˇ:

Here ‘�’ stands for linear equivalence. According to Hurwitz-Chevalley-Weil’s formula (cf.
[26, Proposition 5.9]), one has

dimH 0
�
B 0; �1B0

�
i
D �1C

ˇX
jD1

�
�irj

3

�
:

Hence

dimH 0
�
B 0; �1B0

�
1
� dimH 0

�
B 0; �1B0

�
2
D

ˇX
jD1

n
�rj

3

o
�

ˇX
jD1

�
�2rj

3

�
�
2ˇ

3
�
ˇ

3
D
ˇ

3

H) dimH 0
�
S; �1S

�
1
� dimH 0

�
S; �1S

�
2
�

hˇ
3

i
:

Note that g D ˛�2 and g.B 0/ D ˇ�2 by the Riemann-Hurwitz formula. Combining these
with (3-33), (4-11) and (4-13), we obtain a contradiction. This completes the proof.
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4.2. Non-existence of special curves contained generically in T Sg;p
In this subsection, we prove Theorem 1.7 in the prime case. The case where p D 2 has

already been treated in [22, Theorem 1.2]. Hence we assume p � 3 and prove

Theorem 4.7. – Let p � 3 be any prime number. Then there does not exist any special
curve contained generically in the Torelli locus of p-superelliptic curves of genus g � 8.

The main idea of the proof is based on a contradiction argument: given such a special
curve C0, we first produce a “horizontal” irregular fibration on the family f W S ! B

of semi-stable superelliptic curves representing C0; and then we derive a contradiction from
the existence of this “horizontal” irregular fibration. As we have explained in subsection 1.3,
the techniques depend on whether C0 is compact or not. We remark that the methods used
here are different from that in proving [22, Theorem 1.2], which is deduced directly from the
Miyaoka-Yau type inequality and an improved slope inequality for a family of hyperelliptic
curves.

Proof of Theorem 4.7. – Assume that there exists a special curveC0 contained generically
in T Sg;p with g � 8 andp � 3 being a prime number. We are going to derive a contradiction.

Let f W S ! B be the family of semi-stable p-superelliptic curves representing C0
as in Definition 4.1. After a possible base change, we may assume that there exists an
action of the Galois group G D Z=pZ on S , and hence an induced action of G on the

associated logarithmic Higgs bundle
�
E
1;0
B ˚E

0;1
B ; �B

�
and its subbundles with eigenspace

decompositions as in (3-32) and (3-34). Assume that the general fiber of f is given by
yp D �.x/, where �.x/ is a separable polynomial in x with deg.�/ D ˛0. By Proposition 4.4,
we may assume that g � p, or equivalently ˛0 � 4 by the Riemann-Hurwitz Formula (3-4).
The remainder of the proof is divided into two cases, according to whether C0 is compact or
not.

Case (I): C0 is non-compact. – In this case, according to Proposition 4.6, it suffices to prove
that, up to base change, the following two statements hold:

1. the flat subbundleF 1;0B Š O˚r1B becomes a trivial vector bundle, where r1 D rankF 1;0B ;

2. there exists an irregular fibration f 0 W S ! B 0 different from f with g.B 0/ D rankF 1;0B .

The first statement is already proved in [39]; in fact, since C0 is non-compact, according
to [39, Corollary 4.4], after a suitable finite étale base change, the unitary local subsystem
VuB0 � VB0 ˝C becomes trivial, which is equivalent to saying that the flat Higgs subbundle�
F
1;0
B ˚ F

0;1
B ; 0

�
Š
�
O˚2r1B ; 0

�
is trivial by Simpson’s correspondence [36]. This proves the

first statement. For the second statement, it suffices to prove

(4-14) rankF 1;0
B;.pC1/=2

> 0:

Indeed, by Proposition 3.24 together with Corollary 3.26, there exists aG-invariant fibration
f 0 W S ! B 0 such that

H 0
�
S; �1S

�
i
D
�
f 0
��
H 0

�
B 0; �1B0

�
i
; for any 1 � i � p � 1:
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This together with the first statement above, makes that

g.B 0/ D

p�1X
iD1

dimH 0
�
S; �1S

�
i
D rankF 1;0B :

Therefore, it remains to prove (4-14). Note that the validity of (4-14) is invariant under
base change. This allows us to take any finite base change. As we have seen above, by [39,
Corollary 4.4], we may assume that the unitary local subsystem VuB0 � VB0 ˝ C is trivial
after a suitable finite base change, i.e., VuB0 D Vtr

B0
. Combining this with Lemma 4.2, we

obtain

rankF 1;0B;i C rankF 0;1B;i D rankF 1;0B;j C rankF 0;1B;j ; 8 1 � i � j � p � 1:

By (3-33), one checks easily that

rankE1;0B;i C rankE0;1B;i D rankE1;0B;j C rankE0;1B;j ; 8 1 � i � j � p � 1:

Combining these with (4-5), we obtain

(4-15) rankA1;0B;i D rankA1;0B;j ; 8 1 � i � j � p � 1:

Hence

rankF 1;0B;i D rankE1;0B;i � rankA1;0B;i

D rankE1;0B;i � rankA1;0B;p�1 D rankE1;0B;i �
�

rankE1;0B;p�1 � rankF 1;0B;p�1

�
� rankE1;0B;i � rankE1;0B;p�1:

If p � 5, then by taking i D .p C 1/=2 in the above inequality and by using (3-33), one
proves (4-14). It remains to show (4-14) for p D 3.

In the case where p D 3, we prove (4-14) by contradiction. Suppose that rankF 1;0B;2 D 0.
Then by (4-15), one obtains

(4-16) rankA1;0B D 2 rankA1;0B;2 D 2 rankE1;0B;2:

On the other hand, by (4-6) together with (3-33), one getsF 1;0B;1 ¤ 0. Since VuB is a trivial local

subsystem, it follows from Simpson’s correspondence that F 1;0B D F
1;0
B;1 is a trivial vector

bundle. In other words, the relative irregularity qf D rankF 1;0B > 0. It follows that there is
a bound on rankA1;0B as in (4-9), which contradicts (4-16) in view of (3-33). This completes
the proof for the case where C0 is non-compact.

Case (II): C0 is compact. – The idea of the proof is similar to that in the above case, but
with much more complicated arguments as explained in subsection 1.3. Let

im WD max
˚
i j F

1;0
B;i ¤ 0

	
:

We first claim that im > p=2.

Indeed, if im � p=2, F 1;0B;i D 0 for any i > p=2. Then A1;0B;i D E
1;0
B;i for all i > p=2.

Combining this with (4-5), one obtains

(4-17) rankA1;0B D 2
p�1X

iD.pC1/=2

rankE1;0B;i :
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By (3-33), one verifies that this contradicts the upper bound of rankA1;0B given in (4-8). To
illustrate the idea, we give the proof for the case where p j˛0. Let ˛0 D kp with k � 1. By
(4-17) and (3-33), one obtains

rankA1;0B D 2
p�1X

iD.pC1/=2

�
k.p � i/ � 1

�
D
.p � 1/

�
k.p C 1/ � 4

�
4

:

Since g � 8, it follows that k � 4 if p D 3; and k � 2 if p D 5. Hence this gives a
contradiction to the bound of rankA1;0B in (4-8).

By Proposition 3.24, after a suitable base change, there is a unique fibration f 0 W S ! B 0

such that

(4-18)
imM

iDp�im

H 0
�
S; �1S

�
i
�
�
f 0
��
H 0

�
B 0; �1B0

�
:

Since the fibration f 0 is unique, the group G D Z=pZ induces an action on B 0. The main
technical point is the following lemma.

Lemma 4.8. – Let ˇ be the number of fixed points ofG onB 0; equivalently, ˇ is the number
of branch points of the induced cover � W B 0 ! B 0=G. Then ˇ � 4, and the following
inequalities hold:

im �

8̂<̂
:
p � 1; if ˇ > p;

p � 1 �

�
p

ˇ � 1

�
; if ˇ � p;

(4-19)

2 rankE1;0B;im �
2g

p � 1
C 4 � ˇ;(4-20)

2g

p � 1
� 2ˇ � 3:(4-21)

The proof of the above lemma will be postponed until the end of the subsection. We
will derive a contradiction in the case where C is compact and hence complete the proof of
Theorem 4.7.

First, we claim that p � 5 and ˇ � p; in fact, if p D 3 or ˇ > p, then im D p�1 by (4-19),
and hence from Proposition 4.6 and Proposition 3.24 it follows that g < 8, contradicting the
assumption. According to (4-19), (4-20),(3-4) and (3-33), one obtains that

(4-22)

8̂̂̂<̂
ˆ̂:
˛0 C 4 � ˇ �

2
�
Œ p
ˇ�1

�C 1
�
˛0

p
; if p j˛0I

˛0 C 3 � ˇ � 2
h�Œ p

ˇ�1
�C 1

�
˛0

p

i
; if p 6 j ˛0:

Note that Œx� � x for any x 2 Q. Combining this with (3-4) and (4-21), we get8̂̂<̂
:̂

�
1 �

4

p

�
ˇ � 1C

2

ˇ � 1
�
2

p
; if p j˛0I�

1 �
4

p

�
.ˇ � 1/ � 2; if p 6 j ˛0:
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Note also that ˇ � 4 by Lemma 4.8. Hence the above inequalities give a contradiction if
p > 11. If p D 11 or 7, one verifies case-by-case that there is also a contradiction by (4-22),
(4-21), (3-4) and (3-33).

Finally, we consider the case where p D 5. Again by (4-22), (4-21), (3-4) together with
(3-33), one obtains that g D 14, ˛0 D 8, ˇ D 5 and im D 3. In particular, (4-20) is an
equality, which implies that (4-33) is also an equality, i.e.,

rankA1;0B;2 D rankA1;0B;3 D rankE1;0B;3 � 1 D 2; by (3-33):

Note also that

rankA1;0B;1 D rankA1;0B;4 D rankE1;0B;4 D 1:

Hence

rankA1;0B D
4X
iD1

rankA1;0B;i D 6;

which is a contradiction to the bound (4-8). This completes the proof.

To prove Lemma 4.8, we need the following result.

Lemma 4.9. – Let p � 3 be any prime number, and 1 � r1 � � � � � rˇ � p � 1 be a

sequence of integers such that p
ˇ̌ � P̌

jD1

rj

�
. Let 1 � � � p � 1 be an integer such that

(4-23) H.k/ D 1; 8 1 � k � � I where H.k/ WD
ˇX
jD1

�
krj

p
�

�
krj

p

��
D

ˇX
jD1

�
krj

p

�
:

Then ˇ � p and � �
h
p
ˇ�1

i
.

Proof. – The case where � D 1 is clear, and we may assume that � � 2.

Taking k D 1 in (4-23), we get immediately that ˇ �
P̌
jD1

rj D p; and from the equality

H.2/ D 1, we obtain that rˇ >
p
2

and rj <
p
2

for 1 � j � ˇ � 1. In the following we deduce
a contradiction under the assumption � > Œ p

ˇ�1
�.

(Step 1) First of all, we show that

(4-24) rj D 1; 8 1 � j � ˇ � 2:

We set

ı D
h p

ˇ � 1

i
; t1 D

h p

rˇ�1

i
; t2 D

h p

rˇ�2

i
; and t 02 D

h p

2rˇ�2

i
:

By assumption, ı C 1 � � . It is clear that 2t 02 � t2 � 2t
0
2 C 1, and t1 � t2.

Moreover, t1 � ı; otherwise, .ıC1/rj
p

< 1 for any 1 � j � ˇ � 1, and it implies

1 D H.ı C 1/ �

ˇ�1X
jD1

.ı C 1/rj

p
�
ˇ � 1

p
� .ı C 1/ > 1;
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which is a contradiction. Thus t1 � minfı; t2g, from which together with (4-23) it follows
that

1 D H.t1/ >
t1rˇ�2

p
C
t1rˇ�1

p
>
t1rˇ�2

p
C
1

2
; H)

p

2rˇ�2
> t1:

Hence t1 � t 02.

We claim also that there exists some t0 with t 02 < t0 < t2 C 1 such that
˚ t0rˇ�1

p

	
> 1

2
.

In fact, if such t0 does not exist, then by induction one has
� trˇ�1

p

�
D

� .t 0
2
C1/rˇ�1
p

�
for

any t 02 < t < t2 C 1, since rˇ�1
p

< 1
2

. Hence

1

2
�

n t2rˇ�1
p

o
D

n .t 02 C 1/rˇ�1
p

o
C
.t2 � t

0
2 � 1/rˇ�1

p

>
.t2 � t

0
2 � 1/rˇ�1

p
�
.t 02 � 1/rˇ�1

p
�
.t1 � 1/rˇ�1

p
:

Note that t1 D
�
p

rˇ�1

�
� 2. From the above inequality it follows that t2 D 2t 02 D 2t1 D 4, in

which case one computes easily that rˇ >
p
2

, rˇ�1 >
p
3

and rˇ�2 >
p
5

. This contradicts the

fact that
P̌
jD1

rj D p:

Now since

H.t0/ >
t0rˇ�2

p
C

n t0rˇ�1
p

o
>
1

2
C
1

2
D 1;

one obtains that t2 � t0 > ı. Because

1 D H.ı C 1/ >

ˇ�2X
jD1

.ı C 1/rj

p
;

it follows that rj D 1 for any 1 � j � ˇ � 2.

(Step 2) We show that

(4-25) � C t1 � ı C 1; where � D
� p

2.ˇ � 2/

�
:

Indeed, completely similar to the estimation in (Step 1), one can show that there exists

some Qt0 with � C 1 � Qt0 � � C t1 C 1 such that
˚ Qt0rˇ�1

p

	
> 1

2
. For such Qt0, we have

H.Qt0/ D
.ˇ � 2/Qt0

p
C

�n Qt0rˇ�1
p

o
C

n Qt0rˇ
p

o�
>
.ˇ � 2/.� C 1/

p
C
1

2
>
1

2
C
1

2
D 1:

Hence we obtain � C t1 � Qt0 � 1 > � � 1 > ı, i.e., � C t1 � ı C 1 as required.

(Step 3) We proceed to show that

(4-26) p � t1.t1 C 1/.ˇ � 2/C 2t1 C 1:

In fact, since t1 � ı < � , by (4-23) with k D t1 and using (4-24) one obtains that

1 D H.t1/ >
.ˇ � 2/t1

p
C
t1rˇ�1

p
D
.ˇ � 2/t1 C p � �

p
;

where we write � D p � t1rˇ�1. Thus � > .ˇ � 2/t1, i.e., � � .ˇ � 2/t1 C 1. Therefore,

p D t1rˇ�1 C � � t1.�C 1/C � � t1.t1 C 1/.ˇ � 2/C 2t1 C 1:
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(Step 4) Finally, we derive a contradiction. Clearly, we may assume that ˇ � 3. Moreover,
if ˇ D 3, then ı D

�
p
2

�
D

p�1
2

. Since � > ı, one has H.ı/ C H.ı C 1/ D 2 by (4-23);
direct computation gives us H.ı/CH.ı C 1/ D ˇ D 3. Hence we may assume that ˇ � 4.
Combining (4-25) and (4-26), we obtain

(4-27)
p

.t1 C 1/.ˇ � 2/C
2t1C1
t1

� t1 �
h p

ˇ � 1

i
�

h p

2.ˇ � 2/

i
C 1:

Note that
�
p
ˇ�1

�
�
�

p
2.ˇ�2/

�
C 1 > p

ˇ�1
�

p
2.ˇ�2/

. Hence

p

ˇ � 1
�

p

2.ˇ � 2/
<

p

.t1 C 1/.ˇ � 2/C
2t1C1
t1

<
p

.t1 C 1/.ˇ � 2/
:

Since rˇ�1 <
p
2

, or equivalently t1 � 2, one derives immediately a contradiction if ˇ > 6.
For the cases when 4 � ˇ � 6, one can derive a contradiction case-by-case according to
(4-27). This completes the proof.

Proof of Lemma 4.8. – Note that B 0=G Š P1 since S=G is ruled over B. By Corol-
lary 3.26, one gets

p�1M
iD1

H 0
�
S; �1S

�
i
D
�
f 0
��
H 0

�
B 0; �1B0

�
:

Moreover, the pulling-back map
�
f 0
��
W H 0

�
B 0; �1B0

�
! H 0

�
S; �1S

�
is equivariant with

respect to the induced actions of G on both sides, i.e.,

(4-28) H 0
�
S; �1S

�
i
D
�
f 0
��
H 0

�
B 0; �1B0

�
i
; 8 1 � i � p � 1:

According to the definition of im, it follows that
(4-29)

dimH 0
�
S; �1S

�
im
D rankF 1;0B;im

> 0I dimH 0
�
S; �1S

�
i
D rankF 1;0B;i D 0; 8 i > im:

Hence

(4-30) dimH 0
�
B 0; �1B0

�
im
> 0I dimH 0

�
B 0; �1B0

�
i
D 0; 8 i > im:

(i). We first prove (4-19) by contradiction. Assume that

im < j0 WD

8̂<̂
:
p � 1; if ˇ > p;

p � 1 �

�
p

ˇ � 1

�
; if ˇ � p;

Then by (4-30), one has

(4-31) H 0
�
B 0; �1B0

�
i
D 0; for any p � 1 � i � j0:

Let fx1; : : : ; xˇ g � P1 be the branch locus of the induced quotient map � W B 0 ! B 0=G Š P1,
and assume that � is defined by

L˝p� � OP1
� ˇX
jD1

rjxj

�
; where 1 � r1 � � � � � rˇ � p � 1:
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Then by a formula of Hurwitz-Chevalley-Weil (cf. [26, Proposition 5.9]), one has

(4-32) dimH 0
�
B 0; �1B0

�
i
D �1C

ˇX
jD1

�
�irj

p

�
:

By (4-31), we get

H.k/ WD

ˇX
jD1

�
krj

p

�
D 1; for any 1 � k � p � j0:

This contradicts Lemma 4.9 below.

(ii). We next prove ˇ � 4 and (4-20). By Proposition 3.24 and (4-28), it follows that

dimH 0
�
B 0; �1B0

�
i
D dimH 0

�
S; �1S

�
i
D rankF 1;0B;i ; 8 p � im � i � im:

According to (4-5) together with (4-29), one obtains

(4-33) rankA1;0B;p�im D rankA0;1B;im D rankA1;0B;im � rankE1;0B;im � 1:

Combining these with (4-32) and (3-33), we obtain

(4-34) ˇ�2 D dimH 0
�
B 0; �1B0

�
im
CdimH 0

�
B 0; �1B0

�
p�im

D rankF 1;0B;im
CrankF 1;0B;p�im

:

By the definition of im with (3-33), one has rankF 1;0B;p�im
� rankF 1;0B;im

� 1. From this with
(4-34), it follows that ˇ � 4. Moreover,

rankF 1;0B;im
C rankF 1;0B;p�im

D rankE1;0B;im C rankE1;0B;p�im � 2 rankA1;0B;im

� rankE1;0B;im C rankE1;0B;p�im � 2
�

rankE1;0B;im � 1
�

D
2g

p � 1
C 2 � 2 rankE1;0B;im :

This together with (4-34) proves (4-20).

(iii). Finally, we prove (4-21). Let F be a general fiber of f , and � D F=G Š P1 the
quotient. Then one has the following commutative diagram, where '0 W S=G ! B 0=G is the
induced fibration:

F
f 0jF //

…jF
��

B 0

� 0

��

� Š P1
'0j� // B 0=G Š P1.

By assumption, …jF (resp. � 0) is branched over ˛ WD 2g
p�1
C 2 (resp. ˇ) points.

If deg
�
f 0jF

�
� p, then by the Riemann-Hurwitz formula for the map f 0jF , one obtains

.p�1/˛�2p D 2g�2 � deg
�
f 0jF

�
�
�
2g.B 0/�2

�
� p

�
.p�1/ˇ�2p

�
� 2.p�1/ˇ�4pC2:

Hence ˛ � 2.ˇ � 1/; and if the equality holds, then p D 3, ˛ D 6 and g D 4, which
contradicts the assumption that g � 8.
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If deg
�
f 0jF

�
< p, then the inverse of the branch points of � 0 in � Š P1 is contained

in that of …jF . Let R0 be the ramification locus of '0j� . Then by the Riemann-Hurwitz
formula, one has

(4-35) deg.'0j�/ � ˇ � ˛ � deg.R0/ D 2 deg.'0j�/ � 2:

Since f is non-isotrivial, one has deg
�
'0j�

�
D deg

�
f 0jF

�
� 2. Hence ˛ � 2.ˇ � 1/.

Moreover, if ˛ D 2.ˇ�1/, then '0j� is a double cover branched exactly over two of the branch
points of � 0. It follows that the branch loci of…jF are invariant whenF runs in the family f ,
and hence any two smooth fibers of f are isomorphic to each other. This contradicts the non-
isotriviality of f . Thus ˛ > 2.ˇ � 1/. This proves (4-21).

4.3. Non-existence of special curves contained generically in T Sg;n
In this subsection we prove Theorem 1.7 for n-superelliptic curves by induction on the

number of prime factors of n.

LetC0 be any smooth curve contained generically in T Sg;n, and f W S ! B be the family
of semi-stable n-superelliptic curves representing C0 as in subsection 4.1. After a possible
base change, we may assume that the group G D Z=nZ admits an action on S which
reduces to the superelliptic automorphism group on the general fiber of f . Let n1 � 2 be
any number dividing n, and consider the quotient family S=H1 ! B, where H1 ⩽ G is
the unique subgroup of order n

n1
. Resolving the singularities of S=H1 and contracting the

exceptional curves, one obtains a new family f1 W S1 ! B. By construction, the local system
.R1f1/�QS1n‡1 is a local subsystem of VB0 WD R1f�QSn‡ . Using the equivalence between
the semi-stability and the unipotentness of the associated local system for a family of curves
(cf. [4, Theorem 6.3 and Remark 6.4]), one sees that f1 is also semi-stable. There is a rational
cover …n;n1 with the following diagram:

S
…n;n1 //

f
��

S1

f1~~

B.

If the general fiber of f is defined by yn D �.x/, then the general fiber of f1 is given
by yn1 D �.x/, which admits a cyclic cover �1 to P1 with covering group G1 D Z=n1Z,
branch locus R1, and local monodromy a1 around R1. Here R1 and a1 are given by

(4-36)

(
R1 D fx1; : : : ; x˛0g; and a1 D .1; : : : ; 1/; if n1 j˛0I

R1 D fx1; : : : ; x˛0 ;1g; and a1 D .1; : : : ; 1; a1;1/; if n1 6 j ˛0;

where fx1; : : : ; x˛0g are the set of roots of F.x/, and a1;1 D n1
��
˛0
n1

�
C 1

�
�˛0. In the case

where n1 6 j ˛0, the ramification index of �1 at1 is r1;1 D
n1

gcd.n1;˛0/
. By Hurwitz formula,

the genus g1 of a general fiber of f1 is given by the following formula:

(4-37) g1 D

8̂̂<̂
:̂
.n1 � 1/.˛0 � 2/

2
; if n1 j˛0;

.n1 � 1/.˛0 � 2/C
r1;1�1

r1;1
� n1

2
; if n1 6 j ˛0.
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The relative Jacobian of the family f1 induces a map from B0 to T Sg1;n1 � Ag1 , which
factors clearly through C0:

(4-38) B0 �! C0
�n;n1
�! T Sg1;n1 � Ag1 :

We denote the image by �n;n1.C0/. By definition, one obtains

Lemma 4.10. – LetC0 � T Sg;n be a special curve. Then the image �n;n1.C0/ � T Sg1;n1 is
either a special point, or it is a special curve. Moreover, if �n;n1.C0/ is a special curve, thenC0 is
compact if and only if �n;n1.C0/ is compact.

Remark 4.11. – The image �n;n1 might depend on the choices of the n-superelliptic
automorphism group on the general fiber of f . In other words, it is not clear whether there is
a well-defined map from T Sg;n to T Sg1;n1 . In this paper, when talking about the map �n;n1 ,
it is understood that an n-superelliptic automorphism group on the general fiber of f has
already been chosed and fixed.

Lemma 4.12. – Let
�
E
1;0
B ˚E

0;1
B ; �B

�
and

�eE1;0B ˚ eE0;1B ; e�B� be the corresponding
logarithmic Higgs bundles associated to the families f and f1 respectively. Then the Galois
group G D Z=nZ (resp. G1 Š Z=n1Z) admits a natural action on the logarithmic Higgs
bundle associated to f (resp. f1), and the eigenspaces satisfy that (where m1 D n

n1
)

(4-39)
�eE1;0B ˚ eE0;1B ; e�B�

i
Š

�
E
1;0
B ˚E

0;1
B ; �B

�
im1

; 8 1 � i � n1 � 1:

Proof. – Let � 2 G be any generator, H ⩽ G be the subgroup generated by �m1 , and
G1 D G=H . Then

n1�1M
iD1

�
E
1;0
B ˚E

0;1
B ; �B

�
im1
D

�
E
1;0
B ˚E

0;1
B ; �B

�H
:

Also, by construction, S1 is birational to the quotient S=H . It follows that�eE1;0B ˚ eE0;1B ; e�B� Š �E1;0B ˚E0;1B ; �B

�H
:

Hence �eE1;0B ˚ eE0;1B ; e�B� Š n1�1M
iD1

�
E
1;0
B ˚E

0;1
B ; �B

�
im1

:

Note that the group G1 acts naturally on both sides, and that the above isomorphism is
clearly equivariant with respect to the actions of G1. This proves (4-39).

The principle of the induction process is the following.

Lemma 4.13. – Assume that there exists C0 a special curve contained generically in T Sg;n
with g � n. If n is not prime, then �n;n0.C0/ is not a point in T Sg0;n0 , where

n0 D max
˚
n1
ˇ̌
n1 < n and n1 j n

	
;

and g0 is determined by the Formula (4-37).
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The above lemma will be postponed until the end of the section. In the following, we prove
Theorem 1.7 based on this principle. Note that our final aim is to prove the non-existence
of such special curves, and the lemma above is only an intermediate step in the proof by
contradiction.

Proof of Theorem 1.7. – Assume that there is a special curve C0 contained generically
in T Sg;n with g � 8, and f W S ! B is the family of semi-stable n-superelliptic curves
representing C0 as in subsection 4.1. By Proposition 4.4, we may assume that g � n, or
equivalently ˛0 � 4 by the Riemann-Hurwitz Formula (3-4).

We prove by induction on the number of prime factors in n. By [22, Theorem 1.2] and
Theorem 4.7, we may assume that n is not prime. Let

n0 D max
˚
n1
ˇ̌
n1 < n and n1 j n

	
:

Since n is not a prime, it follows that n0 � 2. Consider the image �n;n0.C0/ � T Sg0;n0 , where
�n;n0 is defined in (4-38). If

(4-40) g0 � 8;

then �n;n0.C0/ is not a special curve by induction. From Lemma 4.13 it follows that C0 is not
a special curve either. This gives a contradiction. Note that g � 8 by assumption. By (3-4)
and (4-37), it is easy to verify that the above condition (4-40) is satisfied unless .n; ˛0/ belongs
to the following list.

(4-41)

8̂̂̂̂
ˆ̂̂̂̂<̂
ˆ̂̂̂̂̂̂
:̂

Case (a): n D 4 and 7 � ˛0 � 16;

Case (b): n D 6 and 5 � ˛0 � 9;

Case (c): n D 8 and 4 � ˛0 � 6;

Case (d): n D 9 and 4 � ˛0 � 9;

Case (e): n D 10, 15 or 25, and 4 � ˛0 � 5;

Case (f): n D 12 and ˛0 D 4.

To complete the proof, it suffices to prove the non-existence of special curves in the above
cases.

We again prove by contradiction. Assume that such a special curve C0 exists and let f be
as above. By a possible base change, we may assume that the group G D Z=nZ acts on S
as before, and hence there is an induced action of G on the associated logarithmic Higgs
bundle as well as its subbundles with induced eigenspace decompositions as in (3-32) and
(3-34). Moreover, the rank of each eigenspace E1;0B;i can be computed by (3-33). Let

(4-42) im D max
˚
i
ˇ̌
F
1;0
B;i ¤ 0

	
:

Lemma 4.14. – Let .n; ˛0/ be as in (4-41). Assume that ˛0 D 4. Then im < n=2 and C0 is
compact.

Proof of Lemma 4.14. – We prove first im < n=2 by contradiction. Assume that
F
1;0
B;i0
¤ 0 for some i0 � n=2. Then F 1;0B;i0

D E
1;0
B;i0

, since rankE1;0B;i0 � 1 by (3-33) together
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with the assumption that ˛0 D 4. Let eR � eY and e� � eY be the same as in Lemma 3.19.
Then e� � �!eY .eR/˝ �L.i/�1 ˝ L.i0/�1�� < 0; 8 1 � i � n � 1:

Hence by Lemma 3.19 and Lemma 3.22, after a suitable finite étale base change, there exists
a unique fibration f 0 W S ! B 0 such that

dimH 0
�
S;�1S

�
i
D rankF 1;0B;i ; H 0

�
S;�1S

�
i
� .f 0/�H 0

�
B 0; �1B0

�
; 8 1 � i � n � 1:

In other words, g.B 0/ � rankF 1;0B , which is a contradiction by Proposition 4.6.

Next we show that C0 is compact. In fact, since E1;0B;n�1 D 0 by (3-33), one obtains

E
1;0
B;1 D F

1;0
B;1 by Lemma 4.3. If C0 is non-compact, then from [39, Corollary 4.4] it follows

that the Higgs subbundle�
E
1;0
B ˚E

0;1
B ; �B

�
1
D

�
F
1;0
B ˚ F

0;1
B ; 0

�
1

is a trivial Higgs subbundle after a possible étale base change. In other words, the corre-
sponding local subsystem VB0; 1 D Vtr

B0; 1
is trivial. Combine this with Lemma 4.2, it follows

that VB0; i is also trivial for any 1 � i � n � 1 and gcd.i; n/ D 1. Also, by (3-33), it is easy
to verify that there exists i0 > n=2 such that gcd.i0; n/ D 1 and rankE1;0B;i0 D 1: Hence

F
1;0
B;i0
D E

1;0
B;i0
¤ 0, which is a contradiction to the assumption.

Lemma 4.15. – Let .n; ˛0/ be as in (4-41). Assume that ˛0 � 5. Then the following
statements hold.

(i). If 3 j n, then F 1;0
B;2n=3

D 0.

(ii). If rankE1;0B;i D 1, then F 1;0B;i D 0.
(iii). Let im be as in (4-42). Then im > n=2, and hence after a suitable finite étale base change,

there exists a unique morphism f 0 W S ! B 0 such that

(4-43)

8̂̂<̂
:̂

rankF 1;0B;i D dimH 0
�
S; �1S

�
i
; 8 n � im � i � imI

imM
iDn�im

H 0
�
S; �1S

�
i
�
�
f 0
��
H 0

�
B 0; �1B0

�
:

(iv). Let im be as above. If gcd.n; im/ D 1, then the curve C0 is compact, and G D Z=nZ
induces a faithful action on B 0 (here B 0 is from (iii) above) such that B 0=G Š P1 and that

(4-44) H 0
�
S; �1S

�
i
D
�
f 0
��
H 0

�
B 0; �1B0

�
i
; for any 1 � i � n � 1 with gcd.i; n/ D 1:

In particular,

(4-45)
g.B 0/ �

'.n/

2
�

�
dimH 0

�
S; �1S

�
im
C dimH 0

�
S; �1S

�
n�im

�
D
'.n/

2
�

�
rankF 1;0B;im

C rankF 1;0B;n�im

�
;

where '.n/is the Euler phi function, i.e., the number of non-negative integers less than n which
are relatively prime to n.
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Proof of Lemma 4.15. – (i). We prove by contradiction. Assume that rankF 1;0
B;2n=3

> 0.
As 3 j n and .n; ˛0/ belong to (4-41), it follows that 5 � ˛0 � 9. According to Lemma 4.13,
the image �n;3.C / � T Sg1;3 is still a special curve, where �n;3 is defined in (4-38). Moreover,
by (4-37) one gets

g1 D

(
˛0 � 1; if 36 j ˛0I

˛0 � 2; if 3 j˛0:

Let f1 W S1 ! B be the family of 3-superelliptic curves associated to �n;3.C / � T Sg1;3,

and denote by
�eE1;0B ˚ eE0;1B ; e�B� the corresponding Higgs bundle associated to f1. Then it

follows from Lemma 4.12, whose proof is given later in Section 4, that we have the isomor-
phism eE1;0B;2 Š E1;0B;2n=3:
Hence rank eF 1;0B;2 > 0 by our hypothesis, where eF 1;0B � eE1;0B is the flat part. Therefore,
by Proposition 3.24 for f1, after a suitable étale base change, there exists a fibration
f 0 W S1 ! B 0 different from f1 such that

g.B 0/ � rank eF 1;0B;1 C rank eF 1;0B;2 D

�
rank eE1;0B;1 � rank eE1;0B;2�C 2 rankeF 1;0B;2

�

�
rank eE1;0B;1 � rank eE1;0B;2�C 2:

This is a contradiction to (4-10) since 5 � ˛0 � 9.

(ii). We prove by contradiction. Assume that there exists some i0 > n=2 with rankE1;0B;i0 D 1

such that F 1;0B;i0
¤ 0, i.e.,

rankF 1;0B;i0
D rankE1;0B;i0 D 1:

Let eR � eY ande� � eY be the same as in Lemma 3.19. Then by (3-33) and (3-36) one checks
that e� � �!eY .eR/˝ �L.i/�1 ˝ L.i0/�1�� < 0; 8 1 � i � n � 1:

Therefore, by Lemma 3.19 and Lemma 3.22, after a suitable étale base change, there exists a
fibration f 0 W S ! B 0 such that g.B 0/ � rankF 1;0B , which contradicts Proposition 4.6.

(iii). By Proposition 3.24, it suffices to prove that

(4-46) im > n=2:

We divide the proof into two cases.

Consider first the case where C0 is non-compact. By [39, Corollary 4.4], we may assume
that the unitary local subsystem VuB0 � VB0 ˝C is trivial after a suitable finite base change.
We proceed along the possible values of n:

(1) Using Lemma 4.2 and Lemma 4.3, one proves easily that rankF 1;0
B;n=2C1

> 0 if n D 8

or 10; and that rankF 1;0
B;.nC1/=2

> 0 if n D 9, 15 or 25.

(2) If n D 6, then by Lemma 4.10 and Lemma 4.13, �6;3.C0/ is again a non-compact
special curve, where �6;3 is defined in (4-38). Hence by Lemma 4.12, it suffices to prove
rank eF 1;0B;2 > 0, where eF 1;0B ˚ eF 0;1B is denoted to be the flat subbundle associated to the
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new family representing �6;3.C0/. Suppose that rank eF 1;0B;2 D 0. Then using (4-16) and
(3-33), one derives a contradiction to (4-9).

(3) If n D 4, we will derive a contradiction when rankF 1;0B;3 D 0. By Lemma 4.10 and
Lemma 4.13, �4;2.C0/ is again a non-compact special curve, where �4;2 is defined in
(4-38). Moreover, �4;2.C0/ is contained generically in the hyperelliptic Torelli locus.
Hence according to the proof of [22, Theorem 1.2], one has rank eF 1;0B � 1, whereeF 1;0B ˚ eF 0;1B is denoted to be the flat subbundle associated to the new family repre-
senting �4;2.C0/. Thus rankF 1;0B;2 D rank eF 1;0B � 1 by Lemma 4.12. Since we assume

that rankF 1;0B;3 D 0, by (4-5) and (3-33) one has

rankF 1;0B D rankF 1;0B;1 C rankF 1;0B;2 �
�
rankE1;0B;1 � rankE1;0B;3

�
C 1:

Equivalently, one has

rankA1;0B � 2 rankE1;0B;3 C rankE1;0B;2 � 1:

It is clear that qf D rankF 1;0B ¤ 0. According to (3-33), the above bound on rankA1;0B
gives a contradiction to (4-9).

Consider next the case whenC0 is compact. In this case, we prove (4-46) by contradiction.
Assume that F 1;0B;i D 0 for all i > n=2. Then A1;0B;i D E

1;0
B;i for any i > n=2. Combing this

with (4-5), one obtains

rankA1;0B D

8̂̂̂̂
ˆ̂<̂
ˆ̂̂̂̂:
2

n�1X
iD.nC1/=2

rankE1;0B;i ; if 2 6 j nI

rankA1;0
B;n=2

C 2

n�1X
iD.nC2/=2

rankE1;0B;i ; if 2 jn:

We claim that �n;2.C / is still a special curve if 2 jn. In fact, if �n;2.C / were not a special
curve, it follows easily from Lemma 4.13 and Lemma 4.17 that n D 6 and ˛0 D 8. We
remark here that we apply Lemma 4.13 twice and use the fact that �4;2 ı �8;4 D �8;2 when
excluding the case where n D 8. For the case where n D 6 and ˛0 D 8, by Lemma 4.18
and Lemma 4.19 together with Lemma 4.17 (v), one obtains a contradiction. Thus we may
assume that �n;2.C / is still a special curve when 2 jn. By Lemma 4.12 and Lemma 4.16 below,
one has that rankA1;0

B;n=2
is non-zero and even, if n is even. Combining with (3-4), we obtain

a contradiction to (4-8). In fact, let � D 4.g�1/

rankA1;0
B

. Then

n D 25 n D 15 n D 10 n D 9 n D 8 n D 6 n D 4

˛0 D 5 � D 10 � D 10 � D 10 � D 15
2

� � 26
3

� � 9 —

˛0 D 6 — — — � D 9 � � 8 � � 9 —

˛0 D 7 — — — � D 23
3

— � � 7 � � 8

˛0 D 8 — — — � D 9 — � � 8 � � 8

˛0 D 9 — — — � D 9 — � � 9 � � 22
3
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˛0 D 10 — — — — — — � � 8

˛0 D 11 — — — — — — � � 7

˛0 D 12 — — — — — — � � 7

˛0 D 13 — — — — — — � � 34
5

˛0 D 14 — — — — — — � � 36
5

˛0 D 15 — — — — — — � � 8

˛0 D 16 — — — — — — � � 8

This contradicts (4-8).

(iv) From the uniqueness of the fibration as in (iii), it follows that G admits an induced
action on B 0. Since gcd.n; im/ D 1, it follows from (4-43) that this induced action is faithful.
Moreover, B 0=G Š P1 as the quotient S=G is ruled.

The equality (4-44) follows from a similar argument as that of Corollary 3.26. Indeed, by
(4-43) one has

H 0
�
S; �1S

�
im
˚H 1

�
S; OS

�
im
D
�
H 1.S; Q/˝ C

�
im
�
�
f 0
�� �

H 1.B 0; Q/˝ C
�
;

and the eigen-subspaces
�
H 1.S; Q/˝ C

�
i
’s for 1 � i � p � 1 with gcd.n; i/ D 1 are

permuted by this action of the arithmetic Galois subgroup Gal
�
Q.�n/=Q

�
, where �n is a

primitive n-th root of the unit. HenceM
1�i�n

gcd.i;n/D1

�
H 1.S; Q/˝ C

�
i
�
�
f 0
�� �

H 1.B 0; Q/˝ C
�
:

By taking the .1; 0/-part, we prove (4-44).

The inequality (4-45) follows immediately from (4-44) together with (4-43), by noting also
that for any 1 � fi; j g � n � 1 with gcd.n; i/ D gcd.n; j / D 1 one has

dimH 0
�
B 0; �1B0

�
i
C dimH 0

�
B 0; �1B0

�
n�i
D dimH 0

�
B 0; �1B0

�
j
C dimH 0

�
B 0; �1B0

�
n�j

:

Finally, we prove by contradiction that C is compact. Assume that C is non-compact. If
n D 4 or 6, then im D n � 1 since im > n=2 and gcd.n; im/ D 1. Hence by (4-43) one has
g.B 0/ � rankF 1;0B , This gives a contradiction to Proposition 4.6 as g � 8. For the remaining
cases in (4-41), one checks by (3-33) easily that rankE0;1B;1 D 0, combining which together
with Lemma 4.3 and [39, Corollary 4.4], one obtains that the Higgs subbundle�

E
1;0
B ˚E

0;1
B ; �

�
1
D

�
F
1;0
B ˚ F

0;1
B ; 0

�
1

is a trivial Higgs subbundle after a possible étale base change. In other words, the corre-
sponding local subsystem VB;1 is trivial. With the help of Lemma 4.2, one shows that VB; i is
also trivial for any 1 � i � n � 1 and gcd.i; n/ D 1. Hence

g.B 0/ �
X
1�i�n

gcd.i;n/D1

rankE1;0B;i D
'.n/

2
� rankE1;0B;1:
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Since C is non-compact, �nc ¤ ;. Similar to the proof of Proposition 4.6, one derives
also a contradiction to (4-10) when restricting f 0 to a fiber F over �nc . This completes the
proof.

We can now derive contradictions case-by-case with .n; ˛0/ in (4-41), and so prove
Theorem 1.7.

Case (a). In this case, im D 3 by Lemma 4.15 (iii). Hence by (4-43), one has

g.B 0/ � rankF 1;0B :

This gives a contradiction to Proposition 4.6 as g � 8.

Case (b). In this case, one has im D 5 by Lemma 4.15 (i) and (iii). Hence similar to the
above case, there is also a contradiction to Proposition 4.6.

Case (c). If ˛0 D 4, then C0 is compact by Lemma 4.14. Since im < n=2 D 4, it follows
from (3-33) and Lemma 4.3 that

rankA1;0B;i D 0; for i 2 f1; 2; 6; 7g; rankA1;0B;i D 1; for 5 � i � 7:

Thus rankA1;0B D 3 is odd, contradicting Lemma 4.16.

If ˛0 D 5, then by (3-33) and Lemma 4.15 (ii), im � n=2 D 4, This contradicts
Lemma 4.15 (iii).

If ˛0 D 6, from Lemma 4.15 it follows that C is compact, and that (4-44) and
(4-45) hold. Note also that F 1;0B;5 ⊊ E

1;0
B;5 and hence rankF 1;0B;5 D 1; otherwise, one has

rankF 1;0B;5 D rankE1;0B;5 D 2, and hence both E1;0B;3 and E1;0B;5 are flat, from which together
with (4-45) it follows that

g.B 0/ �
'.8/

2
�

�
rankF 1;0B;5 C rankF 1;0B;3

�
D
4

2
�

�
rankE1;0B;5 C rankE1;0B;3

�
D 10:

This contradicts (4-10) as g D 17 by (3-4) in this case. Thus,8̂̂̂̂
<̂̂
ˆ̂̂̂:

rankA1;0B;7 D rankE1;0B;7 D 0I

rankA1;0B;6 D rankE1;0B;6 D 1; by Lemma 4.15 (ii);

rankA1;0B;5 D rankE1;0B;5 � 1 D 1; by the above argumentsI

rankA1;0B;4 D rankE1;0B;4 D 2; by Lemma 4.17 (i) and Lemma 4.16 (proved p. 1653).

Hence

rankA1;0B D 2
7X
iD5

rankA1;0B;7 C rankA1;0B;4 D 6:

This is a contradiction to (4-8).

Case (d). In this case, we can derive a contradiction similarly as the above case. First,
if ˛0 � 5, then similar as above, by Lemma 4.15 one obtains that im D 5 andC is compact. If
rankF 1;0B;5 D rankE1;0B;5, then one obtains a contradiction to (4-10); if rankF 1;0B;5 � rankE1;0B;5 � 1,

i.e., rankA1;0B;5 � 1, then

rankA1;0B D 2
8X
iD5

rankA1;0B;7 � 2C 2
8X
iD6

rankA1;0B;7 D 2C 2
8X
iD6

rankE1;0B;7;
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which contradicts (4-8).

If ˛0 D 4, it is a little more complicated. By Lemma 4.14,F 1;0B;i D 0 for any i > n=2 D 9=2.
Combining with (3-33) and (4-5), one obtains that

rankF 1;0B;1 D rankF 1;0B;2 D 3; rankF 1;0B;3 D rankF 1;0B;4 D 1:

Hence by [9, § 4.2], it follows that after a suitable étale base change, both F 1;0B;3 and F 1;0B;4

become trivial. In other words, one has

dimH 0
�
S;�1S

�
3
D dimH 0

�
S;�1S

�
4
D 1:

By Hurwitz-Chevalley-Weil’s formula (cf. [26, Proposition 5.9]), we have H 0
�
S;�2S

�
7
D 0;

indeed, one has H 0
�
F;!F

�
7
D 0 by Hurwitz-Chevalley-Weil’s formula, from which it

follows that j �.
/ D 0 for any 
 2 H 0
�
S;�2S

�
7
, where

j � W H 0
�
S;�2S

�
7
D H 0

�
S; !S

�
7
�! H 0

�
F;!F

�
7
D 0

is the canonical pulling-back and j W F ,! S is the embedding of a general fiber of f into S .
Since F is general, it follows that H 0

�
S;�2S

�
7
D 0 as required.

Let ! 2 H 0
�
S;�1S

�
3

and � 2 H 0
�
S;�1S

�
4

be two non-zero one-forms.

Since ! ^ � 2 H 0
�
S;�2S

�
7

by construction, it follows that ! ^ � D 0. Hence by
Castelnuovo-de Franchis lemma (cf. [3, Theorem IV-5.1]), there exists an irregular fibra-
tion f 0 W S ! B 0 such that

(4-47) H 0
�
S; �1S

�
3
˚H 0

�
S; �1S

�
4
�
�
f 0
��
H 0

�
B 0; �1B0

�
:

It is clear that such a fibration is unique, and hence the group G induces an action on B 0.
Moreover, the induced action is faithful; otherwise�

f 0
��
H 0

�
B 0; �1B0

�
� H 0

�
S; �1S

�G0
D

M
m0 j i

H 0
�
S; �1S

�
i
;

which contradicts (4-47), whereG0 � G is the kernel of the action ofG onB 0 andm0 D jG0j.
Finally, since S=G is ruled, it follows that B 0=G Š P1.

Let F be a general fiber of f , and consider the restricted map f 0jF W F ! B 0. Since
G D Z=9Z acts faithfully on both F and B 0, whose quotients are both isomorphic to P1

with the following commutative diagram:

F
f 0jF //

…jF
��

B 0

� 0

��

� Š P1
'0j� // B 0=G Š P1.

We claim that deg.f 0jF / D 2. Indeed, note that the cover …jF has exactly ˛ D 5 branch
points, and one checks easily that � 0 admits ˇ � 3 branch points since g.B 0/ > 0. Because
f is not isotrivial, similar to the proof of (4-21), one shows that

3 D ˛ � 2 > deg.f 0jF / � .ˇ � 2/ � deg.f 0jF / > 1:

Thus deg.f 0jF / D 2 as required.
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Since deg.f 0jF / D 2, it induces an involution �0 on F , such that B 0 D F=h�0i. LeteG � Aut .F / be the subgroup generated by G and �0. As f 0jF is equivariant with respect

to G, it follows that �0 commutes with G. Hence eG is a cyclic group of order jeGj D 18.
Moreover, by considering the composition map � 0 ı

�
f 0jF

�
W F ! P1, one checks easily

that � 0 ı
�
f 0jF

�
is a cyclic cover branched over exactly 4 points. In other words, the family

f W S ! B is a universe family of cyclic covers of P1 with Galois group eG Š Z=18Z. Hence
according to [25, Theorem 3.6], C0 is not a special curve since g D 12 by (3-4).

Case (e). Consider first the case where ˛0 D 4. Since F 1;0B;i D 0 for all i � n=2 by

Lemma 4.14, it follows that A1;0B;i D E
1;0
B;i for all i � n=2. By (4-5) and (3-33), one obtains

rankA1;0B D 2
n�1X

iD.nC1/=2

rankE1;0B;i D

8̂<̂
:
5; if n D 10I

8; if n D 15I

12; if n D 25:

If n D 10, it contradicts Lemma 4.16 since C0 is compact by Lemma 4.14; if n D 15 or 25, it
contradicts (4-8) in view of (3-4).

We assume now that ˛0 D 5. By Lemma 4.15 (ii) and (iii), one checks that n ¤ 10,
and that im D 8 (resp. im D 13 or 14) when n D 15 (resp. n D 25). In the later two
cases, by Lemma 4.15, after a suitable further étale base change, there is a unique fibration
f 0 W S ! B 0 andG acts faithfully onB 0 withB 0=G Š P1. Let F be a general fiber of f , and
� D F=G Š P1 the quotient. Then similar to the proof of Lemma 4.8, one has the following
commutative diagram:

F
f 0jF //

…jF
��

B 0

� 0

��

� Š P1
'0j� // B 0=G Š P1.

Let ˇ be the number of branch points of the cover � 0 W B 0 ! P1. Then similar to the proof
of Lemma 4.8, one proves that ˇ � 4 and ˛ > 2.ˇ�1/, where ˛ D ˛0C1 D 6 is the number
of the branch points of …jF . This gives a contradiction.

Case (f). By Lemma 4.14, C0 is compact and F 1;0B;i D 0 for all i � n=2 D 6. Thus

A
1;0
B;i D E

1;0
B;i for all i � n=2. By (4-5) and (3-33), one obtains rankA1;0B;i D 5, which

contradicts Lemma 4.16.

The following result was used in the above proof.

Lemma 4.16. – Let C � Ag be a compact special curve, with EC the Higgs bundle
on C associated to the universal abelian scheme over C defined by the moduli problem. Write
EC D FC ˚ AC for the decomposition into the flat part and the maximal part. Then the rank
of AC is divisible by 4. Equivalently the rank of A1;0C is even.

Proof. – Write � W EC ! C for the abelian scheme over C determined by the inclusion
C ,! Ag , and write .G; X IXC/ for the Shimura datum defining C . From the Simpson
correspondence [36] we know that the decomposition of Higgs bundles EC D FC ˚ AC
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is determined by the representation of the fundamental group of C to the local system
R1��CEg , and it is invariant under base change. It is further characterized by the algebraic
representation Gder ! Sp2g on Q2g , following [5].

Following the discussion in Subsection 2.2, we write Gder D ResL=QH for some totally
real number field L and some L-form H of SL2;L. From the classification in [35] (see also
Section 5 in [5]) we see that Gder ! Sp2g decomposes as Q2g D T ˚ V , such that:

— the action of Gder on T is trivial;

— V is the Q-vector space underlying some symplectic L-vector space W ;

— the action ofGder onV is obtained by scalar restriction from anL-linear representation
H! SpW .

Moreover, using the list of L-forms of SL2 in Subsection 2.2, we see that:

(i) if L is totally real and H comes from a quaternion L-algebra D, then W is a D-vector
space, andD must be a divisionL-algebra because C is compact and Gder is of Q-rank
zero; this forces the L-dimension of W to be a multiple of 4;

(ii) if for some CM field E of real part L and degree 2d over Q, and H is associated toD,
a quaternion E-algebra:

(ii-a) eitherD 'Mat2.E/, andW is a direct sum of copies of the standard representa-
tion of H onE2, whoseE-dimension is even, and L-dimension ofW is divisible
by 4;

(ii-b) or D is a quaternion division E-algebra, and W is a D-vector space, whose
E-dimension is divisible by 4 and L-dimension divisible by 8.

Hence the Q-dimension of V , which also equals the rank of AC , must be a multiple of 4d ,
with d the degree of L.

To complete the proof of Theorem 1.7, it remains to prove Lemma 4.13. We first prove

Lemma 4.17. – Notations as above. Assume that C0 is a special curve but �n;n1.C0/ is not
a special curve. Then

(i) n1 j˛0 and n 6 j ˛0;

(ii) up to a suitable finite étale base change, f W S ! B is birational to the resolution
of a degree-n cyclic cover of a P1-bundle ' W Y ! B branched exactly over ˛0 C 1

disjoint sections, denoted as D1; : : : ;D˛0C1, such that the local monodromy is 1 around
D1; : : : ;D˛0 , and equals a1 D n.1 � f˛0n g/ around D˛0C1;

(iii) up to a suitable finite étale base change, the Higgs subbundle

n1�1M
iD1

�
E
1;0
B ˚E

0;1
B ; �B

�
im1

is a trivial Higgs subbundle, where m1 D n
n1

;

(iv) F 1;0B;i D 0 for any i � m1 and m1 6 j i ;
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(v) if moreover the general fiber of f admits a unique n-superelliptic automorphism groupG
and there exists a generator ofG commuting with any automorphism of the general fiber,
then

(4-48) rankA1;0B �

8̂̂̂̂
<̂̂
ˆ̂̂̂:

�
n2 �

�
n
r1

�2�
.˛0 � 2/

6
�
.n � 1/˛0 � 2n

� ; if `1 D 1I

n2 �
�
n
r1

�2
6n

C
.`21 � 1/˛0

6n.˛0 � 2/
; if `1 > 1:

where r1 D n
gcd.n;˛0/

and `1 D gcd.˛0 � 1; n/.

Proof. – As above, after a possible base change, we assume that the group G acts on S ,
and let f1 W S1 ! B be the new family of semi-stable n1-superelliptic curves. Assume
that f is given by yn D Ft .x/, where t is the parameter. Then both of the two families f
and f1, up to base change, are birational to the resolution of cyclic covers of a P1-bundle
' W Y ! B branched over the zero locus of Ft .x/ and possibly over the section at the
infinity (depending on whether n1 and n divide ˛0 or not respectively). In other words, choose
suitable birational models, we have the following diagram:

eS …n;n1 //

…
��

eS1
…1��

Y .

Here…n;n1 is induced by the rational map…n;n1 W S 99K S1, and the difference between the
branch loci of … and of …1 is at most the section at the infinity; see (3-3) and (4-36).

Since �n;n1.C0/ is not a special curve, it follows from Lemma 4.10 that �n;n1.C0/ is a
(special) point in T Sg1;n1 . In other words, the semi-stable family f1 is isotrivial by construc-
tion. Being semi-stable, the family f1 is actually a smooth family. In other words, up to
some elementary transformations of the P1-bundle Y , the branch locus R1 of the cover …1

is smooth and the restricted map 'jR1
W R1 ! B is étale; here we recall that an elementary

transformation of a P1-bundle X is a new P1-bundle X 0 obtained by first blowing up some
point x 2 X and then contracting the strict inverse image of the fiber of X through x.
We should remark that an elementary transformation is a birational operation, but it may
transfer the section at the infinity to somewhere else.

(i) The first statement is clear from the above arguments; otherwise, the branch loci of …
and …1 are the same by the above arguments together with (3-3) and (4-36). Since f1 is
isotrivial, it follows that f is also an isotrivial family, which is a contradiction since C0 is
a special curve.

(ii) By (i) and its proof above, we obtain that the branch locus R of … equals the
branch locus R1 of …1 plus one another section. On the other hand, as the restricted map
'jR1

W R1 ! B is étale, it follows that after a possible suitable finite étale base change, R1
becomes ˛0 disjoint sections. Since R equals R1 plus one another section D˛0C1, and the
local monodromy around each component in R1 (resp. the component D˛0C1) is 1

�
resp.

a1 D n
��
˛0
n

�
C 1

�
� ˛0

�
by construction, this proves the second statement.
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(iii) Since f1 is isotrivial, the Higgs bundle associated to f1 is trivial after a suitable
unramified base change. Hence this statement follows directly from (4-39).

(iv) Note that the rank of the subbundle F 1;0B;i does not decrease after base change. Hence
it suffices to prove the statement after any finite base change. By the above arguments, it
follows that S1 Š B � F1 up to some finite étale base change, where F1 is a general fiber of
f1 W S1 ! B. Compose the rational map…n;n1 W S 99K S1 with the second projection S1 !
F1, we obtain a rational map pf 1 W S 99K F1. Since g.F1/ > 0 by construction, it follows
that pf 1 is in fact a morphism. By (iii) together with [14, Theorem 3.1] (see also (3-45)), we
have

rankf��1S=B.log‡/i D dimH 0
�
S; �1S

�
i
; 8 m1 j i & i ¤ 0:

Together with (4-39), we obtain that

(4-49)
�
pf 1

��
H 0

�
F1; �

1
F1

�
D

M
m1 j i & i¤0

H 0
�
S; �1S

�
i
:

Assume that the flat part F 1;0B;i0
¤ 0 for some i0 � m1 and m1 6 j i0. By (i), one has ˛0 D kn1

with k � 1.

If k � 2, i.e., ˛0 � 2n1, then F 1;0B;n�m1
¤ 0 by (4-39). Hence up to base change,

we may assume that F 1;0B;i0
is trivial by Proposition 3.21. This is equivalent to saying that

H 0
�
S; �1S

�
i0
¤ 0 by (3-45). By Corollary 3.23, there exists a unique fibration f 0 W S ! B 0

such that (3-48) holds. Together with (4-49), it follows that f 0 is the same as pf 1 obtained
above. This is a contradiction by (3-48) and (4-49).

If k D 1, i.e., ˛0 D n1, then F 1;0B;n�2m1
¤ 0 by (4-39). Moreover, if we let e� be the general

fiber of Q' as in subsection 3.4, then

e� � �!eY .eR/˝ �L.n�2m1/�1 ˝ L.i0/�1��
D �2C .˛0 C 1/ �

.n � 2m1/˛0

n
�

�
i0 � n

n
�

�
i0.n � ˛0/

n

��
D 1 �

i0

m1
�

�
i0.n � ˛0/

n
�

�
i0.n � ˛0/

n

��
< 0:

Hence similarly as above, one derives a contradiction. This proves (iv).

(v). In this case, by Lemma 3.3 (ii), the group action of G D Z=nZ can be extended
to S without any base change. In other words, the above properties (i)-(iii) hold for f , and
simultaneously one has the Arakelov type equality as in (4-3) for f .

Let s
;`;0 D s
;`;0.f / and s
;`;1 D s
;`;1.f / be the local invariants of f introduced in
Definition 3.6. We first claim that

(4-50) s
;`;0 D 0 for any .
; `/, and s
;`;1 D 0 unless .
; `/ D .2; `1/.

In fact, by (ii), the branch locus of … consists of ˛0 disjoint sections
˛0P
iD1

Di plus one

another section D˛0C1. Moreover, the local monodromy around Di is 1 for 1 � i � ˛0,
and around D˛0C1 is a1. Let �
;`;0 (resp. �
;`;1) be the number of the nodes in fibers
of ' with index .
; `; 0/ (resp. .
; `; 1/), counted according to their multiplicities, where
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' W Y ≜ S=G ! B is the induced quotient family as in the proof of Theorem 3.9. Then it is
easy to see that

�
;`;0 D 0 for any .
; `/; and �
;`;1 D 0 unless 
 D 2:

Moreover, �2;`;0 D 0 unless ` D `1 by (3-6). Hence (4-50) follows from (3-10).

According to (4-50) together with (3-8) and (3-10), we get

(4-51)

degE1;0B D degf�!S=B D

0@�n2 � � nr1 �2� .˛0 � 2/
˛0

C .`21 � 1/

1A � s2;`1;1
12`21

D

0@�n2 � � nr1 �2� .˛0 � 2/
˛0

C .`21 � 1/

1A � �2;`1;1
12n

:

On the other hand, by Step 1 we know that the P1-bundle Y contains ˛0 � 4 disjoint
sections up to a suitable unramified base change, hence it follows that Y Š B � P1. Let
pr2 W Y Š B � P1 ! P1 be the projection, and

 W D˛0C1 ,! Y
pr2
�! P1

be the induced map on D˛0C1. Note that Di is contracted by pr2 for 1 � i � ˛0. It follows
that is surjective. LetR � D˛0C1 be the ramified divisor of . Then by Hurwitz formula,
it follows that

deg.R / D 2g.D˛0C1/ � 2 � 2 deg. / D 2g.B/ � 2C 2 deg. /:

Let �i D jDi \ D˛0C1j be the number of points contained in Di \ D˛0C1 for 1 � i � ˛0,
and j�j be the number of the singular fibers of f . Then

(4-52) �2;1;1 D

˛0X
iD1

Di �D˛0C1 D ˛0 deg. /;

and
˛0X
iD1

�i D j�j � s2;1;1 D
`21
n
� �2;1;1 D

`21
n
� ˛0 deg. /:

Hence

(4-53)

2g.B/ � 2C 2 deg. / D deg.R / �
˛0X
iD1

.deg. / � �i /

D ˛0 � deg. / �
˛0X
iD1

�i D ˛0 � deg. / � j�j

�

�
1 �

`21
n

�
� ˛0 deg. /:

Combining (4-51) with (4-52), we have

(4-54) degE1;0B D

0@�n2 � � nr1 �2� .˛0 � 2/
˛0

C .`21 � 1/

1A � ˛0 deg. /
12n

:
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Note that
j�nc j D 0; if `1 D 1I and j�nc j D j�j; if `1 > 1:

Combining this with the Arakelov type equality in (4-3) and (4-53), one obtains

degE1;0B D degf�!S=B �

8̂̂̂<̂
ˆ̂:

rankA1;0B
2

�

�
.n � 1/˛0

n
� 2

�
deg. /; if `1 D 1I

rankA1;0B
2

� .˛0 � 2/ deg. /; if `1 > 1:

Combining the above inequality together with (4-54), we complete the proof.

In order to apply Lemma 4.17 (v), one still needs the next two lemmas.

Lemma 4.18. – LetF be an n-superelliptic curve of genus g > .p�1/.2p�1/with n D 2p
for some prime p. Then F admits a unique n-superelliptic cover.

Proof. – This follows from the Castelnuovo-Severi inequality (cf. [17, Exercise V.1.9]).
Indeed, if there are two different n-superelliptic covers:

� W F �! P1; and Q� W F �! P1;

then the ramified loci of both � and Q� have the same number of points with the same
ramification indices. Locally, we may assume that � and Q� are defined by yn D F.x/ and
yn D eF .x/ respectively, where both F.x/ and eF .x/ are separable polynomials of equal
degree. Let ˛0 D deg.F / D deg.eF /, and let D and eD be defined by zp D F.x/ and
zp D eF .x/ respectively. Then ˛0 > 2p by (3-4) as g > .p � 1/.2p � 1/, and one has

g.D/ D g.eD/ D
8̂̂<̂
:̂
.p � 1/.˛0 � 2/

2
; if p j ˛0I

.p � 1/.˛0 � 1/

2
; if p 6 j ˛0:

If D 6Š eD, then F admits two different double covers to D and eD respectively. Hence by
the Castelnuovo-Severi inequality,

g � 1C 2g.D/C 2g.eD/:
This contradicts (3-4) together with the above formulas for g.D/ and g.eD/.

If D Š eD, then again by the Castelnuovo-Severi inequality, there is a unique action
of G0 D Z=pZ on D Š eD. By the definitions of D and eD, this implies that the polynomials
F.x/ and eF .x/ are conjugate to each other under the automorphism group of P1. Hence the
covers � and Q� are the same, which is also a contradiction.

Lemma 4.19. – For any n-superelliptic curve F , if F admits a unique n-superelliptic auto-
morphism group G D Z=nZ, then � ı � D � ı � for any � 2 G and � 2 Aut .F /.

Proof. – Let F be defined by yn D F.x/ as usual. As F admits a unique n-superelliptic
automorphism group, it follows that � acts only on y and � induces an automorphism on
the quotient P1 D F=G. In other words,

�.x; y/ D .x; �y/ with �n D 1; �.x; y/ D
�
�1.x/; �2.x; y/

�
;
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Note that �1 is an automorphism of P1 and keeps the branch locus of � W F ! P1 D F=G
invariant.

If � is branched over1 with local monodromy a1 ¤ 1, then �1 must keep1 invariant,
and F

�
�1.x/

�
has the same set of roots as F.x/. Hence �1.x/ D ax C b for some a; b 2 C,

and F
�
�1.x/

�
D k� � F.x/ with k� ¤ 0. As � is an automorphism group of F , one obtains

that �2.x; y/ D � � y with �n D k�. Therefore, it is clear that � ı � D � ı � .

It remains to consider the case where � is not branched over1, since the case where � is
branched over1 with local monodromy 1 can be reduced to the former case by automor-
phism of P1. In this case, n j ˛0, where ˛0 D deg.F.x//. Moreover, as an automorphism
of P1, �1 has the form �1.x/ D

axCb
cxCd

. Since �1 keeps the set of roots of F.x/ invariant,

F
�
�1.x/

�
D

k��F.x/
.axCb/˛0

. Hence �2.x; y/ D
��y

.axCb/˛0=n
with �n D k�. One checks easily again

that � ı � D � ı � . This completes the proof.

We can now prove Lemma 4.13, which was used in the proof of Theorem 1.7.

Proof of Lemma 4.13. – We prove by contradiction. Assume that �n;n0.C / is a point.
Then by Lemma 4.17 one has

n0 j ˛0 and n6 j ˛0:(4-55)

F
1;0
B;i D 0; for any i � m0 with m0 6 j i , where m0 D n=n0:(4-56)

On the other hand, by (3-33) one has

rankE1;0B;m0C1 � rankE1;0B;n�m0�1 D ˛0 � 1 � 2
�
.m0 C 1/˛0

n

�
:

If n0 � 4, or n0 D m0 D 3, then one checks easily that

rankE1;0B;m0C1 � rankE1;0B;n�m0�1 > 0:

This together with (4-6) implies in particular that F 1;0B;m0C1 ¤ 0, which contradicts (4-56).

If n0 D 3 and m0 D 2, then n D 6 and ˛0 D 6k C 3 for some k � 1 by (4-55); if n0 D 2,
then n D 4 by the definition of n0, and ˛0 D 4k C 2 for some k � 1 by (4-55). In any of the
two cases above, by Lemma 4.18 and Lemma 4.19, one verifies easily that the assumptions
of Lemma 4.17 (v) are satisfied. Hence by (4-48) one has rankA1;0B < 1, i.e., rankA1;0B D 0.
In other words, degE1;0B D degA1;0B D 0, which is a contradiction since f is non-isotrivial.
This completes the proof.
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