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ULTRAMETRICITY IN MEAN-FIELD SPIN GLASSES

by Erwin BOLTHAUSEN

1. MEAN-FIELD SPIN GLASSES

Spin glasses are Gibbs measures with random interactions. The most natural one
is probably the Edwards-Anderson model, which is an Ising type model with nearest
neighbor random interactions. On a finite box VN

def
= {1, . . . , N}d with outer bound-

ary ∂VN (consisting in the points in Zd\VN which have a neighbor in VN ) one defines
the Hamiltonian with boundary condition η ∈ {−1, 1}∂VN by

−HVN (σ|η)
def
=

∑
i,j∈VN , i∼j

Jijσiσj +
∑

i∈VN ,j∈∂VN ,i∼j

Jijσiηj ,

for σ ∈ {−1, 1}VN , where i ∼ j means that the points are neighbors on the lattice.
One always takes Jij = Jji, so that the sum is over the undirected bonds of the
graph VN . In the Ising model, one would have Jij = J = const > 0. The Hamiltonian
defines a Gibbs measure on ΣVN

def
= {−1, 1}VN with boundary condition η, and with

inverse temperature parameter β > 0, by

µVN ,η (σ)
def
=

1

ZN,η,β
exp [−βHVN (σ|η)] .

The normalizing constant ZN,η,β , the so-called partition function (as it is a function
of β) is

ZN,η,β
def
=

∑
σ∈ΣVN

exp [−βHVN (σ|η)] .

A natural question is about the possible limits with N → ∞ and a sequence {ηN}
of boundary conditions. In particular, one is interested to know whether the set of
measures on {−1, 1}Z

d

which can be obtained as limits contains a unique element,
and if not how many extreme points in this set are. (The set is convex.)
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For the Ising model, this is a well studied question, still with many open questions
particularly for d ≥ 3. The Edwards-Anderson model takes the Jij as i.i.d. random
variables, for instance centered Gaussian ones, or ±1 coin tossings. The Hamiltonian
itself is then a random variable, and the Gibbs measure is a random measure: If
the J ’s are defined on a probability space (Ω, F ,P), then the partition function is a
function of ω ∈ Ω: ZN,η,β,ω, and the Gibbs measure also depends on the realizations ω.
Typically, one is interested in so-called quenched properties, i.e., properties which hold
for almost all ω (under P). Unfortunately, for the Edwards-Anderson model, the most
basic questions are mathematically completely open.

Mean-field models offer a possibility to investigate some of the basic questions,
like the existence of phase transitions, in a mathematically much simpler way than
for short range models like the Ising model. In mean-field models, the interactions
are not local or short range, but a spin variable σi interacts with the others in a
more global way, for instance through their means. However, the notion of an infinite
Gibbs measure typically makes no longer sense, but one can still define the limiting
free energy, mean magnetization, critical exponents, etc. Of course, in many respects,
mean-field models are too simple to give even qualitatively the same answers as in
short range models, for instance about critical exponents.

Given the mathematical difficulty in understanding short range spin glasses, it is
natural to investigate mean-field type spin glasses, in the hope that they are tractable.
This was the motivation of Sherrington and Kirkpatrick [22] to propose their now
famous model. In the end, it turned out that a mathematically rigorous understanding
is possible, in contrast to the present situation for short range models, but it took a
long way, and the results are still far from covering all aspects. Here is the SK-model:

One starts with a countable number of standard Gaussian random variables, defined
on a probability space (Ω, F ,P), indexed as a matrix (gij)1≤i<j . If we specify the
dependence on ω, we write gij (ω). Of course, one can take Ω = RN, but probabilists
usually don’t like to fix that. Then for anyN ∈ N, one defines the random Hamiltonian

(1) HN,ω (σ)
def
= − 1√

N

∑
1≤i<j≤N

gij (ω)σiσj ,

where σ = (σ1, . . . , σN ) ∈ ΣN
def
= {−1, 1}N . The minus sign is of course of no rele-

vance, and is put only to please the physicists. A slight generalization is to allow the
presence of an external field in the form

(2) HN,ω (σ)
def
= − 1√

N

∑
1≤i<j≤N

gij (ω)σiσj − h
N∑
i=1

σi,
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with h ∈ R a parameter. The external field adds some non-trivial complications. We
will however stick to the Hamiltonian (1). As in the usual mean-field models, there is
no geometric structure of the index set {1, . . . , N}.

From standard mean-field models one would expect a factor 1
N instead of 1√

N
.

However, a moment’s reflection shows that the square root is the appropriate scaling:
The main issue is that, given a site i, the influence of the other sites on σi is of order 1.
To achieve this in the random situation, one has to have the factor 1√

N
in front.

One then defines in the usual way the partition function which now depends on
the Gaussian variables gij , i.e., on ω:

(3) ZN,β,ω
def
=
∑
σ

exp [−βHN,ω (σ)] ,

and the random Gibbs measure

(4) GN,β,ω (σ)
def
=

1

ZN,β,ω
exp [−βHN,ω (σ)] .

There are two sources of probability, namely for fixed ω the probability mea-
sure GN,β,ω on ΣN , and then the randomness of this law itself, as it depends in a
non-trivial way on ω. One usually calls this a random probability distribution.

Remark 1. — For the sake of simplicity, we restrict the discussion here completely
to the original SK-model. Everything works for so-called p-spin models and mixtures
of p-spin models. The p-spin models have the Hamiltonian

H
(p)
N (σ)

def
=

1

N (p−1)/2

∑
1≤i1<i2<···<ip≤N

gi1,i2,...,ipσi1σi2 · · ·σip ,

where the g’s as before are i.i.d. standard Gaussians.

We can now formulate the ultrametricity conjecture, although its importance will
stay quite mysterious for the moment (and maybe still till the end of these notes).

A metric d on a space S is called an ultrametric, if it satisfies the stronger triangle
inequality:

d (x, y) ≤ max (d (x, z) , d (y, z)) , ∀x, y, z ∈ S.

This is essentially equivalent with the metric space having a tree structure, S being
the set of leaves, and d being the (weighted) graph distance. ΣN is a metric space
under the Hamming distance, counting the number of sites on which two elements
differ. This is evidently not an ultrametric. However, the ultrametricity conjecture
states that it is approximately so under the above Gibbs measure, as N →∞.
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