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PROJECTIONS IN SEVERAL COMPLEX VARIABLES

Chin-Yu Hsiao

Abstract. – This work consists two parts. In the first part, we completely study
the heat equation method of Menikoff-Sjöstrand and apply it to the Kohn Lapla-
cian defined on a compact orientable connected CR manifold. We then get the full
asymptotic expansion of the Szegő projection for (0, q) forms when the Levi form is
non-degenerate. This generalizes a result of Boutet de Monvel and Sjöstrand for (0, 0)
forms. Our main tools are Fourier integral operators with complex valued phase Melin
and Sjöstrand functions.

In the second part, we obtain the full asymptotic expansion of the Bergman pro-
jection for (0, q) forms when the Levi form is non-degenerate. This also generalizes a
result of Boutet de Monvel and Sjöstrand for (0, 0) forms. We introduce a new op-
erator analogous to the Kohn Laplacian defined on the boundary of a domain and
we apply the heat equation method of Menikoff and Sjöstrand to this operator. We
obtain a description of a new Szegő projection up to smoothing operators. Finally, we
get our main result by using the Poisson operator.

Résumé (Projecteurs en plusieurs variables complexes). – Ce travail comporte deux par-
ties. Dans la première, nous appliquons la méthode de Menikoff-Sjöstrand au laplacien
de Kohn, défini sur une varieté CR compacte orientée connexe et nous obtenons un
développement asymptotique complet du projecteur de Szegő pour les (0, q) formes
quand la forme de Levi est non-dégénérée. Cela généralise un résultat de Boutet de
Monvel et Sjöstrand pour les (0, 0) formes. Nous utilisons des opérateurs intégraux
de Fourier à phases complexes de Melin et Sjöstrand.

Dans la deuxième partie, nous obtenons un développement asymptotique de la
singularité du noyau de Bergman pour les (0, q) formes quand la forme de Levi est
non-dégénérée. Cela généralise un résultat de Boutet de Monvel et Sjöstrand pour les
(0, 0) formes. Nous introduisons un nouvel opérateur analogue au laplacien de Kohn
défini sur le bord du domaine, et nous y appliquons la méthode de Menikoff-Sjöstrand.
Cela donne une description modulo les opérateurs régularisants d’un nouvel projecteur
de Szegő. Enfin, nous obtenons notre résultat principal en utilisant l’opérateur de
Poisson.

© Mémoires de la Société Mathématique de France 123, SMF 2010
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INTRODUCTION

The Bergman and Szegő projections are classical subjects in several complex vari-
ables and complex geometry. By Kohn’s regularity theorem for the ∂-Neumann prob-
lem (1963, [23]), the boundary behavior of the Bergman kernel is highly dependent
on the Levi curvature of the boundary. The study of the boundary behavior of the
Bergman kernel on domains with positive Levi curvature (strictly pseudoconvex do-
mains) became an important topic in the field then. In 1965, L. Hörmander [13]
determined the boundary behavior of the Bergman kernel. C. Fefferman (1974, [9])
established an asymptotic expansion at the diagonal of the Bergman kernel. More
complete asymptotics of the Bergman kernel was obtained by Boutet de Monvel and
Sjöstrand (1976, [34]). They also established an asymptotic expansion of the Szegő
kernel on strongly pseudoconvex boundaries. All these developments concerned pseu-
doconvex domains. For the nonpseudoconvex domain, there are few results. R. Beals
and P. Greiner (1988, [1]) proved that the Szegő projection is a Heisenberg pseu-
dodifferential operator, under certain Levi curvature assumptions. Hörmander (2004,
[19]) determined the boundary behavior of the Bergman kernel when the Levi form is
negative definite by computing the leading term of the Bergman kernel on a spherical
shell in Cn.

Other developments recently concerned the Bergman kernel for a high power of a
holomorphic line bundle. D. Catlin (1997, [5]) and S. Zelditch (1998, [38]) adapted
a result of Boutet de Monvel-Sjöstrand for the asymptotics of the Szegő kernel on
a strictly pseudoconvex boundary to establish the complete asymptotic expansion of
the Bergman kernel for a high power of a holomorphic line bundle with positive cur-
vature. X. Dai, K. Liu and X. Ma (2004, [7]) obtained the full off-diagonal asymptotic
expansion and Agmon estimates of the Bergman kernel for a high power of positive
line bundle by using the heat kernel method. Recently, a new proof of the existence
of the complete asymptotic expansion was obtained by B. Berndtsson, R. Berman
and J. Sjöstrand (2004, [2]) and by X. Ma, G. Marinescu (2004, [27]). Without the
positive curvature assumption, R. Berman and J. Sjöstrand (2005, [3]) obtained a full
asymptotic expansion of the Bergman kernel for a high power of a line bundle when
the curvature is non-degenerate. The approach of Berman and Sjöstrand builds on the
heat equation method of Menikoff-Sjöstrand (1978, [29]). The expansion was obtained
independently by X. Ma and G. Marinescu (2006, [25], without a phase function) by
using a spectral gap estimate for the Hodge Laplacian. The main analytic tool of
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8 INTRODUCTION

X. Ma and G. Marinescu is the analytic localization technique in local index theory
developed by Bismut-Lebeau. We refer the readers to the very nice book ([26]) by X.
Ma and G. Marinescu for this approach.

Recently, Hörmander (2004, [19]) studied the Bergman projection for (0, q) forms.
In that paper (page 1306), Hörmander suggested: "A carefull microlocal analysis along
the lines of Boutet de Monvel-Sjöstrand should give the asymptotic expansion of the
Bergman projection for (0, q) forms when the Levi form is non-degenerate."

The main goal for this work is to achieve Hörmander’s wish-more precisely, to
obtain an asymptotic expansion of the Bergman projection for (0, q) forms. The first
step of my research is to establish an asymptotic expansion of the Szegő projection for
(0, q) forms. Then, find a suitable operator defined on the boundary of domain which
plays the same role as the Kohn Laplacian in the approach of Boutet de Monvel-
Sjöstrand.

This work consists two parts. In the first paper, we completely study the heat
equation method of Menikoff-Sjöstrand and apply it to the Kohn Laplacian defined
on a compact orientable connected CR manifold. We then get the full asymptotic ex-
pansion of the Szegő projection for (0, q) forms when the Levi form is non-degenerate.
We also compute the leading term of the Szegő projection.

In the second paper, we introduce a new operator analogous to the Kohn Laplacian
defined on the boundary of a domain and we apply the method of Menikoff-Sjöstrand
to this operator. We obtain a description of a new Szegő projection up to smoothing
operators. Finally, by using the Poisson operator, we get the full asymptotic expansion
of the Bergman projection for (0, q) forms when the Levi form is non-degenerate.

These two papers can be read independently. We hope that this work can serve as an
introduction to certain microlocal techniques with applications to complex geometry
and CR geometry.
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PART I

ON THE SINGULARITIES OF THE
SZEGŐ PROJECTION FOR (0, q) FORMS





CHAPTER 1

INTRODUCTION AND STATEMENT
OF THE MAIN RESULTS

Let (X,Λ1,0T (X)) be a compact orientable connected CR manifold of dimension
2n− 1, n ≥ 2, and take a smooth Hermitian metric ( | ) on CT (X) so that Λ1,0T (X)

is orthogonal to Λ0,1T (X) and (u | v) is real if u, v are real tangent vectors, where
Λ0,1T (X) = Λ1,0T (X) and CT (X) is the complexified tangent bundle. For p ∈ X,
let Lp be the Levi form of X at p (see (1.4)). Given q, 0 ≤ q ≤ n− 1, the Levi form
is said to satisfty condition Y (q) at p ∈ X if for any |J | = q, J = (j1, j2, . . . , jq),
1 ≤ j1 < j2 < · · · < jq ≤ n− 1, we have

(1.1)

������

�

j /∈J

λj −
�

j∈J

λj

������
<

n−1�

j=1

|λj | ,

where λj , j = 1, . . . , (n − 1), are the eigenvalues of Lp (for the precise meaning of
the eigenvalues of the Levi form, see the discussion after (1.4)). If the Levi form is
non-degenerate at p, then Y (q) holds at p if and only if q �= n−, n+, where (n−, n+) is
the signature of Lp, i.e. the number of negative eigenvalues of Lp is n− and n++n− =

n − 1. Let �b be the Kohn Laplacian on X (see Chen-Shaw [6] or Chapter 2) and
let �(q)

b denote the restriction to (0, q) forms. When condition Y (q) holds, Kohn’s
L2 estimates give the hypoellipicity with loss of one dervative for the solutions of
�(q)

b u = f (see Folland-Kohn [10], [6] and Chapter 2). The Szegő projection is the
orthogonal projection onto the kernel of �(q)

b in the L2 space. When condition Y (q)

fails, one is interested in the Szegő projection on the level of (0, q) forms. Beals and
Greiner (see [1]) proved that the Szegő projection is a Heisenberg pseudodifferential
operator. Boutet de Monvel and Sjöstrand (see [34]) obtained the full asymptotic
expansion for the Szegő projection in the case of functions. We have been influenced
by these works. The main inspiration for the present paper comes from Berman and
Sjöstrand [3].
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4 CHAPTER 1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS

We now start to formulate the main results. First, we introduce some standard
notations. Let Ω be a C∞ paracompact manifold equipped with a smooth density of
integration. We let T (Ω) and T ∗(Ω) denote the tangent bundle of Ω and the cotangent
bundle of Ω respectively. The complexified tangent bundle of Ω and the complexified
cotangent bundle of Ω will be denoted by CT (Ω) and CT ∗(Ω) respectively. We write
� , � to denote the pointwise duality between T (Ω) and T ∗(Ω). We extend � , � bilin-
early to CT (Ω) × CT ∗(Ω). Let E be a C∞ vector bundle over Ω. The fiber of E at
x ∈ Ω will be denoted by Ex. Let Y ⊂⊂ Ω be an open set. From now on, the spaces
of smooth sections of E over Y and distribution sections of E over Y will be denoted
by C∞(Y ; E) and D �(Y ; E) respectively. Let E �(Y ; E) be the subspace of D �(Y ; E)

whose elements have compact support in Y . For s ∈ R, we let Hs(Y ; E) denote the
Sobolev space of order s of sections of E over Y .

The Hermitian metric ( | ) on CT (X) induces, by duality, a Hermitian metric on
CT ∗(X) that we shall also denote by ( | ). Let Λ0,qT ∗(X) be the bundle of (0, q)

forms of X. The Hermitian metric ( | ) on CT ∗(X) induces a Hermitian metric on
Λ0,qT ∗(X) also denoted by ( | ).

We take (dm) as the induced volume form on X. Let ( | ) be the inner product on
C∞(X; Λ0,qT ∗(X)) defined by

(1.2) (f | g) =

�

X
(f(z) | g(z))(dm), f, g ∈ C∞(X; Λ0,qT ∗(X)).

Let
π(q) : L2(X; Λ0,qT ∗(X)) → Ker�(q)

b

be the Szegő projection, i.e. the orthogonal projection onto the kernel of �(q)
b . Let

Kπ(q)(x, y) ∈ D ��X ×X; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))
�

be the distribution kernel of π(q) with respect to the induced volume form (dm). Here
L

�
Λ0,qT ∗y (X),Λ0,qT ∗x (X)

�
is the vector bundle with fiber over (x, y) consisting of the

linear maps from Λ0,qT ∗y (X) to Λ0,qT ∗x (X).
We pause and recall a general fact of distribution theory. Let E and F be C∞

vector bundles over a paracompact C∞ manifold Ω equipped with a smooth density of
integration. If A : C∞

0 (Ω; E) → D �(Ω; F ) is continuous, we write KA(x, y) or A(x, y)

to denote the distribution kernel of A. The following two statements are equivalent

(a) A is continuous: E �(Ω; E) → C∞(Ω; F ),
(b) KA ∈ C∞(Ω× Ω; L (Ey, Fx)).

If A satisfies (a) or (b), we say that A is smoothing. Let B : C∞
0 (Ω; E) → D �(Ω; F ).

We write A ≡ B if A − B is a smoothing operator. A is smoothing if and only if
A : Hs

comp (Ω; E) → Hs+N
loc (Ω; F ) is continuous, for all N ≥ 0, s ∈ R, where

Hs
loc (Ω; F ) = {u ∈ D �(Ω; F ); ϕu ∈ Hs(Ω; F ); ∀ϕ ∈ C∞

0 (Ω)}

MÉMOIRES DE LA SMF 123



CHAPTER 1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS 5

and Hs
comp (Ω; E) = Hs

loc

�
Ω; E)

�
E �(Ω; E

�
(see Hörmander [18]).

Let Λ1,0T ∗(X) denote the bundle with fiber Λ1,0T ∗z (X) := Λ0,1T ∗z (X) at z ∈ X.
Locally we can choose an orthonormal frame ω1(z), . . . , ωn−1(z) for the bun-
dle Λ1,0T ∗z (X), then ω1(z), . . . , ωn−1(z) is an orthonormal frame for the bundle
Λ0,1T ∗z (X). The real (2n−2) form ω = in−1ω1∧ω1∧· · ·∧ωn−1∧ωn−1 is independent
of the choice of the orthonormal frame. Thus ω is globally defined. Locally there is a
real 1 form ω0(z) of length one which is orthogonal to Λ1,0T ∗z (X)⊕Λ0,1T ∗z (X). ω0(z)

is unique up to the choice of sign. Since X is orientable, there is a nowhere vanishing
(2n− 1) form Q on X. Thus, ω0 can be specified uniquely by requiring that

(1.3) ω ∧ ω0 = fQ,

where f is a positive function. Therefore ω0, so chosen, is globally defined. We call ω0

the uniquely determined global real 1 form.

We recall that the Levi form Lp, p ∈ X, is the Hermitian quadratic form on
Λ1,0Tp(X) defined as follows:

For any Z, W ∈ Λ1,0Tp(X), pick �Z, �W ∈ C∞(X; Λ1,0T (X)) that satisfy

�Z(p) = Z, �W (p) = W. Then Lp(Z,W ) =
1

2i

�
[ �Z , �W ](p) , ω0(p)

�
.

(1.4)

The eigenvalues of the Levi form at p ∈ X are the eigenvalues of the Hermitian form
Lp with respect to the inner product ( | ) on Λ1,0Tp(X).

In this work, we assume that

Assumption 1.1. – The Levi form is non-degenerate at each point of X.

The characteristic manifold of �(q)
b is given by Σ = Σ+

�
Σ−, where

Σ+ = {(x, ξ) ∈ T ∗(X) \ 0; ξ = λω0(x), λ > 0} ,

Σ− = {(x, ξ) ∈ T ∗(X) \ 0; ξ = λω0(x), λ < 0} .
(1.5)

Let (n−, n+), n− + n+ = n− 1, be the signature of the Levi form. We define

Σ̂ = Σ+ if n+ = q �= n−,

Σ̂ = Σ− if n− = q �= n+,

Σ̂ = Σ+
�

Σ− if n+ = q = n−.

Recall that (see [10], [6]) if q /∈ {n−, n+}, then

Kπ(q)(x, y) ∈ C∞�
X ×X; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))

�
.

The main result of this work is the following
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6 CHAPTER 1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS

Theorem 1.2. – Let (X,Λ1,0T (X)) be a compact orientable connected CR manifold

of dimension 2n− 1, n ≥ 2, with a Hermitian metric ( | ). Let (n−, n+), n− + n+ =

n−1, be the signature of the Levi form and let q = n− or n+. Suppose �(q)
b has closed

range. Then,

π(q) : Hs(X; Λ0,qT ∗(X)) → Hs(X; Λ0,qT ∗(X))

is continuous, for all s ∈ R, and WF �(Kπ(q)) = diag (Σ̂ × Σ̂), where WF �(Kπ(q)) =

{(x, ξ, y, η) ∈ T ∗(X)× T ∗(X); (x, ξ, y,−η) ∈ WF (Kπ(q))}. Here WF (Kπ(q)) is the

wave front set of Kπ(q) in the sense of Hörmander (see [14] or chapter 8 of [18]).
Moreover, we have

Kπ(q) = K
π(q)
+

if n+ = q �= n−,

Kπ(q) = K
π(q)
−

if n− = q �= n+,

Kπ(q) = K
π(q)
+

+ K
π(q)
−

if n+ = q = n−,

where K
π(q)
+

(x, y) satisfies

K
π(q)
+

(x, y) ≡
� ∞

0
eiφ+(x,y)ts+(x, y, t)dt

with

s+(x, y, t) ∈ Sn−1
1,0

�
X ×X×]0,∞[; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))

�
,

s+(x, y, t) ∼
∞�

j=0

sj
+(x, y)tn−1−j

in Sn−1
1,0

�
X ×X×]0,∞[; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))

�
, where Sm

1,0, m ∈ R, is the Hör-

mander symbol space [14],

sj
+(x, y) ∈ C∞(X ×X; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))), j = 0, 1, . . . ,

and

φ+(x, y) ∈ C∞(X ×X), Im φ+(x, y) ≥ 0,(1.6)

φ+(x, x) = 0, φ+(x, y) �= 0 if x �= y,(1.7)

dxφ+ �= 0, dyφ+ �= 0 where Im φ+ = 0,(1.8)

dxφ+(x, y)|x=y = ω0(x), dyφ+(x, y)|x=y = −ω0(x),(1.9)

φ+(x, y) = −φ+(y, x).(1.10)

Similarly,

K
π(q)
−

(x, y) ≡
� ∞

0
eiφ−(x,y)ts−(x, y, t)dt
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CHAPTER 1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS 7

with

s−(x, y, t) ∼
∞�

j=0

sj
−(x, y)tn−1−j

in Sn−1
1,0

�
X ×X×]0,∞[; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))

�
, where

sj
−(x, y) ∈ C∞�

X ×X; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))
�
, j = 0, 1, . . . ,

and when q = n− = n+, φ−(x, y) = −φ+(x, y).

A formula for s0
+(x, x) will be given in Proposition 1.7. More properties of the

phase φ+(x, y) will be given in Theorem 1.4 and Remark 1.5 below.

Remark 1.3. – If Y (q−1) and Y (q+1) hold then �(q)
b has closed range (see Chapter 6

for a review and references).

The phase φ+(x, y) is not unique. We can replace φ+(x, y) by

(1.11) �φ(x, y) = f(x, y)φ+(x, y),

where f(x, y) ∈ C∞(X×X) is real and f(x, x) = 1, f(x, y) = f(y, x). Then �φ satisfies
(1.6)–(1.10). We work with local coordinates x = (x1, . . . , x2n−1) defined on an open
set Ω ⊂ X. Let p ∈ Ω. We can check that

�
�φ��(p, p)U, V

�
= �(φ+)��(p, p)U, V �+ �df(p, p), U� �dφ+(p, p), V �

+ �df(p, p), V � �dφ+(p, p), U� , U, V ∈ CT (X),

where (φ+)�� =

�
(φ+)��xx (φ+)��xy

(φ+)��yx (φ+)��yy

�
and similarly for �φ��. The Hessian (φ+)�� of φ+

at (p, p) is well-defined on the space

T(p,p)H+ := {W ∈ CTp(X)× CTp(X); �dφ+(p, p), W � = 0} .

In Chapter 7, we will define T(p,p)H+ as the tangent space of the formal hypersurface
H+ (see (7.45)) at (p, p) ∈ X ×X.

We define the tangential Hessian of φ+(x, y) at (p, p) as the bilinear map:

T(p,p)H+ × T(p,p)H+ → C,

(U, V ) →
�
(φ��+)(p, p)U, V

�
, U, V ∈ T(p,p)H+.

In Chapter 8, we compute the tangential Hessian of φ+(x, y) at (p, p)

Theorem 1.4. – For a given point p ∈ X, let U1(x), . . . , Un−1(x) be an orthonormal

frame of Λ1,0Tx(X) varying smoothly with x in a neighborhood of p, for which the Levi

form is diagonalized at p. We take local coordinates x = (x1, . . . , x2n−1), zj = x2j−1 +
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ix2j, j = 1, . . . , n−1, defined on some neighborhood of p such that ω0(p) =
√

2dx2n−1,

x(p) = 0, ( ∂
∂xj

(p) | ∂
∂xk

(p)) = 2δj,k, j, k = 1, . . . , 2n− 1 and

Uj =
∂

∂zj
− 1√

2
iλjzj

∂

∂x2n−1
− 1√

2
cjx2n−1

∂

∂x2n−1
+ O(|x|2), j = 1, . . . , n− 1,

where cj ∈ C,
∂

∂zj
= 1

2 ( ∂
∂x2j−1

− i ∂
∂x2j

), j = 1, . . . , n − 1, and λj, j = 1, . . . , n − 1,

are the eigenvalues of Lp (this is always possible. see pages 157–160 of [1]). We also

write y = (y1, . . . , y2n−1), wj = y2j−1 + iy2j, j = 1, . . . , n− 1. Then,

φ+(x, y) =
√

2(x2n−1 − y2n−1) + i
n−1�

j=1

|λj | |zj − wj |2

+
n−1�

j=1

�
iλj(zjwj − zjwj) + cj(zjx2n−1 − wjy2n−1)

+ cj(zjx2n−1 − wjy2n−1)
�

+ (x2n−1 − y2n−1)f(x, y) + O(|(x, y)|3),

(1.12)

where f ∈ C∞
, f(0, 0) = 0, f(x, y) = f(y, x).

Remark 1.5. – With the notations used in Theorem 1.4, since ∂φ+

∂x2n−1
(0, 0) �= 0, from

the Malgrange preparation theorem (see Theorem 7.57 of [18]), we have

φ+(x, y) = g(x, y)(
√

2x2n−1 + h(x�, y))

in some neighborhood of (0, 0), where g, h ∈ C∞, g(0, 0) = 1, h(0, 0) = 0 and
x� = (x1, . . . , x2n−2). Put φ̂(x, y) =

√
2x2n−1 + h(x�, y). From the global theory of

Fourier integral operators (see Theorem 4.2 of Melin-Sjöstrand [28]), we see that φ+

and φ̂ are equivalent at (p, ω0(p)) in the sense of Melin-Sjöstrand (see page 172 of
[28]). Since φ+(x, y) = −φ+(y, x), we can replace the phase φ+(x, y) by

φ̂(x, y)− φ̂(y, x)

2
.

Then the new function φ+(x, y) satisfies (1.12) with f = 0.

We have the following corollary of Theorem 1.2 (see Chapter 8).

Corollary 1.6. – There exist

F+, G+, F−, G− ∈ C∞�
X ×X; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))

�

such that

K
π(q)
+

= F+(−i(φ+(x, y) + i0))−n + G+ log(−i(φ+(x, y) + i0)),

K
π(q)
−

= F−(−i(φ−(x, y) + i0))−n + G− log(−i(φ−(x, y) + i0)).
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Moreover, we have

F+ =
n−1�

0

(n− 1− k)!sk
+(x, y)(−iφ+(x, y))k + f+(x, y)(φ+(x, y))n,

F− =
n−1�

0

(n− 1− k)!sk
−(x, y)(−iφ−(x, y))k + f−(x, y)(φ−(x, y))n,

G+ ≡
∞�

0

(−1)k+1

k!
sn+k
+ (x, y)(−iφ+(x, y))k,

G− ≡
∞�

0

(−1)k+1

k!
sn+k
− (x, y)(−iφ−(x, y))k,

(1.13)

where f+(x, y), f−(x, y) ∈ C∞�
X ×X; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))

�
.

If w ∈ Λ0,1T ∗z (X), let w∧,∗ : Λ0,q+1T ∗z (X) → Λ0,qT ∗z (X), q ≥ 0, be the adjoint of
left exterior multiplication w∧ : Λ0,qT ∗z (X) → Λ0,q+1T ∗z (X). That is,

(1.14) (w∧u | v) = (u | w∧,∗v),

for all u ∈ Λ0,qT ∗z (X), v ∈ Λ0,q+1T ∗z (X). Notice that w∧,∗ depends anti-linearly on
w.

In Chapter 8, we compute F+(x, x).

Proposition 1.7. – For a given point p ∈ X, let U1(x), . . . , Un−1(x) be an orthonor-

mal frame of Λ1,0Tx(X), for which the Levi form is diagonalized at p. Let ej(x),

j = 1, . . . , n−1, denote the basis of Λ0,1T ∗x (X), which is dual to U j(x), j = 1, . . . , n−1.

Let λj(x), j = 1, . . . , n − 1, be the eigenvalues of the Levi form Lx. We assume that

q = n+ and that λj(p) > 0 if 1 ≤ j ≤ n+. Then

F+(p, p) = (n− 1)!
1

2
|λ1(p)| · · · |λn−1(p)|π−n

j=n+�

j=1

ej(p)∧ej(p)∧,∗.

In the rest of this section, we will give the outline of the proof of Theorem 1.2. Let
M be an open set in Rn and let f , g ∈ C∞(M). We write f � g if for every compact
set K ⊂ M there is a constant cK > 0 such that f ≤ cKg and g ≤ cKf on K.

We will use the heat equation method. We work with some real local coordinates
x = (x1, . . . , x2n−1) defined on an open set Ω ⊂ X. Let (n−, n+), n− + n+ = n − 1,
be the signature of the Levi form. We will say that a ∈ C∞(R+ × Ω × R2n−1) is
quasi-homogeneous of degree j if a(t, x, λη) = λja(λt, x, η) for all λ > 0. We consider
the problem

(1.15)

�
(∂t + �(q)

b )u(t, x) = 0 in R+ × Ω,

u(0, x) = v(x).
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We shall start by making only a formal construction. We look for an approximate
solution of (1.15) of the form u(t, x) = A(t)v(x),

(1.16) A(t)v(x) =
1

(2π)2n−1

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)v(y)dydη

where formally

a(t, x, η) ∼
∞�

j=0

aj(t, x, η),

aj(t, x, η) is a matrix-valued quasi-homogeneous function of degree −j.
We let the full symbol of �(q)

b be:

full symbol of �(q)
b =

2�

j=0

pj(x, ξ)

where pj(x, ξ) is positively homogeneous of order 2− j in the sense that

pj(x, λη) = λ2−jpj(x, η), |η| ≥ 1, λ ≥ 1.

We apply ∂t + �(q)
b formally inside the integral in (1.16) and then introduce the

asymptotic expansion of �(q)
b (aeiψ). Set (∂t + �(q)

b )(aeiψ) ∼ 0 and regroup the terms
according to the degree of quasi-homogeneity. The phase ψ(t, x, η) should solve

(1.17)






∂ψ
∂t − ip0(x, ψ�x) = O(|Im ψ|N ), ∀N ≥ 0,

ψ|t=0 = �x, η� .

This equation can be solved with Im ψ(t, x, η) ≥ 0 and the phase ψ(t, x, η) is quasi-
homogeneous of degree 1. Moreover,

ψ(t, x, η) = �x, η� on Σ, dx,η(ψ − �x, η�) = 0 on Σ,

Im ψ(t, x, η) �
�
|η| t |η|

1 + t |η|

��
dist

�
(x,

η

|η| ),Σ
��2

, |η| ≥ 1.

Furthermore, there exists ψ(∞, x, η) ∈ C∞(Ω × Ṙ2n−1) with a uniquely determined
Taylor expansion at each point of Σ such that for every compact set K ⊂ Ω× Ṙ2n−1

there is a constant cK > 0 such that

Im ψ(∞, x, η) ≥ cK |η|
�
dist

�
(x,

η

|η| ),Σ
��2

, |η| ≥ 1.

If λ ∈ C(T ∗Ω � 0), λ > 0 is positively homogeneous of degree 1 and λ|Σ < min λj ,
λj > 0, where ±iλj are the non-vanishing eigenvalues of the fundamental matrix of
�(q)

b , then the solution ψ(t, x, η) of (1.17) can be chosen so that for every compact
set K ⊂ Ω× Ṙ2n−1 and all indices α, β, γ, there is a constant cα,β,γ,K such that

��∂α
x ∂β

η ∂γ
t (ψ(t, x, η)− ψ(∞, x, η))

�� ≤ cα,β,γ,Ke−λ(x,η)t on R+ ×K.

(for the details, see Menikoff-Sjöstrand [29] or Chapter 3).
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We obtain the transport equations

(1.18)

�
T (t, x, η, ∂t, ∂x)a0 = O(|Im ψ|N ), ∀N,

T (t, x, η, ∂t, ∂x)aj + lj(t, x, η, a0, . . . , aj−1) = O(|Im ψ|N ), ∀N.

Following the method of Menikoff-Sjöstrand [29], we see that we can solve (1.18).
Moreover, aj decay exponetially fast in t when q �= n−, n+, and has subexponetially
growth in general (subexponetially growth means that aj satifies (4.13)). We assume
that q = n− or n+. To get further, we use a trick from Berman-Sjöstrand [3]. We use
∂b�(q)

b = �(q+1)
b ∂b, ∂b

∗�(q)
b = �(q−1)

b ∂b
∗ and get in a formula asymptotic sense

∂t(∂b(e
iψa)) + �(q+1)

b (∂b(e
iψa)) ∼ 0,

∂t(∂b
∗
(eiψa)) + �(q−1)

b (∂b
∗
(eiψa)) ∼ 0.

Put
∂b(e

iψa) = eiψâ, ∂b
∗
(eiψa) = eiψ�a.

We have

(∂t + �(q+1)
b )(eiψâ) ∼ 0,

(∂t + �(q−1)
b )(eiψ�a) ∼ 0.

The corresponding degrees of â and �a are q + 1 and q − 1. We deduce as above that
â and �a decay exponetially fast in t. This also applies to

�(q)
b (aeiψ) = ∂b(∂b

∗
aeiψ) + ∂b

∗
(∂baeiψ) = ∂b(e

iψ�a) + ∂b
∗
(eiψâ).

Thus, ∂t(aeiψ) decay exponetially fast in t. Since ∂tψ decay exponetially fast in t so
does ∂ta. Hence, there exist

aj(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Ω) ,Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . ,

positively homogeneous of degree −j such that aj(t, x, η) converges exponentially fast
to aj(∞, x, η), for all j = 0, 1, . . . .

Choose χ ∈ C∞
0 (R2n−1) so that χ(η) = 1 when |η| < 1 and χ(η) = 0 when |η| > 2.

We formally set

G =
1

(2π)2n−1

� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)

− ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)
�
(1− χ(η))dt

�
dη

and
S =

1

(2π)2n−1

� �
ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)

�
dη.

In Chapter 5, we will show that G is a pseudodifferential operator of order −1 type
( 1
2 , 1

2 ). In Chapter 6, we will show that S + �(q)
b ◦G ≡ I, �(q)

b ◦ S ≡ 0. From this, it
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12 CHAPTER 1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS

is not difficult to see that π(q) ≡ S if �(q)
b has closed range. We deduce that π(q) is a

Fourier integral operator if �(q)
b has closed range. From the global theory of Fourier

integral operators (see [28] and Chapter 7), we get Theorem 1.2.
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CHAPTER 2

∂b-COMPLEX AND THE
HYPOELLIPICITY OF �b, A REVIEW

References for the basic elements of CR geometry, see the books [1], Boggess [4] and
[6]. From now on, we assume that (X,Λ1,0T (X)) is a compact orientable connected
CR manifold of dimension 2n − 1, n ≥ 2, and we fix a Hermitian metric ( | ) on
CT (X). Then there is a real non-vanishing vector field Y on X which is pointwise
orthogonal to Λ1,0T (X) ⊕ Λ0,1T (X). We take Y so that �Y � = 1, �Y, ω0� = −1 (we
recall that ω0 is the uniquely determined global real 1 form, see (1.3)). Therefore Y is
uniquely determined. We call Y the uniquely determined global real vector field. We
have the pointwise orthogonal decompositions:

CT ∗(X) = Λ1,0T ∗(X)⊕ Λ0,1T ∗(X)⊕ {λω0; λ ∈ C} ,

CT (X) = Λ1,0T (X)⊕ Λ0,1T (X)⊕ {λY ; λ ∈ C} .
(2.1)

For U , V ∈ C∞(X; Λ1,0T (X)), from (1.4), we can check that

(2.2) [U , V ](p) = −(2i)Lp(U(p) , V (p))Y (p) + h, h ∈ Λ1,0Tp(X)⊕ Λ0,1Tp(X).

Next we recall the tangential Cauchy-Riemann operator ∂b and ∂b
∗. Let

Λq(CT ∗(X)), q ∈ N, be the vector bundle of q forms of X. The Hermitian metric ( | )

on CT ∗(X) induces a Hermitian metric on Λq(CT ∗(X)) also denoted by ( | ). Let

π0,q : Λq(CT ∗(X)) → Λ0,qT ∗(X)

be the orthogonal projection map.

Definition 2.1. – The tangential Cauchy-Riemann operator ∂b is defined by

∂b = π0,q+1 ◦ d : C∞(X; Λ0,qT ∗(X)) → C∞(X; Λ0,q+1T ∗(X)).

The following is well-known (see page 152 of [1]).

Proposition 2.2. – We have ∂
2
b = 0.
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Let ∂b
∗ be the formal adjoint of ∂b, that is (∂bf | h) = (f | ∂b

∗
h), where f ∈

C∞(X; Λ0,qT ∗(X)), h ∈ C∞(X; Λ0,q+1T ∗(X)) and ( | ) is given by (1.2). ∂b
∗ is a

first order differential operator and (∂b
∗
)2 = 0. The Kohn Laplacian �b is given by

�b = ∂b∂b
∗

+ ∂b
∗
∂b.

From now on, we write �(q)
b to denote the restriction to (0, q) forms.

For z0 ∈ X, we can choose an orthonormal frame e1(z), . . . , en−1(z) for Λ0,1T ∗z (X)

varying smoothly with z in a neighborhood of z0. Let Zj(z), j = 1, . . . , n− 1, denote
the basis of Λ0,1Tz(X), which is dual to ej(z), j = 1, . . . , n− 1. Let Z∗j be the formal
adjoint of Zj , j = 1, . . . , n − 1. That is, (Zjf | h) = (f | Z∗j h), f, h ∈ C∞(X). We
have the following (for a proof, see pages 154–156 of [1]).

Proposition 2.3. – With the notations used before, the Kohn Laplacian �(q)
b is given

by

�(q)
b = ∂b∂b

∗
+ ∂b

∗
∂b

=
n−1�

j=1

Z∗j Zj +
n−1�

j,k=1

e∧j e∧,∗
k ◦ [Zj , Z∗k ] + ε(Z) + ε(Z∗) + zero order terms,

(2.3)

where ε(Z) denotes remainder terms of the form
�

ak(z)Zk with ak smooth, matrix-

valued and similarly for ε(Z∗) and the map

e∧j e∧,∗
k ◦ [Zj , Z

∗
k ] : C∞(X; Λ0,qT ∗(X)) → C∞(X; Λ0,qT ∗(X))

is defined by

(e∧j e∧,∗
k ◦ [Zj , Z

∗
k ])(f(z)ej1 ∧ · · · ∧ ejq ) = [Zj , Z

∗
k ](f)(e∧j e∧,∗

k ) ◦ ej1 ∧ · · · ∧ ejq

and we extend the definition by linearity. We recall that e∧,∗
k is given by (1.14).

We work with some real local coordinates x = (x1, . . . , x2n−1) defined on an open
set Ω ⊂ X. We let the full symbol of �(q)

b be:

(2.4) full symbol of �(q)
b =

2�

j=0

pj(x, ξ)

where pj(x, ξ) is positively homogeneous of order 2 − j. Let qj , j = 1, . . . , n − 1, be
the principal symbols of Zj , j = 1, . . . , n − 1, where Zj , j = 1, . . . , n − 1, are as in
Proposition 2.3. Then,

(2.5) p0 =
n−1�

j=1

qjqj .

The characteristic manifold Σ of �(q)
b is

(2.6) Σ = {(x, ξ) ∈ T ∗(X) � 0; ξ = λω0(x), λ �= 0} .
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From (2.5), we see that p0 vanishes to second order at Σ. Thus, Σ is a doubly char-
acteristic manifold of �(q)

b . The subprincipal symbol of �(q)
b at (x0, ξ0) ∈ Σ is given

by

(2.7) ps
0(x0, ξ0) = p1(x0, ξ0) +

i

2

2n−1�

j=1

∂2p0(x0, ξ0)

∂xj∂ξj
∈ L

�
Λ0,q

x0
T ∗(X),Λ0,q

x0
T ∗(X)

�
.

It is well-known (see page 83 of Hörmander [15]) that the subprincipal symbol of �(q)
b

is invariantly defined on Σ.

For an operator of the form Z∗j Zj this subprincipal symbol is given by

1

2i

�
qj , qj

�

and the contribution from the double sum in (2.3) to the subprincipal symbol of �(q)
b

is
1

i

n−1�

j,k=1

e∧j e∧,∗
k ◦ {qj , qk} ,

where {qj , qk} denotes the Poisson bracket of qj and qk. We recall that {qj , qk} =�2n−1
s=1 (∂qj

∂ξs

∂qk
∂xs

− ∂qj

∂xs

∂qk
∂ξs

). We get the subprincipal symbol of �(q)
b on Σ,

(2.8) ps
0 =

� n−1�

j=1

− 1

2i

�
qj , qj

� �
+

n−1�

j,k=1

e∧j e∧,∗
k

1

i
{qj , qk} .

From (2.2), we see that [Zk, Zj ] = −(2i)L(Zk, Zj)Y + h, h ∈ C∞�
X; Λ1,0T (X) ⊕

Λ0,1T (X)
�
. Note that the principal symbol of Zk is −qk. Hence,

(2.9) {qk, qj} = (2i)L(Zk, Zj)σiY on Σ,

where σiY is the principal symbol of iY . Thus,

(2.10) ps
0 =

� n−1�

j=1

L(Zj , Zj)−
n−1�

j,k=1

2e∧j e∧,∗
k L(Zk, Zj)

�
σiY on Σ.

In the rest of this chapter, we will assume the reader is familiar with some basic
notions of symplectic geometry. For basic notions and facts of symplectic geometry,
see chapter XVIII of [15] or chapter 3 of Duistermaat [8].

From now on, for any f ∈ C∞(T ∗(X)), we write Hf to denote the Hamilton field
of f . We need the following

Lemma 2.4. – We recall that we work with Assumption 1.1. Σ is a symplectic sub-

manifold of T ∗(X).
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Proof. – Let ρ ∈ Σ. Note that

Σ =
�
(x, ξ) ∈ T ∗(X) � 0; qj(x, ξ) = qj(x, ξ) = 0, j = 1, . . . , n− 1

�
.

Let CTρ(Σ) and CTρ(T ∗(X)) be the complexifications of the spaces Tρ(Σ) and
Tρ(T ∗(X)) respectively. We can choose the basis Hq1 , . . . ,Hqn−1 , Hq1

, . . . ,Hqn−1
for

Tρ(Σ)⊥, where Tρ(Σ)⊥ is the orthogonal to CTρ(Σ) in CTρ(T ∗(X)) with respect to
the canonical two form,

(2.11) σ = dξ ∧ dx.

In view of (2.9), we have σ(Hqj , Hqk
) = {qj , qk} = 2

i L(Zk, Zj)σiY on Σ. We notice
that {qj , qk} = 0 on Σ. Thus, if the Levi form is non-degenerate at each point of
X, then σ is non-degenerate on Tρ(Σ)⊥, hence also on CTρ(Σ) and Σ is therefore
symplectic.

The fundamental matrix of p0 at ρ = (p, ξ0) ∈ Σ is the linear map Fρ on Tρ(T ∗(X))

defined by

(2.12) σ(t, Fρs) = �t, p��0(ρ)s� , t, s ∈ Tρ(T
∗(X)),

where σ is the canonical two form (see (2.11)) and

p��0(ρ) =

�
∂2p0

∂x∂x (ρ) ∂2p0

∂ξ∂x (ρ)
∂2p0

∂x∂ξ (ρ) ∂2p0

∂ξ∂ξ (ρ)

�
.

We can choose the basis Hq1 , . . . ,Hqn−1 , Hq1
, . . . ,Hqn−1

for Tρ(Σ)⊥, where Tρ(Σ)⊥

is the orthogonal to CTρ(Σ) in CTρ(T ∗(X)) with respect to canonical two form. We
notice that Hp0 =

�
j(qjHqj + qjHqj

). We compute the linearization of Hp0 at ρ

Hp0

�
ρ +

�
(tkHqk + skHqk

)
�

= O(|t, s|2) +
�

j,k

tk
�
qk, qj

�
Hqj +

�

j,k

sk {qk, qj}Hqj
.

So Fρ is expressed in the basis Hq1 , . . . ,Hqn−1 , Hq1
, . . . ,Hqn−1

by

(2.13) Fρ =

� �
qk, qj

�
0

0 {qk, qj}

�
.

Again, from (2.9), we see that the non-vanishing eigenvalues of Fρ are

(2.14) ± 2iλjσiY (ρ),

where λj , j = 1, . . . , n− 1, are the eigenvalues of Lp.
To compute further, we assume that the Levi form is diagonalized at the given

point p ∈ X. Then
�

j,k

2e∧j e∧,∗
k Lp(Zk, Zj)σiY =

�

j

2e∧j e∧,∗
j Lp(Zj , Zj)σiY .

MÉMOIRES DE LA SMF 123



CHAPTER 2. ∂b-COMPLEX AND THE HYPOELLIPICITY OF �b, A REVIEW 17

From this, we see that on Σ and on the space of (0, q) forms, ps
0 + 1

2
�trF has the

eigenvalues
n−1�

j=1

|λj | |σiY | +
�

j /∈J

λjσiY −
�

j∈J

λjσiY , |J | = q,

J = (j1, j2, . . . , jq), 1 ≤ j1 < j2 < · · · < jq ≤ n− 1,

(2.15)

where �trF denotes
�

|µj |, ±µj are the non-vanishing eigenvalues of Fρ.
Let (n−, n+), n−+n+ = n−1, be the signature of the Levi form. Since �Y, ω0� = −1,

we have σiY > 0 on Σ+, σiY < 0 on Σ− (we recall that Σ+ and Σ− are given by
(1.5)). Let

inf (ps
0 +

1

2
�trF ) = inf

�
λ; λ : eigenvalue of ps

0 +
1

2
�trF

�
.

From (2.15), we see that on Σ+

(2.16) inf (ps
0 +

1

2
�trF )

�
= 0, q = n+,

> 0, q �= n+.

On Σ−

(2.17) inf (ps
0 +

1

2
�trF )

�
= 0, q = n−,

> 0, q �= n−.

Let Ω be an open set in RN . Let P be a classical pseudodifferential operator on Ω

of order m > 1. P is said to be hypoelliptic with loss of one derivative if u ∈ E �(Ω)

and Pu ∈ Hs
loc(Ω) implies u ∈ Hs+m−1

comp (Ω).
We recall classical works by Boutet de Monvel [32] and Sjöstrand [36].

Proposition 2.5. – Let Ω be an open set in RN
. Let P be a classical pseudodiffer-

ential operator on Ω of order m > 1. The symbol of P takes the form

σP (x, ξ) ∼ pm(x, ξ) + pm−1(x, ξ) + pm−2(x, ξ) + · · · ,

where pj is positively homogeneous of degree j. We assume that Σ = p−1
m (0) is a

symplectic submanifold of codimension 2d, pm ≥ 0 and pm vanishes to precisely second

order on Σ. Let F be the fundamental matrix of pm. Let ps
m be the subprincipal symbol

of P . Then P is hypoelliptic with loss of one derivative if and only if ps
m(ρ)+

�d
j=1(

1
2 +

αj) |µj | �= 0 at every point ρ ∈ Σ for all (α1, α2, . . . , αd) ∈ Nd
, where ±iµj are the

eigenvalues of F at ρ.

Proposition 2.5 also holds if P is a matrix-valued classical pseudodifferential oper-
ator on Ω of order m > 1 with scalar principal symbol.

From (2.16), (2.17) and Proposition 2.5, we have the following
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Proposition 2.6. – �(q)
b is hypoelliptic with loss of one derivative if and only if

Y (q) holds at each point of X (we recall that the definition of Y (q) is given by (1.1)).
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CHAPTER 3

THE CHARACTERISTIC EQUATION

In this chapter, we consider the characteristic equation for ∂t + �(q)
b .

Let p0(x, ξ) be the principal symbol of �(q)
b . We work with some real local coordi-

nates x = (x1, x2, . . . , x2n−1) defined on an open set Ω ⊂ X. We identify Ω with an
open set in R2n−1. Let ΩC be an almost complexification of Ω. That is, ΩC is an open
set in C2n−1 with ΩC �

R2n−1 = Ω. We identify T ∗(Ω) with Ω×R2n−1. Similarly, let
T ∗(Ω)C be an open set in C2n−1 × C2n−1 with T ∗

�
Ω)C

�
(R2n−1 × R2n−1

�
= T ∗(Ω).

In this chapter, for any function f , we also write f to denote an almost analytic
extension (for the precise meaning of almost analytic extension, see Chapter 1 of [28]).
We look for solutions ψ(t, x, η) ∈ C∞(R+ × T ∗(Ω) \ 0) of the problem

(3.1)






∂ψ
∂t − ip0(x, ψ�x) = O(|Im ψ|N ), ∀N ≥ 0,

ψ|t=0 = �x , η�

with Im ψ(t, x, η) ≥ 0. More precisely, we look for solutions ψ(t, x, η) ∈ C∞(R+ ×
T ∗(Ω) \ 0) with Im ψ(t, x, η) ≥ 0 such that ψ|t=0 = �x , η� and for every compact set
K ⊂ T ∗(Ω) \ 0, N ≥ 0, there exists cK,N ≥ 0, such that

����
∂ψ

∂t
− ip0(x, ψ�x)

���� ≤ cK,N |Im ψ|N on R+ ×K.

Let f(x, ξ), g(x, ξ) ∈ C∞(T ∗(Ω)C). We write f = g mod |Im (x, ξ)|∞ if, given any
compact subset K of T ∗(Ω)C and any integer N > 0, there is a constant c > 0 such that
|(f − g)(x, ξ)| ≤ c |Im (x, ξ)|N , ∀(x, ξ) ∈ K. Let U and V be C∞ complex vector fields
on T ∗(Ω)C. We write U = V mod |Im (x, ξ)|∞ if U(f) = V (f) mod |Im (x, ξ)|∞ and
U(f) = V (f) mod |Im (x, ξ)|∞, for all almost analytic functions f on T ∗(Ω)C.

In the complex domain, the Hamiltonian field Hp0 is given by Hp0 = ∂p0

∂ξ
∂
∂x−

∂p0

∂x
∂
∂ξ .

We notice that Hp0 depends on the choice of almost analytic extension of p0 but we
can give an invariant meaning of the exponential map exp(−itHp0), t ≥ 0. Note that
Hp0 vanishes on Σ. We consider the real vector field −iHp0 +−iHp0 . Let Φ(t, ρ) be the
−iHp0 +−iHp0 flow. We notice that for every T > 0 there is an open neighborhood

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2010
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U of Σ in T ∗(Ω)C such that for all 0 ≤ t ≤ T , Φ(t, ρ) is well-defined if ρ ∈ U . Since
we only need to consider Taylor expansions at Σ, for the convenience, we assume that
Φ(t, ρ) is well-defined for all t ≥ 0 and ρ ∈ T ∗(Ω)C. The following is well-known (see
Chapter 1 of Menikoff-Sjöstrand [29] or Proposition B.13 of paper I in [20]).

Proposition 3.1. – Let Φ(t, ρ) be as above. Let U be a real vector field on T ∗(Ω)C
such that U = −iHp0 + −iHp0 mod |Im (x, ξ)|∞. Let Φ̂(t, ρ) be the U flow. Then,

for every compact set K ⊂ T ∗(Ω)C, N ≥ 0, there is cN,K(t) > 0, such that

���Φ(t, ρ)− Φ̂(t, ρ)
��� ≤ cN,K(t)dist (ρ,Σ)N , ρ ∈ K.

For t ≥ 0, let

(3.2) Gt = {(ρ,Φ(t, ρ)); ρ ∈ T ∗(Ω)C} ,

where Φ(t, ρ) is as in Proposistion 3.1. We call Gt the graph of the operator
exp (−itHp0). Since Hp0 vanishes on Σ, we have Φ(t, ρ) = ρ if ρ ∈ Σ. Gt depends
on the choice of almost analytic extension of p0. Let p̂0 be another almost analytic
extension of p0. Let Ĝt be the graph of exp (−itHp̂0). From Proposition 3.1, it follows
that Gt coincides to infinite order with Ĝt on diag (Σ× Σ), for all t ≥ 0.

In Menikoff-Sjöstrand [29], it was shown that there exist

g(t, x, η), h(t, x, η) ∈ C∞(R+ × T ∗(Ω)C)

such that Gt = {(x, g(t, x, η), h(t, x, η), η); (x, η) ∈ T ∗(Ω)C}. Moreover, there exists
ψ(t, x, η) ∈ C∞(R+ × T ∗(Ω)C) such that

g(t, x, η)− ψ�x(t, x, η) and h(t, x, η)− ψ�η(t, x, η)

vanish to infinite order on Σ, for all t ≥ 0. Furthermore, when (t, x, η) is real, ψ(t, x, η)

solves (3.1) and we have,

(3.3) Im ψ(t, x, η) � t

1 + t

�
dist ((x, η),Σ)

�2
, t ≥ 0, |η| = 1.

For the precise meaning of �, see the discussion after Proposition 1.7.

Moreover, we have the following

Proposition 3.2. – There exists ψ(t, x, η) ∈ C∞(R+×T ∗(Ω)\0) such that Im ψ ≥ 0

with equality precisely on ({0} × T ∗(Ω) \ 0)
�

(R+ × Σ) and such that (3.1) holds

where the error term is uniform on every set of the form [0, T ] ×K with T > 0 and

K ⊂ T ∗(Ω) \ 0 compact. Furthermore, ψ is unique up to a term which is O(|Im ψ|N )

locally uniformly for every N and

ψ(t, x, η) = �x, η� on Σ, dx,η(ψ − �x, η�) = 0 on Σ.
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Moreover, we have

(3.4) Im ψ(t, x, η) �
�
|η| t |η|

1 + t |η|

��
dist

�
(x,

η

|η| ),Σ
��2

, t ≥ 0, |η| ≥ 1.

Proposition 3.3. – There exists a function ψ(∞, x, η) ∈ C∞(T ∗(Ω) \ 0) with a

uniquely determined Taylor expansion at each point of Σ such that

For every compact set K ⊂ T ∗(Ω) \ 0 there is a cK > 0 such that

Im ψ(∞, x, η) ≥ cK |η|
�
dist

�
(x, η

|η| ),Σ
��2

, dx,η(ψ(∞, x, η) − �x, η�) =

0 on Σ.

If λ ∈ C(T ∗(Ω) \ 0), λ > 0 and λ|Σ < min |λj |, where ±i |λj | are the non-vanishing

eigenvalues of the fundamental matrix of �(q)
b , then the solution ψ(t, x, η) of (3.1)

can be chosen so that for every compact set K ⊂ T ∗(Ω) \ 0 and all indices α, β, γ,

there is a constant cα,β,γ,K such that

(3.5)
��∂α

x ∂β
η ∂γ

t (ψ(t, x, η)− ψ(∞, x, η))
�� ≤ cα,β,γ,Ke−λ(x,η)t

on R+ ×K.

For the proofs of Proposition 3.2 and Proposition 3.3, we refer the reader to [29].
From the positively homogeneity of p0, it follows that we can choose ψ(t, x, η) in
Proposition 3.2 to be quasi-homogeneous of degree 1 in the sense that ψ(t, x, λη) =

λψ(λt, x, η), λ > 0 (see Definition 4.1). This makes ψ(∞, x, η) positively homogeneous
of degree 1.

We recall that p0 = q1q1+· · ·+qn−1qn−1. We can take an almost analytic extension
of p0 so that

(3.6) p0(x, ξ) = p0(x, ξ).

From (3.6), we have

−∂ψ

∂t
(t, x,−η)− ip0(x, ψ

�
x(t, x,−η)) = O(|Im ψ|N ), t ≥ 0,

for all N ≥ 0, (x, η) real. Since p0(x,−ξ) = p0(x, ξ), we have

(3.7) − ∂ψ

∂t
(t, x,−η)− ip0(x,−ψ

�
x(t, x,−η)) = O(|Im ψ|N ), t ≥ 0,

for all N ≥ 0, (x, η) real. From Proposition 3.2, we can take ψ(t, x, η) so that
ψ(t, x, η) = −ψ(t, x,−η), (x, η) is real. Hence,

(3.8) ψ(∞, x, η) = −ψ(∞, x,−η), (x, η) is real.

Put �Gt =
�
(y, η, x, ξ); (x, ξ, y, η) ∈ Gt

�
, where Gt is defined by (3.2). From (3.6),

it follows that Φ(t, ρ) = Φ(−t, ρ), where Φ(t, ρ) is as in Proposition 3.1. Thus, for all
t ≥ 0,

(3.9) Gt = �Gt.
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Put

(3.10) Ct =
��

x, ψ�x(t, x, η), ψ�η(t, x, η), η
�
; (x, η) ∈ T ∗(ΩC)

�

and �Ct =
�
(y, η, x, ξ); (x, ξ, y, η) ∈ Ct

�
. Since Ct coincides to infinite order with Gt

on diag (Σ×Σ), for all t ≥ 0, from (3.9), it follows that Ct coincides to infinite order
with �Ct on diag (Σ× Σ), for all t ≥ 0. Letting t →∞, we get the following

Proposition 3.4. – Let

(3.11) C∞ =
��

x, ψ�x(∞, x, η), ψ�η(∞, x, η), η
�
; (x, η) ∈ T ∗(ΩC)

�

and �C∞ =
�
(y, η, x, ξ); (x, ξ, y, η) ∈ C∞

�
. Then �C∞ coincides to infinite order with

C∞ on diag (Σ× Σ).

From Proposition 3.4 and the global theory of Fourier integral operators (see The-
orem 4.2 of [28]), we have the following

Proposition 3.5. – The two phases

ψ(∞, x, η)− �y, η� ,−ψ(∞, y, η) + �x, η� ∈ C∞(Ω× Ω× Ṙ2n−1)

are equivalent in the sense of Melin-Sjöstrand [28].

We recall that

Σ =
�
(x, ξ) ∈ T ∗(Ω) � 0; qj(x, ξ) = qj(x, ξ) = 0, j = 1, . . . , n− 1

�
.

For any function f ∈ C∞(T ∗(Ω)), we use �f to denote an almost analytic extension
with respect to the weight function dist((x, ξ),Σ). Set

(3.12) �Σ =
�

(x, ξ) ∈ T ∗(Ω)C � 0; �qj(x, ξ) = �qj(x, ξ) = 0, j = 1, . . . , n− 1
�

.

We say that �Σ is an almost analytic extension with respect to the weight function
dist((x, ξ),Σ) of Σ. Let f(x, ξ), g(x, ξ) ∈ C∞(W ), where W is an open set in T ∗(Ω)C.
We write f = g mod d∞Σ if, given any compact subset K of W and any integer
N > 0, there is a constant c > 0 such that |(f − g)(x, ξ)| ≤ cdist ((x, ξ),Σ)N , ∀(x, ξ) ∈
K. From the global theory of Fourier integral operators (see Theorem 4.2 of [28]),
we only need to consider Taylor expansions at Σ. We may work with the following
coordinates (for the proof, see [29]).

Proposition 3.6. – Let ρ ∈ Σ. Then in some open neighborhood Γ of ρ in T ∗(Ω)C,

there are C∞
functions �xj ∈ C∞(Γ), �ξj ∈ C∞(Γ), j = 1, . . . , 2n− 1, such that

(a) �xj,
�ξj, j = 1, . . . , 2n−1, are almost analytic functions with respect to the weight

function dist((x, ξ),Σ).

(b) det
�

∂(x,ξ)

∂(�x,�ξ)

�
�= 0 on (Γ)R, where (Γ)R = Γ

�
T ∗(Ω) and �x = (�x1, . . . , �x2n−1), �ξ =

(�ξ1, . . . , �ξ2n−1).
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(c) �xj,
�ξj, j = 1, . . . , 2n− 1, form local coordinates of Γ.

(d) (�x, �ξ) is symplectic to infinite order on Σ. That is, {�xj , �xk} = 0 mod d∞Σ ,

{�ξj , �ξk} = 0 mod d∞Σ , {�ξj , �xk} = δj,k mod d∞Σ , where j, k = 1, . . . , 2n − 1.

Here {f, g} = ∂f
∂ξ

∂g
∂x −

∂f
∂x

∂g
∂ξ , f , g ∈ C∞(Γ).

(e) We write �x�, �x��, �ξ�, �ξ�� to denote (�x1, . . . , �xn), (�xn+1, . . . , �x2n−1), (�ξ1, . . . , �ξn)

and (�ξn+1, . . . , �ξ2n−1) respectively. Then, �Σ
�

Γ coincides to infinite order with�
(�x, �ξ); �x�� = 0, �ξ�� = 0

�
on Σ

�
(Γ)R and

Σ
�

(Γ)R =
�

(�x, �ξ); �x�� = 0, �ξ�� = 0, �x� and �ξ� are real

�
.

Furthermore, there is a (n− 1)× (n− 1) matrix of almost analytic functions A(�x, �ξ)
such that for every compact set K ⊂ Γ and N ≥ 0, there is a cK,N > 0, such that

���p0(�x, �ξ)− i
�
A(�x, �ξ)�x��, �ξ��

���� ≤ cK,N

���(�x��, �ξ��)
���
N

on K,

and when �x� and �ξ� are real, A(�x�, 0, �ξ�, 0) has positive eigenvalues |λ1| , . . . , |λn−1|,
where ±iλ1, . . . ,±iλn−1 are the non-vanishing eigenvalues of F (�x�, 0, �ξ�, 0), the fun-

damental matrix of �(q)
b . In particular,

1

2
trA(�x�, 0, �ξ�, 0) =

1

2
�trF (�x�, 0, �ξ�, 0).

Formally, we write

(3.13) p0(�x, �ξ) = i
�
A(�x, �ξ)�x��, �ξ��

�
+ O(

���(�x��, �ξ��)
���
N

).

Remark 3.7. – Set

E =
�
(t, x, ξ, y, η) ∈ R+ × T ∗(Ω)C × T ∗(Ω)C; (x, ξ, y, η) ∈ Ct

�
,

where Ct is defined by (3.10). Let (�x, �ξ) be the coordinates of Proposition 3.6. In the
work of Menikoff-Sjöstrand [29], it was shown that there exists �ψ(t, �x, �η) ∈ C∞(R+×
Γ), where Γ is as in Proposition 3.6, such that






∂ �ψ
∂t − ip0(�x, �ψ��x) = O(|(�x��, �η��)|N ), for all N > 0,

�ψ|t=0 = ��x , �η�

and �ψ(t, �x, �η) is of the form

(3.14) �ψ(t, �x, �η) = ��x�, �η��+
�
e−tA(�x�,0,�η�,0)�x��, �η��

�
+ �ψ2(t, �x, �η) + �ψ3(t, �x, �η) + · · · ,

where A is as in Proposition 3.6 and �ψj(t, �x, �η) is a C∞ homogeneous polynomial of
degree j in (�x��, �η��). If λ ∈ C(T ∗(Ω) \ 0), λ > 0 and λ|Σ < min |λj |, where ±i |λj |
are the non-vanishing eigenvalues of the fundamental matrix of �(q)

b , then for every
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compact set K ⊂ Σ
�

(Γ)R and all indices α, β, γ, j, there is a constant cα,β,γ,j,K

such that

(3.15)
���∂α
�x ∂β
�η ∂γ

t ( �ψj(t, �x, �η))
��� ≤ cα,β,γ,Ke−λ(�x,�η)t on R+ ×K.

Put �E =
�

(t, �x, ∂ �ψ
∂�x (t, �x, �η), ∂ �ψ

∂�η (t, �x, �η), �η); t ∈ R+, �x, �η ∈ C∞(Γ)
�

. We notice that
�E coincides to infinite order with E on R+×diag

�
(Σ

�
(Γ)R)× (Σ

�
(Γ)R)

�
(see [29]).
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CHAPTER 4

THE HEAT EQUATION, FORMAL CONSTRUCTION

We work with some real local coordinates x = (x1, . . . , x2n−1) defined on an open
set Ω ⊂ X. We identify T ∗(Ω) with Ω× R2n−1.

Definition 4.1. – We say that a ∈ C∞(R+×T ∗(Ω)) is quasi-homogeneous of degree
j if a(t, x, λη) = λja(λt, x, η) for all λ > 0.

We can check that if a is quasi-homogeneous of degree j, then ∂α
x ∂β

η ∂γ
t a is quasi-

homogeneous of degree j − |β| + γ.
In this chapter, we consider the problem

(4.1)

�
(∂t + �(q)

b )u(t, x) = 0 in R+ × Ω,

u(0, x) = v(x).

We shall start by making only a formal construction. We look for an approximate
solution of (4.1) of the form u(t, x) = A(t)v(x),

(4.2) A(t)v(x) =
1

(2π)2n−1

��
ei(ψ(t,x,η)−�y,η�)a(t, x, η)v(y)dydη

where formally

a(t, x, η) ∼
∞�

j=0

aj(t, x, η),

aj(t, x, η) ∈ C∞�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, aj(t, x, η) is a quasi-homo-

geneous function of degree −j.
We let the full symbol of �(q)

b be:

full symbol of �(q)
b =

2�

j=0

pj(x, ξ),

where pj(x, ξ) is positively homogeneous of order 2 − j. We apply ∂t + �(q)
b for-

mally under the integral in (4.2) and then introduce the asymptotic expansion of
�(q)

b (aeiψ) (see page 148 of [28]). Setting (∂t + �(q)
b )(aeiψ) ∼ 0 and regrouping the
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terms according to the degree of quasi-homogeneity. We obtain the transport equa-
tions

(4.3)

�
T (t, x, η, ∂t, ∂x)a0 = O(|Im ψ|N ), ∀N,

T (t, x, η, ∂t, ∂x)aj + lj(t, x, η, a0, . . . , aj−1) = O(|Im ψ|N ), ∀N.

Here

T (t, x, η, ∂t, ∂x) = ∂t − i
2n−1�

j=1

∂p0

∂ξj
(x, ψ�x)

∂

∂xj
+ q(t, x, η)

where

q(t, x, η) = p1(x, ψ�x) +
1

2i

2n−1�

j,k=1

∂2p0(x, ψ�x)

∂ξj∂ξk

∂2ψ(t, x, η)

∂xj∂xk

and lj is a linear differential operator acting on a0, a1, . . . , aj−1. We note that
q(t, x, η) → q(∞, x, η) exponentially fast in the sense of (3.5) and that the same is
true for the coefficients of lj .

Let Ct, E be as in (3.10) and Remark 3.7. We recall that for t ≥ 0,

Ct =

�
(x, ξ, y, η) ∈ T ∗(Ω)C × T ∗(Ω)C; ξ =

∂ψ

∂x
(t, x, η), y =

∂ψ

∂η
(t, x, η)

�
,

E =
�
(t, x, ξ, y, η) ∈ R+ × T ∗(Ω)C × T ∗(Ω)C; (x, ξ, y, η) ∈ Ct

�

and for t > 0, (Ct)R = diag (Σ× Σ) = {(x, ξ, x, ξ) ∈ T ∗(Ω)× T ∗(Ω); (x, ξ) ∈ Σ}.
If we consider a0, a1, . . . as functions on E, then the equations (4.3) involve differ-

entiations along the vector field ν = ∂
∂t−iHp0 . We can consider only Taylor expansions

at Σ. Until further notice, our computations will only be valid to infinite order on Σ.
Consider ν as a vector field on E. In the coordinates (t, x, η) we can express ν:

ν =
∂

∂t
− i

2n−1�

j=1

∂p0

∂ξj
(x, ψ�x)

∂

∂xj
.

We can compute

(4.4) div (ν) =
1

i

� 2n−1�

j=1

∂2p0(x, ψ�x)

∂xj∂ξj
+

2n−1�

j,k=1

∂2p0

∂ξj∂ξk
(x, ψ�x)

∂2ψ

∂xj∂xk
(t, x, η)

�
.

For a smooth function a(t, x, η) we introduce the 1
2 density on E

α = a(t, x, η)
�

dtdxdη

which is well-defined up to some factor iµ (see Hörmander [14]). The Lie derivative
of α along ν is Lν(α) = (ν(a) + 1

2div (ν)a)
√

dtdxdη. We see from the expression for
T that

(4.5) (Ta)
�

dtdxdη =
�
Lν + ps

0(x, ψ�x(t, x, η))
�
(a

�
dtdxdη),
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where ps
0(x, ξ) = p1(x, ξ) + i

2

�2n−1
j=1

∂2p0(x,ξ)
∂xj∂ξj

is the subprincipal symbol (see (2.7)).
Now let (�x, �ξ) be the coordinates of Proposition 3.6, in which p0 takes the form (3.13).
In these coordinates we have

Hp0(�x, �ξ) = i

�
A(�x, �ξ)�x�� ,

∂

∂�x��

�
− i

�
tA(�x, �ξ)�ξ��, ∂

∂�ξ��

�

+
�

|α|=1,|β|=1

(�x��)α(�ξ��)βBαβ(�x, �ξ, ∂

∂�x,
∂

∂�ξ
)

(4.6)

and

(4.7) ν =
∂

∂t
+

�
A(�x, �ψ��x)�x��, ∂

∂�x��

�
+

�

|α|=1,|β|=1

(�x��)α( �ψ��x��)βCαβ(�x�, �ψ��x,
∂

∂�x ).

Here �ψ(t, �x, �η) is as in Remark 3.7.
Let f(t, x, η) ∈ C∞(R+×T ∗(Ω)C), f(∞, x, η) ∈ C∞(T ∗(Ω)C). We say that f(t, x, η)

converges exponentially fast to f(∞, x, η) if f(t, x, η) − f(∞, x, η) satisfies the same
kind of estimates as (3.5). Recalling the form of �ψ we obtain

(4.8) ν = ν̃ =
∂

∂t
+

�
A(�x�, 0, �η�, 0)�x��, ∂

∂�x��

�
+

�

|α+β|=2
α�=0

(�x��)α(�η��)βDαβ(t, �x, �η,
∂

∂�x )

where Dαβ converges exponentially fast to some limit as t → +∞. We have on Σ,

(4.9)
1

2
div (ν̃) =

1

2
trA(�x�, 0, �η�, 0) =

1

2
�trF (�x�, 0, �η�, 0)

where F (�x�, 0, �η�, 0) is the fundamental matrix of �(q)
b . We define �a(t, �x, �η) by

(4.10) �a(t, �x, �η)
�

dtd�xd�η = a(t, x, η)
�

dtdxdη.

Note that the last equation only defines �a up to iµ. We have

(Ta)
�

dtdxdη = ( �T�a)
�

dtd�xd�η

where

�T =
∂

∂t
+

�
A(�x�, 0, �η�, 0)�x��, ∂

∂�x��

�
+

1

2
�trF (�x�, 0, �η�, 0)

+ ps
0(�x�, 0, �η�, 0) + Q(t, �x, �η,

∂

∂�x ).

(4.11)

Here

Q(t, �x, �η,
∂

∂�x ) =
�

|α+β|=2
α�=0

(�x��)α(�η��)βDαβ(t, �x, �η,
∂

∂�x ) +
�

|α+β|=1

(�x��)α(�η��)βEαβ(t, �x, �η).

It is easy to see that Eαβ and Dαβ converge exponentially fast to some limits
Eαβ(∞, �x, �η) and Dαβ(∞, �x, �η) respectively. We need the following
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Lemma 4.2. – Let A be a d× d matrix having only positive eigenvalues and consider

the map A : u �→
�

A





x1

.

.

.

xd




,





∂u
∂x1

.

.

.

∂u
∂xd





�
on the space Pm(Rd) of homogeneous

polynomials of degree m. Then exp(tA )(u) = u ◦ (exp(tA)) and the map A is a

bijection except for m = 0.

Proof. – We notice that U(t) : u �→ u ◦ exp(tA) form a group of operators and that
(∂U(t)

∂t )
���
t=0

= A . This shows that U(t) = exp(tA ). To prove the second statement,
suppose that u ∈ Pm, m ≥ 1 and A (u) = 0. Then exp(tA )(u) = u for all t, in other
words u(exp(tA)(x)) = u(x), t ∈ R, x ∈ Rd. Since exp(tA)(x) → 0 when t → −∞, we
obtain u(x) = u(0) = 0, which proves the lemma.

Proposition 4.3. – Let

cj(x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . ,

be positively homogeneous functions of degree −j. Then, we can find solutions

aj(t, x, η) ∈ C∞�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . ,

of the system (4.3) with aj(0, x, η) = cj(x, η), j = 0, 1, . . . , where aj(t, x, η) is a quasi-

homogeneous function of degree −j such that aj(t, x, η) has unique Taylor expansions

on Σ, for all j. Furthermore, let λ(x, η) ∈ C(T ∗(Ω)) and λ|Σ < min τj, where τj are

the eigenvalues of
1
2

�trF + ps
0 on Σ. Then for all indices α, β, γ, j and every compact

set K ⊂ Σ there exists a constant c > 0 such that

(4.12)
��∂γ

t ∂α
x ∂β

η aj(t, x, η)
�� ≤ ce−tλ(x,η)

on R+ ×K.

Proof. – We only need to study Taylor expansions on Σ. Let (�x, �ξ) be the coordinates
of Proposition 3.6. We define �aj(t, �x, �η) from aj(t, x, η) as in (4.10). In order to prove
(4.12), it is sufficient to prove the corresponding statement for �aj (see Chapter 1 of
[29]). We introduce the Taylor expansion of �a0 with respect to (�x��, �η��). �a0(t, �x, �η) =�∞

0 �aj
0(t, �x, �η), where �aj

0 is a homogeneous polynomial of degree j in (�x��, �η��). Let
c0(�x, �η) =

�
j=0 �cj

0(�x, �η), where �cj
0 is a homogeneous polynomial of degree j in (�x��, �η��).

From �T�a0 = 0, we get �a0
0(t, �x�, �η�) = e−t( 1

2
�tr F+ps

0)�c0
0(�x, �η). It is easy to see that for all

indices α, β, γ and every compact set K ⊂ Σ there exists a constant c > 0 such that���∂γ
t ∂α
�x ∂β
�η �a0

0

��� ≤ ce−tλ(�x,�η) on R+ ×K, where λ(�x, �η) ∈ C(T ∗(Ω)), λ|Σ < min τj . Here

τj are the eigenvalues of 1
2

�trF + ps
0 on Σ.

Again, from �T�a0 = 0, we get ( ∂
∂t + A + 1

2
�trF + ps

0)�a
j+1
0 (t, �x, �η) = �bj+1

0 (t, �x, �η)

where �bj+1
0 (t, �x, �η) satisfies the same kind of estimate as �a0

0. By Lemma 4.2, we see
that exp(−tA ) is bounded for t ≥ 0. We deduce a similar estimate for the function
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�aj+1
0 (t, �x, �η). Continuing in this way we get all the desired estimates for �a0. The next

transport equation takes the form �T�a1 = �b where �b satisfies the estimates (4.12). We
can repeat the procedure above and conclude that �a1 satisfies the estimates (4.12).
From above, we see that �a0, �a1 have the unique Taylor expansions on Σ. Continuing
in this way we get the proposition.

From Proposition 4.3, we have the following

Proposition 4.4. – Let (n−, n+), n− + n+ = n − 1, be the signature of the Levi

form. Let cj(x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . , be positively

homogeneous functions of degree −j. Then, we can find solutions

aj(t, x, η) ∈ C∞�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . ,

of the system (4.3) with aj(0, x, η) = cj(x, η), j = 0, 1, . . . , where aj(t, x, η) is a quasi-

homogeneous function of degree −j and such that for all indices α, β, γ, j, every ε > 0

and compact set K ⊂ Ω there exists a constant c > 0 such that

(4.13)
��∂γ

t ∂α
x ∂β

η aj(t, x, η)
�� ≤ ceεt|η|(1 + |η|)−j−|β|+γ

on R+×
�
(K × R2n−1)

�
Σ

�
.

Furthermore, there exists ε0 > 0 such that for all indices α, β, γ, j and every compact

set K ⊂ Ω, there exists a constant c > 0 such that

��∂γ
t ∂α

x ∂β
η aj(t, x, η)

�� ≤ ce−ε0t|η|(1 + |η|)−j−|β|+γ

on R+×
�
(K × R2n−1)

�
Σ+

�
if q �= n+

(4.14)

and
��∂γ

t ∂α
x ∂β

η aj(t, x, η)
�� ≤ ce−ε0t|η|(1 + |η|)−j−|β|+γ

on R+×
�
(K × R2n−1)

�
Σ−

�
if q �= n−.

(4.15)

We need the following formula

Proposition 4.5. – Let Q be a C∞
differential operator on Ω of order k > 0 with

full symbol q(x, ξ) ∈ C∞(T ∗(Ω)). For 0 ≤ q, q1 ≤ n− 1, q, q1 ∈ N, let

a(t, x, η) ∈ C∞�
R+ × T ∗(Ω); L (Λ0,q1T ∗(Ω),Λ0,qT ∗(Ω))

�
.

Then,

Q(x,Dx)(eiψ(t,x,η)a(t, x, η)) = eiψ(t,x,η)
�

|α|≤k

1

α!
q(α)(x, ψ�x(t, x, η))(Rα(ψ,Dx)a),

where Dx = −i∂x, Rα(ψ,Dx)a = Dα
y

�
eiφ2(t,x,y,η)a(t, y, η)

� ���
y=x

, φ2(t, x, y, η) = (x−

y)ψ�x(t, x, η)−
�
ψ(t, x, η)− ψ(t, y, η)

�
.
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For 0 ≤ q, q1 ≤ n− 1, q, q1 ∈ N, let

aj(t, x, η) ∈ C∞�
R+ × T ∗(Ω); L (Λ0,q1T ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . ,

be quasi-homogeneous functions of degree m − j, m ∈ Z. Assume that aj(t, x, η),
j = 0, 1, . . . , are the solutions of the system (4.3). From the proof of Proposition 4.3,
it follows that for all indices α, β, γ, j, every ε > 0 and compact set K ⊂ Ω there
exists a constant c > 0 such that

(4.16)
��∂γ

t ∂α
x ∂β

η aj(t, x, η)
�� ≤ ceεt|η|(1 + |η|)m−j−|β|+γ on R+×

�
(K × R2n−1)

�
Σ

�
.

Let a(t, x, η) ∈ C∞(R+ × T ∗(Ω); L (Λ0,q1T ∗(Ω),Λ0,qT ∗(Ω))) be the asymptotic sum
of aj(t, x, η) (see Definition 5.1 and Remark 5.2 for a precise meaning). We formally
write a(t, x, η) ∼

�∞
j=0 aj(t, x, η). Let

(∂t + �(q)
b )(eiψ(t,x,η)a(t, x, η)) = eiψ(t,x,η)b(t, x, η),

where

b(t, x, η) ∼
∞�

j=0

bj(t, x, η),

bj ∈ C∞�
R+ × T ∗(Ω); L (Λ0,q1T ∗(Ω),Λ0,qT ∗(Ω))

�
, bj is a quasi-homogeneous func-

tion of degree m + 2− j, j = 0, 1, . . . .
From Proposition 4.5, we see that for all N , every compact set K ⊂ Ω, ε > 0, there

exists c > 0 such that

(4.17) |b(t, x, η)| ≤ ceεt|η|(|η|−N + |η|m+2−N (Im ψ(t, x, η)N )

on R+×
�
(K × R2n−1)

�
Σ

�
, |η| ≥ 1.

Conversely, if (∂t + �(q)
b )(eiψ(t,x,η)a(t, x, η)) = eiψ(t,x,η)b(t, x, η) and b satisfies the

same kind of estimates as (4.17), then aj(t, x, η), j = 0, 1, . . . , solve the system (4.3)
to infinite order at Σ. From this and the particular structure of the problem, we will
next show

Proposition 4.6. – Let (n−, n+), n− + n+ = n − 1, be the signature of the Levi

form. Suppose condition Y (q) fails. That is, q = n− or n+. Let

aj(t, x, η) ∈ C∞�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . ,

be the solutions of the system (4.3) with a0(0, x, η) = I, aj(0, x, η) = 0 when j > 0,

where aj(t, x, η) is a quasi-homogeneous function of degree −j. Then we can find

aj(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . ,

where aj(∞, x, η) is a positively homogeneous function of degree −j, ε0 > 0 such that

for all indices α, β, γ, j, every compact set K ⊂ Ω, there exists c > 0, such that

(4.18)
��∂γ

t ∂α
x ∂β

η (aj(t, x, η)− aj(∞, x, η))
�� ≤ ce−ε0t|η|(1 + |η|)−j−|β|+γ
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on R+×
�
(K × R2n−1)

�
Σ

�
, |η| ≥ 1.

Furthermore, for all j = 0, 1, . . . ,

(4.19)

�
all derivatives of aj(∞, x, η) vanish at Σ+, if q = n−, n− �= n+,

all derivatives of aj(∞, x, η) vanish at Σ−, if q = n+, n− �= n+.

Proof. – We assume that q = n−. Put

a(t, x, η) ∼
�

j

aj(t, x, η).

Since aj(t, x, η), j = 0, 1, . . . , solve the system (4.3), we have

(∂t + �(q)
b )(eiψ(t,x,η)a(t, x, η)) = eiψ(t,x,η)b(t, x, η),

where b(t, x, η) satisfies (4.17). Note that we have the interwing properties

(4.20)

�
∂b�(q)

b = �(q+1)
b ∂b,

∂b
∗�(q)

b = �(q−1)
b ∂b

∗
.

Now, �
∂b
∗
(eiψa) = eiψ�a,

∂b(eiψa) = eiψâ,

�a ∼
�∞

j=0 �aj(t, x, η), â ∼
�∞

j=0 âj(t, x, η), where

âj ∈ C∞�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,q+1T ∗(Ω))

�
, j = 0, 1, . . . ,

�aj ∈ C∞�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,q−1T ∗(Ω))

�
, j = 0, 1, . . . ,

and âj , �aj are quasi-homogeneous of degree 1− j. From (4.20), we have

(∂t + �(q−1)
b )(eiψ�a) = eiψb1,

(∂t + �(q+1)
b )(eiψâ) = eiψb2,

where b1, b2 satisfy (4.17). Since b1, b2 satisfy (4.17), �aj , âj , j = 0, 1, . . . , solve the
system (4.3) to infinite order at Σ. We notice that q − 1 �= n−, q + 1 �= n−. In view
of the proof of Proposition 4.3, we can find ε0 > 0, such that for all indices α, β, γ,
j, every compact set K ⊂ Ω, there exists c > 0 such that

(4.21)

� ��∂γ
t ∂α

x ∂β
η �aj(t, x, η)

�� ≤ ce−ε0t|η|(1 + |η|)1−j−|β|+γ

��∂γ
t ∂α

x ∂β
η âj(t, x, η)

�� ≤ ce−ε0t|η|(1 + |η|)1−j−|β|+γ

on R+×
�
(K × R2n−1)

�
Σ−

�
, |η| ≥ 1.

Now �(q)
b = ∂b∂b

∗
+ ∂b

∗
∂b, so �(q)

b (eiψa) = eiψc, where c satisfies the same kind
of estimates as (4.21). From this we see that ∂t(eiψa) = eiψd, where d has the same
properties as c. Since d = i(∂tψ)a+ ∂ta and ∂tψ satisfy the same kind of estimates as
(4.21), ∂ta satisfies the same kind of estimates as (4.21). From this we conclude that
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we can find a(∞, x, η) ∼
�∞

j=0 aj(∞, x, η), where aj(∞, x, η) is a matrix-valued C∞

positively homogeneous function of degree −j, ε0 > 0, such that for all indices α, β,
γ, j and every compact set K ⊂ Ω, there exists c > 0 such that

��∂γ
t ∂α

x ∂β
η (aj(t, x, η)− aj(∞, x, η))

�� ≤ ce−ε0t|η|(1 + |η|)−j−|β|+γ

on R+×
�
(K × R2n−1)

�
Σ−

�
, |η| ≥ 1.

If n− = n+, then q − 1 �= n+, q + 1 �= n+. We can repeat the method above
to conclude that we can find a(∞, x, η) ∼

�∞
j=0 aj(∞, x, η), where aj(∞, x, η) is a

matrix-valued C∞ positively homogeneous function of degree −j, ε0 > 0, such that
for all indices α, β, γ, j and every compact set K ⊂ Ω, there exists c > 0 such that

��∂γ
t ∂α

x ∂β
η (aj(t, x, η)− aj(∞, x, η))

�� ≤ ce−ε0t|η|(1 + |η|)−j−|β|+γ

on R+×
�
(K × R2n−1)

�
Σ+

�
, |η| ≥ 1.

Now, we assume that n− �= n+. From (4.14), we can find ε0 > 0, such that for all
indices α, β, γ, j and every compact set K ⊂ Ω, there exists c > 0 such that

��∂γ
t ∂α

x ∂β
η aj(t, x, η)

�� ≤ ce−ε0t|η|(1 + |η|)−j−|β|+γ

on R+×
�
(K × R2n−1)

�
Σ+

�
, |η| ≥ 1. The proposition follows.
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CHAPTER 5

SOME SYMBOL CLASSES

We continue to work with some local coordinates x = (x1, . . . , x2n−1) defined on
an open set Ω ⊂ X. We identify T ∗(Ω) with Ω× R2n−1.

Definition 5.1. – Let r(x, η) be a non-negative real continuous function on T ∗(Ω).
We assume that r(x, η) is positively homogeneous of degree 1, that is, r(x, λη) =

λr(x, η), for λ ≥ 1, |η| ≥ 1. For 0 ≤ q1, q2 ≤ n− 1, q1, q2 ∈ N and k ∈ R, we say that

a ∈ Ŝk
r

�
R+ × T ∗(Ω); L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))

�

if a ∈ C∞�
R+×T ∗(Ω); L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))

�
and for all indices α, β, γ, every

compact set K ⊂ Ω and every ε > 0, there exists a constant c > 0 such that
��∂γ

t ∂α
x ∂β

η a(t, x, η)
�� ≤ cet(−r(x,η)+ε|η|)(1 + |η|)k+γ−|β|, x ∈ K, |η| ≥ 1.

Remark 5.2. – It is easy to see that we have the following properties:
(a) If a ∈ Ŝk

r1
, b ∈ Ŝl

r2
then ab ∈ Ŝk+l

r1+r2
, a + b ∈ Ŝmax(k,l)

min(r1,r2)
.

(b) If a ∈ Ŝk
r then ∂γ

t ∂α
x ∂β

η a ∈ Ŝk−|β|+γ
r .

(c) If aj ∈ Ŝ
kj
r , j = 0, 1, 2, . . . and kj � −∞ as j → ∞, then there exists a ∈ Ŝk0

r

such that a −
�v−1

0 aj ∈ Ŝkv
r , for all v = 1, 2, . . . . Moreover, if Ŝ−∞r denotes�

k∈R Ŝk
r then a is unique modulo Ŝ−∞r .

If a and aj have the properties of (c), we write

a ∼
∞�

0

aj in the symbol space Ŝk0
r .

From Proposition 4.4 and the standard Borel construction, we get the following

Proposition 5.3. – Let

cj(x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . .

be positively homogeneous functions of degree −j. We can find solutions aj(t, x, η) ∈
C∞�

R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))
�
, j = 0, 1, . . . of the system (4.3) with
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the conditions aj(0, x, η) = cj(x, η), j = 0, 1, . . . , where aj is a quasi-homogeneous

function of degree −j such that

aj ∈ Ŝ−j
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . ,

for some r with r > 0 if Y (q) holds and r = 0 if Y (q) fails.

If the Levi form has signature (n−, n+), n− + n+ = n− 1, then we can take r > 0,
�

near Σ+, if q = n−, n− �= n+,

near Σ−, if q = n+, n− �= n+.

Again, from Proposition 4.6 and the standard Borel construction, we get the fol-
lowing

Proposition 5.4. – Let (n−, n+), n− + n+ = n − 1, be the signature of the Levi

form. Suppose condition Y (q) fails. That is, q = n− or n+. We can find solutions

aj(t, x, η) ∈ C∞�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . .

of the system (4.3) with a0(0, x, η) = I, aj(0, x, η) = 0 when j > 0, where aj(t, x, η)

is a quasi-homogeneous function of degree −j, such that for some r > 0 as in Defini-

tion 5.1,

aj(t, x, η)− aj(∞, x, η) ∈ Ŝ−j
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
,

j = 0, 1, . . . , where

aj(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . ,

and aj(∞, x, η) is a positively homogeneous function of degree −j.

Furthermore, for all j = 0, 1, . . . ,
�

aj(∞, x, η) = 0 in a conic neighborhood of Σ+, if q = n−, n− �= n+,

aj(∞, x, η) = 0 in a conic neighborhood of Σ−, if q = n+, n− �= n+.

Let b(t, x, η) ∈ Ŝk
r , r > 0. Our next goal is to define the operator

B(t, x, y) =

�
ei(ψ(t,x,η)−�y,η�)b(t, x, η)dη

as an oscillatory integral (see the proof of Proposition 5.5 for the precise meaning of
the integral B(t, x, y)). We have the following

Proposition 5.5. – Let

b(t, x, η) ∈ Ŝk
r

�
R+ × T ∗(Ω); L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))

�

with r > 0. Then we can define

B(t) : C∞
0 (Ω; Λ0,q1T ∗(Ω)) → C∞�

R+; C∞(Ω; Λ0,q2T ∗(Ω))
�
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with distribution kernel B(t, x, y) =
�

ei(ψ(t,x,η)−�y,η�)b(t, x, η)dη and B(t) has a

unique continuous extension

B(t) : E�(Ω; Λ0,q1T ∗(Ω)) → C∞�
R+; D�(Ω; Λ0,q2T ∗(Ω))

�
.

We have

B(t, x, y) ∈ C∞
�
R+; C∞�

Ω× Ω � diag (Ω× Ω); L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))
��

and B(t, x, y)|t>0 ∈ C∞�
R+ × Ω× Ω; L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))

�
.

Proof. – Let
S∗Ω =

�
(x, η) ∈ Ω× Ṙ2n−1; |η| = 1

�
.

Set S∗Σ = Σ
�

S∗Ω. Let V ⊂ R+ × S∗Ω be a neighborhood of (R+ × S∗Σ)
�

({0} ×
S∗Ω) such that Vt = {(x, η); (t, x, η) ∈ V } is independent of t for large t. Set W =�
(t, x, η) ∈ R+ × Ω × Ṙ2n−1; (|η| t, x, η

|η| ) ∈ V
�
. Let χV ∈ C∞(R+ × S∗Ω) have its

support in V , be equal to 1 in a neighborhood of (R+ × S∗Σ)
�

({0} × S∗Ω), and be
independent of t, for large t. Set χW (t, x, η) = χV (|η| t, x, η

|η| ) ∈ C∞(R+×Ω×Ṙ2n−1).
We have χW (t, x, λη) = χW (λt, x, η), λ > 0. We can choose V sufficiently small so
that

(5.1) |ψ�x(t, x, η)− η| ≤ |η|
2

in W.

We formally set

B(t, x, y) =

�
ei(ψ(t,x,η)−�y,η�)(1− χW (t, x, η))b(t, x, η)dη

+

�
ei(ψ(t,x,η)−�y,η�)χW (t, x, η)b(t, x, η)dη

= B1(t, x, y) + B2(t, x, y)

where in B1(t, x, y) and B2(t, x, y) we have introduced the cut-off functions (1 −
χW ) and χW respectively. Choose χ ∈ C∞

0 (R2n−1) so that χ(η) = 1 when |η| < 1

and χ(η) = 0 when |η| > 2. Since Im ψ > 0 outside (R+ × Σ)
�

({0} × Ṙ2n−1),
we have Im ψ(t, x, η) ≥ c |η| outside W , where c > 0. The kernel B1,ε(t, x, y) =�

ei(ψ(t,x,η)−�y,η�)(1 − χW (t, x, η))b(t, x, η)χ(εη)dη converges in the space C∞�
R+ ×

Ω× Ω; L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))
�

as ε → 0. This means that

B1(t, x, y) = lim
ε→0

B1,ε(t, x, y) ∈ C∞�
R+ × Ω× Ω; L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))

�
.

To study B2(t, x, y) take a u(y) ∈ C∞
0 (K; Λ0,q1T ∗(Ω)), K ⊂⊂ Ω and set χν(η) =

χ(2−νη) − χ(21−νη), ν > 0, χ0(η) = χ(η). Then we have
�∞

ν=0 χν = 1 and 2ν−1 ≤
|η| ≤ 2ν+1 when η ∈ supp χν , ν �= 0. We assume that b(t, x, η) = 0 if |η| ≤ 1. If x ∈ K,
we obtain for all indices α, β and every ε > 0, there exists cε,α,β,K > 0, such that

(5.2)
��Dα

x Dβ
η

�
χν(η)χW (t, x, η)b(t, x, η)

��� ≤ cε,α,β,Ket(−r(x,η)+ε|η|)(1 + |η|)k−|β|.
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Note that |Dαχν(η)| ≤ cα(1 + |η|)−|α| with a constant independent of ν. We have

B2,ν+1 =

��
ei(ψ(t,x,η)−�y,η�)χν+1(η)χW (t, x, η)b(t, x, η)u(y)dydη

= 2(2n−1)ν

�
eiλ(ψ(λt,x,η)−�y,η�)χ1(η)χW (t, x, λη)b(t, x, λη)u(y)dydη,

where λ = 2ν . Since (5.2) holds, we have
��Dα

η (χW (t, x, 2νη)b(t, x, 2νη))
�� ≤ c2kν if

x ∈ K, 1 < |η| < 4, where c > 0. Since dy(ψ(λt, x, η) − �y , η�) �= 0, if η �= 0, we can
integrate by parts and obtain

|B2,ν+1| ≤ c2ν(2n−1+k−m)
�

|α|≤m

sup |Dαu| .

Since m can be chosen arbitrary large, we conclude that
�

ν |B2,ν | : converges and
that B(t) defines an operator

B(t) : C∞
0 (Ωy; Λ0,q1T ∗(Ω)) → C∞(R+ × Ωx; Λ0,q2T ∗(Ω)).

Let B∗(t) be the formal adjoint of B(t) with respect to ( | ). From (5.1), we see that
ψ�x(t, x, η) �= 0 on W . We can repeat the procedure above and conclude that B∗(t)

defines an operator

B∗(t) : C∞
0 (Ωx; Λ0,q2T ∗(Ω)) → C∞(R+ × Ωy; Λ0,q1T ∗(Ω)).

Hence, we can extend B(t) to E �(Ω; Λ0,q1T ∗(Ω)) → C∞(R+; D �(Ω; Λ0,q2T ∗(Ω))) by
the formula

(B(t)u(y) | v(x)) = (u(y) | B∗(t)v(x)),

where u ∈ E �(Ω; Λ0,q1T ∗(Ω)), v ∈ C∞
0 (Ω; Λ0,q2T ∗(Ω)).

When x �= y and (x, y) ∈ Σ×Σ, we have dη(ψ(t, x, η)− �y , η�) �= 0, we can repeat
the procedure above and conclude that B(t, x, y) ∈ C∞

�
R+; C∞�

Ω× Ω � diag (Ω×

Ω); L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))
��

.
Finally, in view of the exponential decrease as t → ∞ of the symbol b(t, x, η), we

see that the kernel B(t)|t>0 is smoothing.

Let b(t, x, η) ∈ Ŝk
r with r > 0. Our next step is to show that we can also define the

operator B(x, y) =
� ��∞

0 ei(ψ(t,x,η)−�y,η�)b(t, x, η)dt
�
dη as an oscillatory integral (see

the proof of Proposition 5.6 for the precise meaning of the integral B(x, y)). We have
the following

Proposition 5.6. – Let

b(t, x, η) ∈ Ŝk
r

�
R+ × T ∗(Ω); L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))

�

with r > 0. Assume that b(t, x, η) = 0 when |η| ≤ 1. We can define

B : C∞
0 (Ω; Λ0,q1T ∗(Ω)) → C∞(Ω; Λ0,q2T ∗(Ω))
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with distribution kernel

B(x, y) =
1

(2π)2n−1

� �� ∞

0
ei(ψ(t,x,η)−�y,η�)b(t, x, η)dt

�
dη

and B has a unique continuous extension

B : E�(Ω; Λ0,q1T ∗(Ω)) → D�(Ω; Λ0,q2T ∗(Ω)).

Moreover, B(x, y) ∈ C∞(Ω× Ω � diag (Ω× Ω); L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))).

Proof. – Let W and χW (t, x, η) be as in Proposition 5.5. We formally set

B(x, y) =
1

(2π)2n−1

�� ∞

0
ei(ψ(t,x,η)−�y,η�)(1− χW (t, x, η))b(t, x, η)dtdη

+
1

(2π)2n−1

�� ∞

0
ei(ψ(t,x,η)−�y,η�)χW (t, x, η)b(t, x, η)dtdη

= B1(x, y) + B2(x, y)

where in B1(x, y) and B2(x, y) we have introduced the cut-off functions (1−χW ) and
χW respectively. Since Im ψ(t, x, η) ≥ c� |η| outside W , where c� > 0, we have

���ei(ψ(t,x,η)−�y,η�)(1− χW (t, x, η))b(t, x, η)
��� ≤ ce−c�|η|e−ε0t|η|(1 + |η|)k, ε0 > 0

and similar estimates for the derivatives. From this, we see that B1(x, y) ∈ C∞�
Ω×

Ω; L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))
�
.

Choose χ ∈ C∞
0 (R2n−1) so that χ(η) = 1 when |η| < 1 and χ(η) = 0 when |η| > 2.

To study B2(x, y) take a u(y) ∈ C∞
0 (K; Λ0,q1T ∗(Ω)), K ⊂⊂ Ω and set

B2,λ(x) =
1

(2π)2n−1

� ∞

0

���
ei(ψ(t,x,η)−�y,η�)b(t, x, η)χW (t, x, η)χ(

η

λ
)u(y)dydη

�
dt.

We have
B2,2λ(x)−B2,λ(x)

=
λ2n−1

(2π)2n−1

� ∞

0

���
eiλ(ψ(λt,x,η)−�y,η�)χW (t, x, λη)b(t, x, λη)(χ(

η

2
)− χ(η))u(y)dydη

�
dt.

Since dy(ψ(λt, x, η)− �y, η�) �= 0, η �= 0, we obtain
����
��

eiλ(ψ(λt,x,η)−�y,η�)χW (t, x, λη)b(t, x, λη)(χ(
η

2
)− χ(η))u(y)dydη

����

≤ cλ−N
�

|α|≤N

sup
���Dα

y,ηχW (t, x, λη)b(t, x, λη)(χ(
η

2
)− χ(η))u(y)

���

≤ c�λ−Ne−ε0t|η|(1 + |λ|)k,

where c, c�, ε0 > 0. Hence B2(x) = limλ→∞B2,λ(x) exists. Thus, B(x, y) defines
an operator B : C∞

0 (Ωy; Λ0,q1T ∗(Ω)) → C∞(Ωx; Λ0,q2T ∗(Ω)). Let B∗ be the formal
adjoint of B with respect to ( | ). Since ψ�x(t, x, η) �= 0 on W , we can repeat the pro-
cedure above and conclude that B∗ defines an operator B∗ : C∞

0 (Ωx; Λ0,q2T ∗(Ω)) →
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C∞(Ωy; Λ0,q1T ∗(Ω)). We can extend B to E �(Ω; Λ0,q1T ∗(Ω)) → D �(Ω; Λ0,q2T ∗(Ω))

by the formula
(Bu(y) | v(x)) = (u(y) | B∗v(x)),

where u ∈ E �(Ω; Λ0,q1T ∗(Ω)), v ∈ C∞
0 (Ω; Λ0,q2T ∗(Ω)).

Finally, when x �= y and (x, y) ∈ Σ × Σ, we have dη(ψ(t, x, η) − �y , η�) �= 0, we
can repeat the procedure above and conclude that B(x, y) ∈ C∞�

Ω× Ω � diag (Ω×
Ω); L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))

�
.

Remark 5.7. – Let a(t, x, η) ∈ Ŝk
0

�
R+ × T ∗(Ω); L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))

�
. We

assume a(t, x, η) = 0 if |η| ≤ 1 and

a(t, x, η)− a(∞, x, η) ∈ Ŝk
r

�
R+ × T ∗(Ω); L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))

�

with r > 0, where a(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,q1T ∗(Ω),Λ0,q2T ∗(Ω))

�
. Then we

can also define

A(x, y) =

� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)− ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)

�
dt

�
dη

as an oscillatory integral by the following formula:

A(x, y) =

� �� ∞

0
ei(ψ(t,x,η)−�y,η�)(−t)

�
iψ

�

t(t, x, η)a(t, x, η) + a�t(t, x, η)
�
dt

�
dη.

We notice that (−t)
�
iψ�t(t, x, η)a(t, x, η) + a�t(t, x, η)

�
∈ Ŝk+1

r , r > 0.

Let B be as in the proposition 5.6. We can show that B is a matrix of pseudodif-
ferential operators of order k − 1 type ( 1

2 , 1
2 ). We review some facts about pseudodif-

ferential operators of type ( 1
2 , 1

2 ).

Definition 5.8. – Let k ∈ R and q ∈ N. Sk
1
2 , 1

2

�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�

is the space of all a ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
such that for every

compact set K ⊂ Ω and all α ∈ N2n−1, β ∈ N2n−1, there is a constant cα,β,K > 0

such that
���∂α

x ∂β
ξ a(x, ξ)

��� ≤ cα,β,K(1 + |ξ|)k− |β|
2 + |α|

2 , (x, ξ) ∈ T ∗(Ω), x ∈ K. Sk
1
2 , 1

2
is

called the space of symbols of order k type ( 1
2 , 1

2 ). We write S−∞1
2 , 1

2
=

�
m∈R Sm

1
2 , 1

2
,

S∞1
2 , 1

2
=

�
m∈R Sm

1
2 , 1

2
.

Let a(x, ξ) ∈ Sk
1
2 , 1

2

�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
. We can also define

A(x, y) =
1

(2π)2n−1

�
ei�x−y,ξ�a(x, ξ)dξ

as an oscillatory integral and we can show that

A : C∞
0 (Ω; Λ0,qT ∗(Ω)) → C∞(Ω; Λ0,qT ∗(Ω))

is continuous and has unique continuous extension:

A : E �(Ω; Λ0,qT ∗(Ω)) → D �(Ω; Λ0,qT ∗(Ω)).
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Definition 5.9. – Let k ∈ R and let 0 ≤ q ≤ n − 1, q ∈ N. A pseudodifferential
operator of order k type ( 1

2 , 1
2 ) from sections of Λ0,qT ∗(Ω) to sections of Λ0,qT ∗(Ω)

is a continuous linear map A : C∞
0 (Ω; Λ0,qT ∗(Ω)) → D �(Ω; Λ0,qT ∗(Ω)) such that the

distribution kernel of A is

KA = A(x, y) =
1

(2π)2n−1

�
ei�x−y,ξ�a(x, ξ)dξ

with a ∈ Sk
1
2 , 1

2

�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
. We call a(x, ξ) the symbol of A. We

shall write Lk
1
2 , 1

2

�
Ω; Λ0,qT ∗(Ω),Λ0,qT ∗(Ω)

�
to denote the space of pseudodifferential

operators of order k type ( 1
2 , 1

2 ) from sections of Λ0,qT ∗(Ω) to sections of Λ0,qT ∗(Ω).
We write L−∞1

2 , 1
2

=
�

m∈R Lm
1
2 , 1

2
, L∞1

2 , 1
2

=
�

m∈R Lm
1
2 , 1

2
.

We recall the following classical proposition of Calderon-Vaillancourt (see chap-
ter XVIII of Hörmander [15]).

Proposition 5.10. – If A ∈ Lk
1
2 , 1

2

�
Ω; Λ0,qT ∗(Ω),Λ0,qT ∗(Ω)

�
. Then,

A : Hs
comp(Ω; Λ0,qT ∗(Ω)) → Hs−k

loc (Ω; Λ0,qT ∗(Ω))

is continuous, for all s ∈ R. Moreover, if A is properly supported (for the precise

meaning of properly supported operators, see page 28 of [12]), then

A : Hs
loc(Ω; Λ0,qT ∗(Ω)) → Hs−k

loc (Ω; Λ0,qT ∗(Ω))

is continuous, for all s ∈ R.

We need the following properties of the phase ψ(t, x, η).

Lemma 5.11. – For every compact set K ⊂ Ω and all α ∈ N2n−1
, β ∈ N2n−1

,

|α| + |β| ≥ 1, there exists a constant cα,β,K > 0, such that

��∂α
x ∂β

η (ψ(t, x, η)− �x, η�)
�� ≤ cα,β,K(1 + |η|)

|α|−|β|
2 (1 + Im ψ(t, x, η))

|α|+|β|
2 ,

if |α| + |β| = 1 and

��∂α
x ∂β

η (ψ(t, x, η)− �x, η�)
�� ≤ cα,β,K(1 + |η|)1−|β|, if |α| + |β| ≥ 2,

where x ∈ K, t ∈ R+, |η| ≥ 1.

Proof. – For |η| = 1, we consider Taylor expansions of ∂xj (ψ(t, x, η) − �x, η�), j =

1, . . . , 2n− 1, at (x0, η0) ∈ Σ,

∂xj (ψ(t, x, η)− �x, η�) =
�

k

∂2ψ

∂xk∂xj
(t, x0, η0)(xk − x(k)

0 )

+
�

k

∂2ψ

∂ηk∂xj
(t, x0, η0)(ηk − η(k)

0 )

+ O(|(x− x0)|2 + |(η − η0)|2),
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where x0 = (x(1)
0 , . . . , x(2n−1)

0 ), η0 = (η(1)
0 , . . . , η(2n−1)

0 ). Thus, for every compact set
K ⊂ Ω there exists a constant c > 0, such that

|∂x(ψ(t, x, η)− �x, η�)| ≤ c
t

1 + t
dist ((x, η),Σ)),

where x ∈ K, t ∈ R+ and |η| = 1. In view of (3.4), we see that Im ψ(t, x, η) �
( t
1+t )dist ((x, η),Σ))2, |η| = 1. Hence, ( t

1+t )
1
2 dist ((x, η),Σ)) � (Im ψ(t, x, η))

1
2 , |η| =

1. Thus, for every compact set K ⊂ Ω there exists a constant c > 0, such that
|∂x(ψ(t, x, η)− �x, η�)| ≤ c( t

1+t )
1
2 (Im ψ(t, x, η))

1
2 , |η| = 1, x ∈ K. From above, we get

for |η| ≥ 1,

|∂x(ψ(t, x, η)− �x, η�)| = |η|
����∂x

�
ψ(t |η| , x,

η

|η| )−
�

x,
η

|η|

� �����

≤ c |η|
1
2

� t |η|
1 + t |η|

� 1
2
(Im ψ(t, x, η))

1
2

≤ c�(1 + |η|) 1
2 (1 + Im ψ(t, x, η))

1
2 ,

where c, c� > 0, x ∈ K, t ∈ R+. Here K is as above. Similarly, for every compact set
K ⊂ Ω there exists a constant c > 0, such that

|∂η(ψ(t, x, η)− �x, η�)| ≤ c(1 + |η|)− 1
2 (Im ψ(t, x, η))

1
2 ,

where x ∈ K, t ∈ R+ and |η| ≥ 1.
Note that

��∂α
x ∂β

η (ψ(t, x, η)− �x, η�)
�� is quasi-homogeneous of degree 1 − |β|. For

|α|+ |β| ≥ 2, we have
��∂α

x ∂β
η (ψ(t, x, η)− �x, η�)

�� ≤ c(1+ |η|)1−|β|, where c > 0, x ∈ K,
t ∈ R+ and |η| ≥ 1. Here K is as above. The lemma follows.

We also need the following

Lemma 5.12. – For every compact set K ⊂ Ω and all α ∈ N2n−1
, β ∈ N2n−1

, there

exist a constant cα,β,K > 0 and ε > 0, such that

��∂α
x ∂β

η (tψ�t(t, x, η))
�� ≤ cα,β,K(1 + |η|)

|α|−|β|
2 e−tε|η|(1 + Im ψ(t, x, η))1+

|α|+|β|
2

if |α| + |β| ≤ 1 and

��∂α
x ∂β

η (tψ�t(t, x, η))
�� ≤ cα,β,K(1 + |η|)1−|β|e−tε|η|

if |α| + |β| ≥ 2, where x ∈ K, t ∈ R+, |η| ≥ 1.

Proof. – The proof is essentially the same as the proof of Lemma 5.11.

Lemma 5.13. – For every compact set K ⊂ Ω and all α ∈ N2n−1
, β ∈ N2n−1

, there

exist a constant cα,β,K > 0 and ε > 0, such that
���∂α

x ∂β
η (ei(ψ(t,x,η)−�x,η�)

���

≤ cα,β,K(1 + |η|)
|α|−|β|

2 e−Im ψ(t,x,η)(1 + Im ψ(t, x, η))
|α|+|β|

2

(5.3)
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and
���∂α

x ∂β
η (ei(ψ(t,x,η)−�x,η�tψ�t(t, x, η))

���

≤ cα,β,K(1 + |η|)
|α|−|β|

2 e−tε|η|e−Im ψ(t,x,η)(1 + Im ψ(t, x, η))1+
|α|+|β|

2 ,
(5.4)

where x ∈ K, t ∈ R+, |η| ≥ 1.

Proof. – First, we prove (5.3). We proceed by induction over |α|+|β|. For |α|+|β| ≤ 1,
from Lemma 5.11, we get (5.3). Let |α| + |β| ≥ 2. Then

���∂α
x ∂β

η (ei(ψ(t,x,η)−�x,η�)
���

≤ c
�

α�+α��=α
β�+β��=β
(α��,β��) �=0

� ���∂α�

x ∂β�

η (ei(ψ(t,x,η)−�x,η�)
���×

���∂α��

x ∂β��

η (iψ(t, x, η)− i �x, η�)
���
�
,

c > 0. By the induction assumption, we have for every compact set K ⊂ Ω, there
exists a constant c > 0, such that

���∂α�

x ∂β�

η (ei(ψ(t,x,η)−�x,η�)
���

≤ c(1 + |η|)
|α�|−|β�|

2 e−Im ψ(t,x,η)(1 + Im ψ(t, x, η))
|α�|+|β�|

2 ,
(5.5)

where x ∈ K, t ∈ R+, |η| ≥ 1. From Lemma 5.11, we have

(5.6)
���∂α��

x ∂β��

η (iψ(t, x, η)− i �x, η�)
��� ≤ c(1 + |η|)

|α��|−|β��|
2 (1 + Im ψ(t, x, η))

|α��|+|β��|
2 ,

where x ∈ K, t ∈ R+, |η| ≥ 1. Combining (5.5) with (5.6), we get (5.3).

From Leibniz’s formula, Lemma 5.12 and (5.3), we get (5.4).

Lemma 5.14. – Let b(t, x, η) ∈ Ŝk
r

�
R+×T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
with r >

0. We assume that b(t, x, η) = 0 when |η| ≤ 1. Then

q(x, η) =

� ∞

0
ei(ψ(t,x,η)−�x,η�)b(t, x, η)dt

∈ Sk−1
1
2 , 1

2

�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
.

Proof. – From Leibniz’s formula, we have
���∂α

x ∂β
η (ei(ψ(t,x,η)−�x,η�)b(t, x, η))

���

≤ c
�

α�+α��=α
β�+β��=β

���(∂α�

x ∂β�

η ei(ψ(t,x,η)−�x,η�)(∂α��

x ∂η��

η b(t, x, η))
��� , c > 0.
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From (5.3) and the definition of Ŝk
r , we have for every compact set K ⊂ Ω, there exist

a constant c > 0 and ε > 0, such that
��∂α

x ∂β
η q(x, η)

�� ≤ c

� ∞

0
e−Im ψ(t,x,η)(1 + |η|)k+ |α|−|β|

2 (1 + Im ψ(t, x, η))
|α|+|β|

2 e−εt|η|dt

≤ c�(1 + |η|)k−1+ |α|−|β|
2 ,

where c� > 0, x ∈ K. The lemma follows.

We will next show

Proposition 5.15. – Let

b(t, x, η) ∈ Ŝk
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�

with r > 0. We assume that b(t, x, η) = 0 when |η| ≤ 1. Let B be as in Proposition 5.6.

Then B ∈ Lk−1
1
2 , 1

2
(Ω; Λ0,qT ∗(Ω),Λ0,qT ∗(Ω)) with symbol

q(x, η) =

� ∞

0
ei(ψ(t,x,η)−�x,η�)b(t, x, η)dt

∈ Sk−1
1
2 , 1

2

�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
.

Proof. – Choose χ ∈ C∞
0 (R2n−1) so that χ(η) = 1 when |η| < 1 and χ(η) = 0 when

|η| > 2. Take a u(y) ∈ C∞
0 (Ω; Λ0,qT ∗(Ω)), then

Bu = lim
ε→0

1

(2π)2n−1

� ∞

0

��
ei(ψ(t,x,η)−�y,η�)b(t, x, η)u(y)χ(εη)dη

�
dt

= lim
ε→0

1

(2π)2n−1

� ∞

0
ei�x−y,η�

��
ei(ψ(t,x,η)−�x,η�)b(t, x, η)u(y)χ(εη)

�
dηdt

= lim
ε→0

1

(2π)2n−1

�
ei�x−y,η�q(x, η)u(y)χ(εη)dη.

From Lemma 5.14, we know that q(x, η) ∈ Sk−1
1
2 , 1

2
. Thus

lim
ε→0

1

(2π)2n−1

�
ei�x−y,η�q(x, η)u(y)χ(εη)dη ∈ Lk−1

1
2 , 1

2
(Ω; Λ0,qT ∗(Ω),Λ0,qT ∗(Ω)).

We need the following

Lemma 5.16. – Let a(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
be a classi-

cal symbol of order k, that is

a(∞, x, η) ∼
∞�

j=0

aj(∞, x, η)

in the Hörmander symbol space Sk
1,0

�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, where

aj(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . ,
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aj(∞, x, λη) = λk−jaj(∞, x, η), λ ≥ 1, |η| ≥ 1, j = 0, 1, . . . . Assume that a(∞, x, η) =

0 when |η| ≤ 1. Then

p(x, η) =

� ∞

0

�
ei(ψ(t,x,η)−�x,η�) − ei(ψ(∞,x,η)−�x,η�)

�
a(∞, x, η)dt

∈ Sk−1
1
2 , 1

2

�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
.

Proof. – Note that

p(x, η) =

� ∞

0
ei(ψ(t,x,η)−�x,η�)(−t)iψ�t(t, x, η)a(∞, x, η)dt.

From (5.4), we can repeat the procedure in the proof of Lemma 5.14 to get the
lemma.

Remark 5.17. – Let a(t, x, η) ∈ Ŝk
0

�
R+×T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
. We as-

sume a(t, x, η) = 0, if |η| ≤ 1 and

a(t, x, η)− a(∞, x, η) ∈ Ŝk
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�

with r > 0, where a(∞, x, η) is as in Lemma 5.16. By Lemma 5.14 and Lemma 5.16,
we have � ∞

0

�
ei(ψ(t,x,η)−�x,η�)a(t, x, η)− ei(ψ(∞,x,η)−�x,η�)a(∞, x, η)

�
dt

=

� ∞

0
ei(ψ(t,x,η)−�x,η�)(a(t, x, η)− a(∞, x, η))dt

+

� ∞

0

�
ei(ψ(t,x,η)−�x,η�) − ei(ψ(∞,x,η)−�x,η�)

�
a(∞, x, η)dt

∈ Sk−1
1
2 , 1

2
(T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))).

Let

A(x, y) =
1

(2π)2n−1

�� ∞

0

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)− ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)

�
dtdη

be as in the Remark 5.7. Then as in Proposition 5.15, we can show that A ∈
Lk−1

1
2 , 1

2

�
Ω; Λ0,qT ∗(Ω),Λ0,qT ∗(Ω)

�
with symbol

q(x, η) =

� ∞

0

�
ei(ψ(t,x,η)−�x,η�)a(t, x, η)− ei(ψ(∞,x,η)−�x,η�)a(∞, x, η)

�
dt

∈ Sk−1
1
2 , 1

2

�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
.

We have the following

Proposition 5.18. – Let a(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
be a

classical symbol of order k. Then

a(x, η) = ei(ψ(∞,x,η)−�x,η�)a(∞, x, η) ∈ Sk
1
2 , 1

2

�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
.
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Proof. – In view of Lemma 5.13, we have for every compact set K ⊂ Ω and all
α ∈ N2n−1, β ∈ N2n−1, there exists a constant cα,β,K > 0, such that
���∂α

x ∂β
η (ei(ψ(∞,x,η)−�x,η�)

��� ≤ cα,β,K(1+|η|)
|α|−|β|

2 e−Im ψ(∞,x,η)(1+Im ψ(∞, x, η))
|α|+|β|

2 ,

where x ∈ K, |η| ≥ 1. From this and Leibniz’s formula, we get the proposition.
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CHAPTER 6

THE HEAT EQUATION

Until further notice, we work with local coordinates x = (x1, . . . , x2n−1) defined
on an open set Ω ⊂ X. Let

b(t, x, η) ∈ Ŝk
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�

with r > 0. We assume that b(t, x, η) = 0 when |η| ≤ 1. From now on, we write
1

(2π)2n−1

���∞
0 ei(ψ(t,x,η)−�y,η�)b(t, x, η)dt

�
dη to denote the kernel of pseudodifferential

operator of order k−1 type ( 1
2 , 1

2 ) from sections of Λ0,qT ∗(Ω) to sections of Λ0,qT ∗(Ω)

with symbol
� ∞

0
ei(ψ(t,x,η)−�x,η�)b(t, x, η)dt ∈ Sk−1

1
2 , 1

2

�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�

(see Proposition 5.15).
Let a(t, x, η) ∈ Ŝk

0

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
. Assume that

a(t, x, η) = 0

when |η| ≤ 1 and that

a(t, x, η)− a(∞, x, η) ∈ Ŝk
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�

with r > 0, where a(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
is a classical

symbol of order k. From now on, we write
1

(2π)2n−1

� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)− ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)

�
dt

�
dη

to denote the kernel of pseudodifferential operator of order k − 1 type ( 1
2 , 1

2 ) from
sections of Λ0,qT ∗(Ω) to sections of Λ0,qT ∗(Ω) with symbol

� ∞

0

�
ei(ψ(t,x,η)−�x,η�)a(t, x, η)− ei(ψ(∞,x,η)−�x,η�)a(∞, x, η)

�
dt

in Sk−1
1
2 , 1

2

�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
(see Remark 5.17). From Proposition 4.5,

we have the following
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Proposition 6.1. – Let Q be a C∞
differential operator on Ω of order m. Let

b(t, x, η) ∈ Ŝk
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�

with r > 0. We assume that b(t, x, η) = 0 when |η| ≤ 1. Set

Q(ei(ψ(t,x,η)−�y,η�)b(t, x, η)) = ei(ψ(t,x,η)−�y,η�)c(t, x, η),

c(t, x, η) ∈ Ŝk+m
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, r > 0. Put

B(x, y) =
1

(2π)2n−1

� �� ∞

0
ei(ψ(t,x,η)−�y,η�)b(t, x, η)dt

�
dη,

C(x, y) =
1

(2π)2n−1

� �� ∞

0
ei(ψ(t,x,η)−�y,η�)c(t, x, η)dt

�
dη.

We have Q ◦B ≡ C.

Proposition 6.2. – Let Q be a C∞
differential operator on Ω of order m. Let

b(t, x, η) ∈ Ŝk
0

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
.

We assume that b(t, x, η) = 0 when |η| ≤ 1 and that

b(t, x, η)− b(∞, x, η) ∈ Ŝk
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�

with r > 0, where b(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
is a classical

symbol of order k. Set

Q
�
ei(ψ(t,x,η)−�y,η�)b(t, x, η)− ei(ψ(∞,x,η)−�y,η�)b(∞, x, η)

�

= ei(ψ(t,x,η)−�y,η�)c(t, x, η)− ei(ψ(∞,x,η)−�y,η�)c(∞, x, η),

where c(t, x, η) ∈ Ŝk+m
0

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
,

c(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�

is a classical symbol of order k + m. Then

c(t, x, η)− c(∞, x, η) ∈ Ŝk+m
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�

with r > 0. Put

B(x, y) =
1

(2π)2n−1

� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)b(t, x, η)− ei(ψ(∞,x,η)−�y,η�)b(∞, x, η)

�
dt

�
dη,

C(x, y) =
1

(2π)2n−1

� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)c(t, x, η)− ei(ψ(∞,x,η)−�y,η�)c(∞, x, η)

�
dt

�
dη.

We have Q ◦B ≡ C.

We return to our problem. From now on, we assume that our operators are properly
supported. We assume that Y (q) holds. Let

aj(t, x, η) ∈ Ŝ−j
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . ,
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where r > 0, be as in Proposition 5.3 with a0(0, x, η) = I, aj(0, x, η) = 0 when j > 0.
Let a(t, x, η) ∼

�∞
j=0 aj(t, x, η) in Ŝ0

r (R+×T ∗(Ω); L (Λ0,qT ∗
�
Ω),Λ0,qT ∗(Ω))

�
, where

r > 0. Let

(6.1) (∂t + �(q)
b )

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)

�
= ei(ψ(t,x,η)−�y,η�)b(t, x, η).

From Proposition 4.5, we see that for every compact set K ⊂ Ω, ε > 0 and all indices
α, β and N ∈ N, there exists cα,β,N,ε,K > 0 such that

(6.2)
��∂α

x ∂β
η b(t, x, η)

�� ≤ cα,β,N,ε,Ket(−r(x,η)+ε|η|)�|η|−N + |η|2−N (Im ψ(t, x, η))N
�
,

where t ∈ R+, x ∈ K, |η| ≥ 1. Choose χ ∈ C∞
0 (R2n−1) so that χ(η) = 1 when |η| < 1

and χ(η) = 0 when |η| > 2. Set

(6.3) A(x, y) =
1

(2π)2n−1

� �� ∞

0
ei(ψ(t,x,η)−�y,η�)a(t, x, η)(1− χ(η))dt

�
dη.

We have the following proposition

Proposition 6.3. – Suppose Y (q) holds. Let A be as in (6.3). We have �(q)
b A ≡ I.

Proof. – We have

�(q)
b

� 1

(2π)2n−1
ei(ψ(t,x,η)−�y,η�)a(t, x, η)(1− χ(η))

�

=
1

(2π)2n−1
ei(ψ(t,x,η)−�y,η�)b(t, x, η)(1− χ(η))

− 1

(2π)2n−1

∂

∂t

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)

�
(1− χ(η)),

where b(t, x, η) is as in (6.1), (6.2). From Proposition 6.1, we have

�(q)
b ◦A ≡ 1

(2π)2n−1

� �� ∞

0
ei(ψ(t,x,η)−�y,η�)b(t, x, η)(1− χ(η))dt

�
dη

− 1

(2π)2n−1

� �� ∞

0

∂

∂t

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)

�
(1− χ(η))dt

�
dη.

From (6.2), it follows that
���∞

0 ei(ψ(t,x,η)−�y,η�)b(t, x, η)(1− χ(η))dt
�
dη is smoothing.

Choose a cut-off function χ1(η) ∈ C∞
0 (R2n−1) so that χ1(η) = 1 when |η| < 1 and

χ1(η) = 0 when |η| > 2. Take a u(y) ∈ C∞
0 (Ω; Λ0,qT ∗(Ω)), then

lim
ε→0

�� �� ∞

0

∂

∂t

�
ei(ψ(t,x,η)−�y,η�a(t, x, η)

�
(1− χ(η))χ1(εη)u(y)dt

�
dηdy

= − lim
ε→0

��
ei�x−y,η�(1− χ(η))χ1(εη)u(y)dηdy.

Hence 1
(2π)2n−1

���∞
0

∂
∂t

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)

�
(1 − χ(η))dt

�
dη ≡ −I. Thus �(q)

b ◦
A ≡ I.
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Remark 6.4. – We assume that Y (q) holds. From Proposition 6.3, we know that,
for every local coordinate patch Xj , there exists a properly supported operator Aj :

D �(Xj ; Λ0,qT ∗(Xj)) → D �(Xj ; Λ0,qT ∗(Xj)) such that

Aj : Hs
loc(Xj ; Λ0,qT ∗(Xj)) → Hs+1

loc (Xj ; Λ0,qT ∗(Xj))

and �(q)
b ◦ Aj − I : Hs

loc(Xj ; Λ0,qT ∗(Xj)) → Hs+m
loc (Xj ; Λ0,qT ∗(Xj)) for all s ∈ R

and m ≥ 0. We assume that X =
�k

j=1 Xj . Let {χj} be a C∞ partition of unity
subordinate to {Xj} and set Au =

�
j Aj(χju), u ∈ D �(X; Λ0,qT ∗(X)). A is well-

defined as a continuous operator:

A : Hs(X; Λ0,qT ∗(X)) → Hs+1(X; Λ0,qT ∗(X))

for all s ∈ R. We notice that A is properly supported. We have �(q)
b ◦ A − I :

Hs(X; Λ0,qT ∗(X)) → Hs+m(X; Λ0,qT ∗(X)) for all s ∈ R and m ≥ 0.

Assume that Y (q) fails. Let

aj(t, x, η) ∈ Ŝ−j
0

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . ,

and aj(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . , be as in

Proposition 5.4. We recall that for some r > 0,

aj(t, x, η)−aj(∞, x, η) ∈ Ŝ−j
r

�
R+×T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
, j = 0, 1, . . . .

Let

(6.4) a(∞, x, η) ∼
∞�

j=0

aj(∞, x, η)

in the Hörmander symbol space S0
1,0

�
T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
. Let

(6.5) a(t, x, η) ∼
∞�

j=0

aj(t, x, η)

in Ŝ0
0

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
. We take a(t, x, η) so that for every

compact set K ⊂ Ω and all indices α, β, γ, k, there exists c > 0, c is independent of
t, such that

(6.6)

������
∂γ

t ∂α
x ∂β

η

�
a(t, x, η)−

k�

j=0

aj(t, x, η)
�
������
≤ c(1 + |η|)−k−1+γ−|β|,

where t ∈ R+, x ∈ K, |η| ≥ 1, and

a(t, x, η)− a(∞, x, η) ∈ Ŝ0
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
with r > 0.

Let

(6.7) (∂t + �(q)
b )

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)

�
= ei(ψ(t,x,η)−�y,η�)b(t, x, η).
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Then b(t, x, η) ∈ Ŝ2
0

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
and

(6.8) b(t, x, η)−b(∞, x, η) ∈ Ŝ2
r (R+×T ∗

�
Ω); L (Λ0,qT ∗(Ω),Λ0,qT ∗(Ω))

�
with r > 0,

where b(∞, x, η) is a classical symbol of order 2. Moreover, we have

(∂t + �(q)
b )

� 1

(2π)2n−1

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)− ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)

��

=
1

(2π)2n−1

�
ei(ψ(t,x,η)−�y,η�)b(t, x, η)− ei(ψ(∞,x,η)−�y,η�)b(∞, x, η)

�
.

(6.9)

From Proposition 4.5, we see that for every compact set K ⊂ Ω and all indices α,
β and N ∈ N, there exists cα,β,N,K > 0 such that

(6.10)
��∂α

x ∂β
η b(t, x, η)

�� ≤ cα,β,N,K

�
|η|−N + |η|2−N (Im ψ(t, x, η))N

�
,

where t ∈ R+, x ∈ K, |η| ≥ 1. Thus,

(6.11)
��∂α

x ∂β
η b(∞, x, η)

�� ≤ cα,β,N,K

�
|η|−N + |η|2−N (Im ψ(∞, x, η))N

�
.

From (6.8), (6.10) and (6.11), it follows that for every compact set K ⊂ Ω, ε > 0 and
all indices α, β and N ∈ N, there exists cα,β,N,ε,K > 0 such that

��∂α
x ∂β

η

�
b(t, x, η)− b(∞, x, η)

���

≤ cα,β,N,ε,K

�
et(−r(x,η)+ε|η|)�|η|−N + |η|2−N (Im ψ(t, x, η))N

�� 1
2
,

(6.12)

where t ∈ R+, x ∈ K, |η| ≥ 1, r > 0.
Choose χ ∈ C∞

0 (R2n−1) so that χ(η) = 1 when |η| < 1 and χ(η) = 0 when |η| > 2.
Set

G(x, y) =
1

(2π)2n−1

� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)

− ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)
�
(1− χ(η))dt

�
dη.

(6.13)

Put

(6.14) S(x, y) =
1

(2π)2n−1

�
ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)dη.

We have the following

Proposition 6.5. – We assume that Y (q) fails. Let G and S be as in (6.13) and

(6.14) respectively. Then S + �(q)
b ◦G ≡ I and �(q)

b ◦ S ≡ 0.

Proof. – We have

�(q)
b

� 1

(2π)2n−1
ei(ψ(t,x,η)−�y,η�)a(t, x, η)

�

=
1

(2π)2n−1
ei(ψ(t,x,η)−�y,η�)

�
b(t, x, η)− i

∂ψ

∂t
a− ∂a

∂t

�
,
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where b(t, x, η) is as in (6.7). Letting t →∞, we get

�(q)
b

� 1

(2π)2n−1
ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)

�
=

1

(2π)2n−1
ei(ψ(∞,x,η)−�y,η�)b(∞, x, η),

where b(∞, x, η) is as in (6.8) and (6.11). From (6.11), we have

1

(2π)2n−1

�
ei(ψ(∞,x,η)−�y,η�)b(∞, x, η)dη

is smoothing. Thus �(q)
b ◦ S ≡ 0.

In view of (6.9), we have

�(q)
b

�
1

(2π)2n−1

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)(1− χ(η))− ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)(1− χ(η)

��

=
1

(2π)2n−1

�
ei(ψ(t,x,η)−�y,η�)b(t, x, η)− ei(ψ(∞,x,η)−�y,η�)b(∞, x, η)

�
(1− χ(η))

− 1

(2π)2n−1

∂

∂t

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)

�
(1− χ(η)).

From Proposition 6.2, we have

�(q)
b ◦G = �(q)

b

�
1

(2π)2n−1

� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)

− ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)
�
(1− χ(η))dt

�
dη

�

≡ 1

(2π)2n−1

�� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)b(t, x, η)

− ei(ψ(∞,x,η)−�y,η�)b(∞, x, η)
�
(1− χ(η))dt

�
dη

−
� �� ∞

0

∂

∂t

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)

�
(1− χ(η))dt

�
dη

�
.

In view of (6.11) and (6.12), we see that
� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)b(t, x, η)− ei(ψ(∞,x,η)−�y,η�)b(∞, x, η)

�
(1− χ(η))dt

�
dη

=

� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�) − ei(ψ(∞,x,η)−�y,η�)�b(∞, x, η)(1− χ(η))dt

�
dη

+

� �� ∞

0
ei(ψ(t,x,η)−�y,η�)�b(t, x, η)− b(∞, x, η)

�
(1− χ(η))dt

�
dη

is smoothing.
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Choose a cut-off function χ1(η) ∈ C∞
0 (R2n−1) so that χ1(η) = 1 when |η| < 1 and

χ1(η) = 0 when |η| > 2. Take a u ∈ C∞
0 (Ω; Λ0,qT ∗(Ω)), then

lim
ε→0

� �� ∞

0

∂

∂t

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)

�
(1− χ(η))χ1(εη)u(y)dt

�
dηdy

= lim
ε→0

�
ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)(1− χ(η))χ1(εη)u(y)dηdy

− lim
ε→0

�
ei�x−y,η�(1− χ(η))χ1(εη)u(y)dηdy.

Hence
1

(2π)2n−1

� �� ∞

0

∂

∂t

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)

�
(1− χ(η))dt

�
dη ≡ S − I.

Thus S + �b,q ◦G ≡ I.

In the rest of this chapter, we recall some facts about Hilbert space theory for
�(q)

b . Our basic reference for these matters is [1]. Let A be as in Remark 6.4. A has
a formal adjoint A∗ : D �(X; Λ0,qT ∗(X)) → D �(X; Λ0,qT ∗(X)), (A∗u | v) = (u | Av),
u ∈ C∞(X; Λ0,qT ∗(X)), v ∈ C∞(X; Λ0,qT ∗(X)).

Lemma 6.6. – A∗ is well-defined as a continuous operator:

A∗ : Hs(X; Λ0,qT ∗(X)) → Hs+1(X; Λ0,qT ∗(X))

for all s ∈ R. Moreover, we have A∗ ≡ A.

Proof. – The first statement is a consequence of the theorem of Calderon and Vail-
lancourt (see Proposition 5.10). In view of Remark 6.4, we see that �(q)

b ◦A ≡ I. Thus
A∗ ◦�(q)

b ≡ I. We have

A∗ −A ≡ A∗ ◦ (�(q)
b ◦A)−A

≡ (A∗ ◦�(q)
b ) ◦A−A

≡ A−A

≡ 0.

The lemma follows.

From this, we get a two-sided parametrix for �(q)
b .

Proposition 6.7. – We assume that Y (q) holds. Let A be as in Remark 6.4. Then

�(q)
b ◦A ≡ A ◦�(q)

b ≡ I.

Proof. – In view of Lemma 6.6, we have A∗ ≡ A. Thus I ≡ �(q)
b ◦ A ≡ A∗ ◦ �(q)

b ≡
A ◦�(q)

b .
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Remark 6.8. – The existence of a two-sided parametrix for �(q)
b under condition

Y (q) is a classical result. See [1].

Definition 6.9. – Suppose Q is a closed densely defined operator

Q : H ⊃ Dom Q → RanQ ⊂ H,

where H is a Hilbert space. Suppose that Q has closed range. By the partial inverse
of Q, we mean the bounded operator N : H → H such that Q ◦ N = π2, N ◦
Q = π1 on Dom Q, where π1, π2 are the orthogonal projections in H such that
Ranπ1 = (KerQ)⊥, Ranπ2 = RanQ. In other words, for u ∈ H, let π2u = Qv,
v ∈ (KerQ)⊥

�
Dom Q. Then, Nu = v.

Set Dom �(q)
b =

�
u ∈ L2(X; Λ0,qT ∗(X)); �(q)

b u ∈ L2(X; Λ0,qT ∗(X))
�

.

Lemma 6.10. – We consider �(q)
b as an operator

�(q)
b : L2(X; Λ0,qT ∗(X)) ⊃ Dom �(q)

b → L2(X; Λ0,qT ∗(X)).

If Y (q) holds, then �(q)
b has closed range.

Proof. – Suppose uj ∈ Dom �(q)
b and �(q)

b uj = vj → v in L2(X; Λ0,qT ∗(X)). We have
to show that there exists u ∈ Dom �(q)

b such that �(q)
b u = v. From Proposition 6.7,

we have �(q)
b A = I−F1, A�(q)

b = I−F2, where Fj , j = 1, 2, are smoothing operators.
Now, A�(q)

b uj = (I − F2)uj → Av in L2(X; Λ0,qT ∗(X)). Since F2 is compact, there
exists a subsequence ujk → u in L2(X; Λ0,qT ∗(X)), k →∞. We have (I−F2)u = Av

and �(q)
b ujk → �(q)

b u in H−2(X; Λ0,qT ∗(X)), k → ∞. Thus �(q)
b u = v. Now v ∈

L2(X; Λ0,qT ∗(X)), so u ∈ Dom �(q)
b . We have proved the lemma.

It follows that Ran�(q)
b = (Ker�(q)

b )⊥. Notice also that �(q)
b is self-adjoint. Now,

we can prove the following classical result

Proposition 6.11. – We assume that Y (q) holds. Then dim Ker�(q)
b < ∞ and π(q)

is a smoothing operator . Let N be the partial inverse. Then N = A + F where A is

as in Proposition 6.7 and F is a smoothing operator. Let N∗
be the formal adjoint

of N ,

(N∗u | v) = (u | Nv), u ∈ C∞(X; Λ0,qT ∗(X)), v ∈ C∞(X; Λ0,qT ∗(X)).

Then, N∗ = N on L2(X; Λ0,qT ∗(X)).
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Proof. – From Proposition 6.7, we have A�(q)
b = I−F1, �(q)

b A = I−F2, where F1, F2

are smoothing operators. Thus Ker�(q)
b ⊂ Ker (I−F1). Since F1 is compact, Ker (I−

F1) is finite dimensional and contained in C∞(X; Λ0,qT ∗(X)). Thus dim Ker�(q)
b <

∞ and Ker�(q)
b ⊂ C∞(X; Λ0,qT ∗(X)).

Let {φ1, φ2, . . . , φm} be an orthonormal basis for Ker�(q)
b . The projection π(q) is

given by π(q)u =
�m

j=1(u | φj)φj . Thus π(q) is a smoothing operator. Notice that
I − π(q) is the orthogonal projection onto Ran�(q)

b since �(q)
b is formally self-adjoint

with closed range.
For u ∈ C∞(X; Λ0,qT ∗(X)), we have

(N −A)u = (A�(q)
b + F1)Nu−Au

= A(I − π(q))u + F1Nu−Au

= −Aπ(q)u + F1N(�(q)
b A + F2)u

= −Aπ(q)u + F1(I − π(q))Au + F1NF2u.

Here −Aπ(q), F1(1 − π(q))A : Hs(X; Λ0,qT ∗(X)) → Hs+m(X; Λ0,qT ∗(X)) ∀s ∈ R
and m ≥ 0, so −Aπ(q), F1(1− π(q))A are smoothing operators. Since

F1NF2 : E �(X; Λ0,qT ∗(X)) → C∞(X; Λ0,qT ∗(X))

→ L2(X; Λ0,qT ∗(X)) → C∞(X; Λ0,qT ∗(X)),

we have that F1NF2 is a smoothing operator. Thus N = A + F , F is a smoothing
operator.

Since Nπ(q) = π(q)N = 0 = N∗π(q) = π(q)N∗ = 0, we have N∗ = (N�(q)
b +

π(q))N∗ = N�(q)
b N∗ = N . The proposition follows.

Now, we assume that Y (q) fails but that Y (q − 1), Y (q + 1) hold. In view of
Lemma 6.10, we see that �(q−1)

b and �(q+1)
b have closed range. We write ∂

(q)
b to denote

the map: ∂b : C∞(X; Λ0,qT ∗(X)) → C∞(X; Λ0,q+1T ∗(X)). Let ∂
(q),∗
b denote the

formal adjoint of ∂b. We have ∂
(q),∗
b : C∞(X; Λ0,q+1T ∗(X)) → C∞(X; Λ0,qT ∗(X)).

Let N (q+1)
b and N (q−1)

b be the partial inverses of �(q+1)
b and �(q−1)

b respectively. From
Proposition 6.11, we have

(N (q+1)
b )∗ = N (q+1)

b , (N (q−1)
b )∗ = N (q−1)

b ,

where (N (q+1)
b )∗ and (N (q−1)

b )∗ are the formal adjoints of N (q+1)
b and N (q−1)

b respec-
tively. Put

(6.15) M = ∂
(q),∗
b (N (q+1)

b )2∂
(q)
b + ∂

(q−1)
b (N (q−1)

b )2∂
(q−1),∗
b

and

(6.16) π = I − (∂
(q),∗
b N (q+1)

b ∂
(q)
b + ∂

(q−1)
b N (q−1)

b ∂
(q−1),∗
b ).
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In view of Proposition 6.11, we see that M is well-defined as a continuous operator:
M : Hs(X; Λ0,qT ∗(X)) → Hs(X; Λ0,qT ∗(X)) and π is well-defined as a continuous
operator: π : Hs(X; Λ0,qT ∗(X)) → Hs−1(X; Λ0,qT ∗(X)), for all s ∈ R.

Let π∗ and M∗ be the formal adjoints of π and M respectively. We have the
following

Lemma 6.12. – If we consider π and M as operators:

π, M : D �(X; Λ0,qT ∗(X)) → D �(X; Λ0,qT ∗(X)),

then

π∗ = π, M∗ = M,(6.17)

�(q)
b π = 0 = π�(q)

b ,(6.18)

π + �(q)
b M = I = π + M�(q)

b ,(6.19)

πM = 0 = Mπ,(6.20)

π2 = π.(6.21)

Proof. – From (6.15) and (6.16), we get (6.17).
For u ∈ C∞(X; Λ0,q+1T ∗(X)), we have

0 = (�(q+1)
b π(q+1)

b u | π(q+1)
b u)

= (∂
(q+1)
b π(q+1)

b u | ∂
(q+1)
b π(q+1)

b u) + (∂
(q),∗
b π(q+1)

b u | ∂
(q),∗
b π(q+1)

b u).

Thus,

(6.22) ∂
(q+1)
b π(q+1)

b = 0, ∂
(q),∗
b π(q+1)

b = 0.

Hence, by taking the formal adjoints

(6.23) π(q+1)
b ∂

(q+1),∗
b = 0, π(q+1)

b ∂
(q)
b = 0.

Similarly,

(6.24) ∂
(q−1)
b π(q−1)

b = 0, π(q−1)
b ∂

(q−1),∗
b = 0.

Note that

(6.25) ∂
(q),∗
b �(q+1)

b = �(q)
b ∂

(q),∗
b , ∂

(q−1)
b �(q−1)

b = �(q)
b ∂

(q−1)
b .

Now,

�(q)
b (∂

(q),∗
b N (q+1)

b ∂
(q)
b + ∂

(q−1)
b N (q−1)

b ∂
(q−1),∗
b )

= ∂
(q),∗
b �(q+1)

b N (q+1)
b ∂

(q)
b + ∂

(q−1)
b �(q−1)

b N (q−1)
b ∂

(q−1),∗
b

= ∂
(q),∗
b (I − π(q+1)

b )∂
(q)
b + ∂

(q−1)
b (I − π(q−1)

b )∂
(q−1),∗
b

= �(q)
b .
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Here we used (6.22), (6.24) and (6.25). Hence, �(q)
b π = 0. We have that π�(q)

b

= (�(q)
b π)∗ = 0, where (�(q)

b π)∗ is the formal adjoint of �(q)
b π. We get (6.18).

Now,

�(q)
b M = ∂

(q),∗
b �(q+1)

b (N (q+1)
b )2∂

(q)
b + ∂

(q−1)
b �(q−1)

b (N (q−1)
b )2∂

(q−1),∗
b

= ∂
(q),∗
b (I − π(q+1)

b )N (q+1)
b ∂

(q)
b + ∂

(q−1)
b (I − π(q−1)

b )N (q−1)
b ∂

(q−1),∗
b

= ∂
(q),∗
b N (q+1)

b ∂
(q)
b + ∂

(q−1)
b N (q−1)

b ∂
(q−1),∗
b

= I − π.

Here we used (6.22), (6.24) and (6.25). Thus, �(q)
b M + π = I. We have π + M�(q)

b =

(�(q)
b M + π)∗ = I, where (�(q)

b M + π)∗ is the formal adjoint of �(q)
b M + π. We get

(6.19).
Now,

M(I − π) = M(∂
(q),∗
b N (q+1)

b ∂
(q)
b + ∂

(q−1)
b N (q−1)

b ∂
(q−1),∗
b )

= ∂
(q),∗
b (N (q+1)

b )2∂
(q)
b ∂

(q),∗
b N (q+1)

b ∂
(q)
b

+ ∂
(q−1)
b (N (q−1)

b )2∂
(q−1),∗
b ∂

(q−1)
b N (q−1)

b ∂
(q−1),∗
b .

From (6.22), (6.23) and (6.25), we have

∂
(q)
b ∂

(q),∗
b N (q+1)

b = (I − π(q+1)
b )∂

(q)
b ∂

(q),∗
b N (q+1)

b

= N (q+1)
b �(q+1)

b ∂
(q)
b ∂

(q),∗
b N (q+1)

b

= N (q+1)
b ∂

(q)
b ∂

(q),∗
b �(q+1)

b N (q+1)
b

= N (q+1)
b ∂

(q)
b ∂

(q),∗
b (I − π(q+1)

b )

= N (q+1)
b ∂

(q)
b ∂

(q),∗
b .

Similarly, we have ∂
(q−1),∗
b ∂

(q−1)
b N (q−1)

b = N (q−1)
b ∂

(q−1),∗
b ∂

(q−1)
b . Hence,

M(I − π) = ∂
(q),∗
b (N (q+1)

b )2N (q+1)
b ∂

(q)
b ∂

(q),∗
b ∂

(q)
b

+ ∂
(q−1)
b (N (q−1)

b )2N (q−1)
b ∂

(q−1),∗
b ∂

(q−1)
b ∂

(q−1),∗
b

= ∂
(q),∗
b (N (q+1)

b )2N (q+1)
b �(q+1)

b ∂
(q)
b + ∂

(q−1)
b (N (q−1)

b )2N (q−1)
b �(q−1)

b ∂
(q−1),∗
b

= ∂
(q),∗
b (N (q+1)

b )2(I − π(q+1)
b )∂

(q)
b + ∂

(q−1)
b (N (q−1)

b )2(I − π(q−1)
b )∂

(q−1),∗
b

= ∂
(q),∗
b (N (q+1)

b )2∂
(q)
b + ∂

(q−1)
b (N (q−1)

b )2∂
(q−1),∗
b

= M.

Here we used (6.23) and (6.24). Thus, Mπ = 0. We have πM = (Mπ)∗ = 0, where
(Mπ)∗ is the formal adjoint of Mπ. We get (6.20).
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Finally, π = (�(q)
b M + π)π = π2. We get (6.21). The lemma follows.

Lemma 6.13. – If we restrict π to L2(X; Λ0,qT ∗(X)), then π = π(q)
. That is, π is the

orthogonal projection onto Ker�(q)
b . Thus, π is well-defined as a continuous operator:

π : L2(X; Λ0,qT ∗(X)) → L2(X; Λ0,qT ∗(X)).

Proof. – From (6.18), we get Ranπ ⊂ Ker�(q)
b in the space of distributions. From

(6.19), we get πu = u, when u ∈ Ker�(q)
b , so Ranπ = Ker�(q)

b and π2 = π = π∗π =

π∗. For ϕ, φ ∈ C∞(X; Λ0,qT ∗(X)), we get ((1−π)ϕ | πφ) = 0 so Ran (I−π) ⊥ Ranπ

and ϕ = (I − π)ϕ + πϕ is the orthogonal decomposition. It follows that π restricted
to L2(X; Λ0,qT ∗(X)) is the orthogonal projection onto Ker�(q)

b .

Lemma 6.14. – If we consider �(q)
b as an unbounded operator

�(q)
b : L2(X; Λ0,qT ∗(X)) ⊃ Dom �(q)

b → L2(X; Λ0,qT ∗(X)),

then �(q)
b has closed range and M : L2(X; Λ0,qT ∗(X)) → Dom �(q)

b is the partial

inverse.

Proof. – From (6.19) and Lemma 6.13, we see that M : L2(X; Λ0,qT ∗(X)) →
Dom �(q)

b and Ran�(q)
b ⊃ Ran (I − π). If �(q)

b u = v, u, v ∈ L2(X; Λ0,qT ∗(X)), then
(I − π)v = (I − π)�(q)

b u = v since π�(q)
b = �(q)

b π = 0. Hence Ran�(q)
b ⊂ Ran (I − π)

so �(q)
b has closed range.

From (6.20), we know that Mπ = πM = 0. Thus, M is the partial inverse.

From Lemma 6.13 and Lemma 6.14 we get the following classical result

Proposition 6.15. – We assume that Y (q) fails but that Y (q−1) and Y (q+1) hold.

Then �(q)
b has closed range. Let M and π be as in (6.15) and (6.16) respectively. Then

M is the partial inverse of �(q)
b and π = π(q)

.
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CHAPTER 7

THE SZEGŐ PROJECTION

In this chapter, we assume that Y (q) fails. From Proposition 6.5, we know that,
for every local coordinate patch Xj , there exist

Gj ∈ L−1
1
2 , 1

2

�
Xj ; Λ0,qT ∗(Xj),Λ

0,qT ∗(Xj)
�
, Sj ∈ L0

1
2 , 1

2

�
Xj ; Λ0,qT ∗(Xj),Λ

0,qT ∗(Xj)
�

such that

(7.1)

�
Sj + �(q)

b Gj ≡ I

�(q)
b Sj ≡ 0

in the space D ��Xj×Xj ; L (Λ0,qT ∗(Xj),Λ0,qT ∗(Xj))
�
. Furthermore, the distribution

kernel KSj of Sj is of the form

(7.2) KSj (x, y) =
1

(2π)2n−1

�
ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)dη,

where ψ(∞, x, η), a(∞, x, η) are as in Proposition 3.3 and (6.4). From now on, we
assume that Sj and Gj are properly supported operators.

We assume that X =
�k

j=1 Xj . Let χj be a C∞ partition of unity subordinate to
{Xj}. From (7.1), we have

(7.3)

�
Sjχj + �(q)

b Gjχj ≡ χj

�(q)
b Sjχj ≡ 0

in the space D ��Xj ×Xj ; L (Λ0,qT ∗(Xj),Λ0,qT ∗(Xj))
�
. Thus,

(7.4)

�
S + �(q)

b G ≡ I

�(q)
b S ≡ 0
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in D ��X ×X; L (Λ0,qT ∗(X),Λ0,qT ∗(X))
�
, where

S, G : D �(X; Λ0,qT ∗(X)) → D �(X; Λ0,qT ∗(X)),
�

Su =
�k

j=1 Sj(χju), u ∈ D �(X; Λ0,qT ∗(X)),

Gu =
�k

j=1 Gj(χju), u ∈ D �(X; Λ0,qT ∗(X)).
(7.5)

From (7.4), we can repeat the method of Beals and Greiner (see pages 173–176 of
[1]) with minor change to show that S is the Szegő projection (up to some smoothing
operators) if �(q)

b has closed range.
Let S∗, G∗ : D �(X; Λ0,qT ∗(X)) → D �(X; Λ0,qT ∗(X)) be the formal adjoints of

S and G respectively. As in Lemma 6.6, we see that S∗ and G∗ are well-defined as
continuous operators

(7.6)

�
S∗ : Hs(X; Λ0,qT ∗(X)) → Hs(X; Λ0,qT ∗(X)),

G∗ : Hs(X; Λ0,qT ∗(X)) → Hs+1(X; Λ0,qT ∗(X)),

for all s ∈ R. We have the following

Lemma 7.1. – Let S be as in (7.4) and (7.5). We have S ≡ S∗S. It follows that

S ≡ S∗ and S2 ≡ S.

Proof. – From (7.4), it follows that S∗+G∗�(q)
b ≡ I. We have S ≡ (S∗+G∗�(q)

b )◦S ≡
S∗S + G∗�(q)

b S ≡ S∗S. The lemma follows.

Let

(7.7) H = (I − S) ◦G.

H is well-defined as a continuous operator

H : Hs(X; Λ0,qT ∗(X)) → Hs+1(X; Λ0,qT ∗(X))

for all s ∈ R. The formal adjoint H∗ is well-defined as a continuous operator: H∗ :

Hs(X; Λ0,qT ∗(X)) → Hs+1(X; Λ0,qT ∗(X)), for all s ∈ R.

Lemma 7.2. – Let S and H be as in (7.4), (7.5) and (7.7). Then

SH ≡ 0,(7.8)

S + �(q)
b H ≡ I.(7.9)

Proof. – We have SH ≡ S(I − S)G ≡ (S − S2)G ≡ 0 since S2 ≡ S, where G is as in
(7.4). From (7.4), it follows that S + �(q)

b H = S + �(q)
b (I − S)G ≡ I − �(q)

b SG ≡ I.
The lemma follows.

Lemma 7.3. – Let H be as in (7.7). Then H ≡ H∗
.
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Proof. – Taking the adjoint in (7.9), we get S∗ + H∗�(q)
b ≡ I. Hence

H ≡ (S∗ + H∗�(q)
b )H ≡ S∗H + H∗�(q)

b H.

From Lemma 7.1, Lemma 7.2, we have S∗H ≡ SH ≡ 0. Hence H ≡ H∗�(q)
b H ≡

H∗.

Summing up, we get the following

Proposition 7.4. – We assume that Y (q) fails. Let

�
S : D �(X; Λ0,qT ∗(X)) → D �(X; Λ0,qT ∗(X))

H : D �(X; Λ0,qT ∗(X)) → D �(X; Λ0,qT ∗(X))

be as in (7.5) and (7.7). Then, S and H are well-defined as continuous operators

S : Hs(X; Λ0,qT ∗(X)) → Hs(X; Λ0,qT ∗(X)),(7.10)

H : Hs(X; Λ0,qT ∗(X)) → Hs+1(X; Λ0,qT ∗(X)),(7.11)

for all s ∈ R. Moreover, we have

H�(q)
b + S ≡ S + �(q)

b H ≡ I,(7.12)

�(q)
b S ≡ S�(q)

b ≡ 0,(7.13)

S ≡ S∗ ≡ S2,(7.14)

SH ≡ HS ≡ 0,(7.15)

H ≡ H∗.(7.16)

Remark 7.5. – If S�, H � : D �(X; Λ0,qT ∗(X)) → D �(X; Λ0,qT ∗(X)) satisfy (7.10)–
(7.16), then S� ≡ (H�(q)

b + S)S� ≡ SS� ≡ S(�(q)
b H � + S�) ≡ S and

H � ≡ (H�(q)
b + S)H � ≡ (H�(q)

b + S�)H � ≡ H�(q)
b H � ≡ H(�(q)

b H � + S�) ≡ H.

Thus, (7.10)–(7.16) determine S and H uniquely up to smoothing operators.

Now we can prove the following

Proposition 7.6. – We assume that Y (q) fails. Suppose �(q)
b has closed range. Let

N be the partial inverse of �(q)
b . Then N = H + F and π(q) = S + K, where H, S

are as in Proposition 7.4, F , K are smoothing operators.

Proof. – We may replace S by I−�(q)
b H and we have �(q)

b H +S = I = H∗�(q)
b +S∗.

Now,

(7.17) π(q) = π(q)(�(q)
b H + S) = π(q)S,

hence

(7.18) (π(q))∗ = S∗(π(q))∗ = π(q) = S∗π(q).
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Similarly,

(7.19) S = (N�(q)
b + π(q))S = π(q)S + NF1,

where F1 is a smoothing operator. From (7.17) and (7.19), we have

(7.20) S − π(q) = S − π(q)S = NF1.

Hence (S∗ − π(q))(S − π(q)) = F ∗
1 N2F1. On the other hand,

(S∗ − π(q))(S − π(q)) = S∗S − S∗π(q) − π(q)S + (π(q))2

= S∗S − π(q)

= S − π(q) + F2,

where F2 is a smoothing operator. Here we used (7.17) and (7.18). Now,

F ∗
1 N2F1 : D �(X; Λ0,qT ∗(X)) → C∞(X; Λ0,qT ∗(X))

→ L2(X; Λ0,qT ∗(X)) → C∞(X; Λ0,qT ∗(X)).

Hence F ∗
1 N2F1 is smoothing. Thus S − π(q) is smoothing.

We have,

N −H = N(�(q)
b H + S)−H

= (I − π(q))H + NS −H

= NS − π(q)H

= N(S − π(q)) + F3

= NF4 + F3

where F4 and F3 are smoothing operators. Now,

N −H∗ = N∗ −H∗

= F ∗
4 N + F ∗

3

= F ∗
4 (NF4 + F3 + H) + F ∗

3 .

Note that

F ∗
4 NF4 : D �(X; Λ0,qT ∗(X)) → C∞(X; Λ0,qT ∗(X))

→ L2(X; Λ0,qT ∗(X)) → C∞(X; Λ0,qT ∗(X)).

and F ∗
4 H : Hs(X ; Λ0,qT ∗(X)) → Hs+m(X ; Λ0,qT ∗(X)) for all s ∈ R and m ≥ 0.

Hence N −H∗ is smoothing and so is (N −H∗)∗ = N −H.

From Proposition 7.4 and Proposition 7.6, we obtain the following
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Theorem 7.7. – We recall that we work with the assumption that Y (q) fails. Let

(n−, n+), n− + n+ = n − 1, be the signature of the Levi form L. Suppose �(q)
b has

closed range. Then for every local coordinate patch U ⊂ X, the distribution kernel of

π(q)
on U × U is of the form

(7.21) Kπ(q)(x, y) ≡ 1

(2π)2n−1

�
ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)dη,

a(∞, x, η) ∈ S0
1,0

�
T ∗(U) ;L (Λ0,qT ∗(U),Λ0,qT ∗(U))

�
,

a(∞, x, η) ∼
∞�

0

aj(∞, x, η)

in Hörmander symbol space S0
1,0

�
T ∗(U); L (Λ0,qT ∗(U),Λ0,qT ∗(U))

�
, where

aj(∞, x, η) ∈ C∞�
T ∗(U); L (Λ0,qT ∗(U),Λ0,qT ∗(U))

�
, j = 0, 1, . . . , aj(∞, x, λη) =

λ−jaj(∞, x, η), λ ≥ 1, |η| ≥ 1, j = 0, 1, . . . . Here ψ(∞, x, η) is as in Proposition 3.3

and (3.8). We recall that ψ(∞, x, η) ∈ C∞(T ∗(U)), ψ(∞, x, λη) = λψ(∞, x, η),

λ > 0,

Im ψ(∞, x, η) � |η|
�
dist ((x,

η

|η| ),Σ)
�2

and

(7.22) ψ(∞, x, η) = −ψ(∞, x,−η).

Moreover, for all j = 0, 1, . . . ,

(7.23)

�
aj(∞, x, η) = 0 in a conic neighborhood of Σ+, if q = n−, n− �= n+,

aj(∞, x, η) = 0 in a conic neighborhood of Σ−, if q = n+, n− �= n+.

In the rest of this chapter, we will study the singularities of the distribution kernel
of the Szegő projection. We need

Definition 7.8. – Let M be a real paracompact C∞ manifold and let Λ be a C∞

closed submanifold of M . Let U be an open set in M , U
�

Λ �= ∅. We let C∞
Λ (U)

denote the set of equivalence classes of f ∈ C∞(U) under the equivalence relation

f ≡ g in the space C∞
Λ (U)

if for every z0 ∈ Λ
�

U , there exists a neighborhood W ⊂ U of z0 such that f = g +h

on W , where h ∈ C∞(W ) and h vanishes to infinite order on Λ
�

W .

In view of Proposition 3.3, we see that ψ(∞, x, η) has a uniquely determined Tay-
lor expansion at each point of Σ. Thus, we can define ψ(∞, x, η) as an element in
C∞

Σ (T ∗(X)). We also write ψ(∞, x, η) for the equivalence class of ψ(∞, x, η) in the
space C∞

Σ (T ∗(X)).
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Let M be a real paracompact C∞ manifold and let Λ be a C∞ closed submanifold
of M . If x0 ∈ Λ, we let A(Λ, n, x0) be the set

A(Λ, n, x0) =
�

(U, f1, . . . , fn); U is an open neighborhood of x0,

f1, . . . , fn ∈ C∞
Λ (U), fj |Λ�U = 0, j = 1, . . . , n, df1, . . . , dfn

are linearly independent over C at each point of U
�

.

(7.24)

Definition 7.9. – If x0 ∈ Λ, we let Ax0(Λ, n, x0) denote the set of equivalence classes
of A(Λ, n, x0) under the equivalence relation

Γ1 = (U, f1, . . . , fn) ∼ Γ2 = (V, g1, . . . , gn), Γ1,Γ2 ∈ A(Λ, n, x0),

if there exists an open set W ⊂ U
�

V of x0 such that gj ≡
�n

k=1 aj,kfk in the
space C∞

Λ (W ), j = 1, . . . , n, where aj,k ∈ C∞
Λ (W ), j, k = 1, . . . , n, and (aj,k)n

j,k=1 is
invertible.

If (U, f1, . . . , fn) ∈ A(Λ, n, x0), we write (U, f1, . . . , fn)x0 for the equivalence class
of (U, f1, . . . , fn) in the set Ax0(Λ, n, x0), which is called the germ of (U, f1, . . . , fn)

at x0.

Definition 7.10. – Let M be a real paracompact C∞ manifold and let Λ be a C∞

closed submanifold of M . A formal manifold Ω of codimensin k at Λ associated to M

is given by:
For each point of x ∈ Λ, we assign a germ Γx ∈ Ax(Λ, k, x) in such a
way that for every point x0 ∈ Λ has an open neighborhood U such that
there exist f1, . . . , fk ∈ C∞

Λ (U), fj |Λ�U = 0, j = 1, . . . , k, df1, . . . , dfk

are linearly independent over C at each point of U , having the following
property: whatever x ∈ U , the germ (U, f1, . . . , fk)x is equal to Γx.

Formally, we write Ω = {Γx; x ∈ Λ}. If the codimension of Ω is 1, we call Ω a formal
hypersurface at Λ.

Let Ω = {Γx; x ∈ Λ} and Ω1 = {�Γx; x ∈ Λ} be two formal manifolds at Λ. If
Γx = �Γx, for all x ∈ Λ, we write Ω = Ω1 at Λ.

Definition 7.11. – Let Ω = {Γx; x ∈ Λ} be a formal manifold of codimensin k at
Λ associated to M , where Λ and M are as above. The tangent space of Ω at x0 ∈ Λ

is given by:

the tangent space of Ω at x0 = {u ∈ CTx0(M); �dfj(x0), u� = 0, j = 1, . . . , k} ,

where CTx0(M) is the complexified tangent space of M at x0, (U, f1, . . . , fk) is a
representative of Γx0 . We write Tx0(Ω) to denote the tangent space of Ω at x0.

Let (x, y) be some coordinates of X×X. From now on, we use the notations ξ and
η for the dual variables of x and y respectively.
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Remark 7.12. – For each point (x0, η0, x0, η0) ∈ diag (Σ× Σ), we assign a germ

(7.25) Γ(x0,η0,x0,η0) =
�
T ∗(X)× T ∗(X), ξ−ψ�x(∞, x, η), y−ψ�η(∞, x, η)

�
(x0,η0,x0,η0)

.

Let C∞ be the formal manifold at diag (Σ× Σ):

C∞ =
�
Γ(x,η,x,η); (x, η, x, η) ∈ diag (Σ× Σ)

�
.

C∞ is strictly positive in the sense that

1

i
σ(v, v) > 0, ∀v ∈ Tρ(C∞) \ CTρ(diag (Σ× Σ)),

where ρ ∈ diag (Σ×Σ). Here σ is the canonical two form on CT ∗ρ (X)×CT ∗ρ (X) (see
(2.11)).

The following is well-known (see Chapter 1 of [29] for the proof).

Proposition 7.13. – There exists a formal manifold J+ =
�
J(x,η); (x, η) ∈ Σ

�
at Σ

associated to T ∗(X) such that codimJ+ = n−1 and ∀(x0, η0) ∈ Σ, if (U, f1, . . . , fn−1)

is a representative of J(x0,η0), then

(7.26) {fj , fk} ≡ 0 in the space C∞
Σ (U), j, k = 1, . . . , n− 1,

(7.27) p0 ≡
n−1�

j=1

gjfj in the space C∞
Σ (U),

where gj ∈ C∞
Σ (U), j = 1, . . . , n− 1, and

(7.28)
1

i
σ(Hfj , Hfj

) > 0 at (x0, η0) ∈ Σ, j = 1, . . . , n− 1.

We also write fj to denote an almost analytic extension of fj. Then,

(7.29) fj(x, ψ�x(∞, x, η)) vanishes to infinite order on Σ, j = 1, . . . , n− 1.

Moreover, we have

Tρ(C∞) =

��
v +

n−1�

j=1

tjHfj (x0, η0), v +
n−1�

j=1

sjHfj
(x0, η0)

�
;

v ∈ T(x0,η0)(Σ), tj , sj ∈ C, j = 1, . . . , n− 1

�
,

(7.30)

where ρ = (x0, η0, x0, η0) ∈ diag (Σ× Σ) and C∞ is as in Remark 7.12.

We return to our problem. We need the following

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2010



64 CHAPTER 7. THE SZEGŐ PROJECTION

Lemma 7.14. – We have

(7.31) ψ��ηη(∞, p, ω0(p))ω0(p) = 0

and

(7.32) Rank
�
ψ��ηη(∞, p, ω0(p))

�
= 2n− 2,

for all p ∈ X.

Proof. – Since ψ�η(∞, x, η) is positively homogeneous of degree 0, it follows that
ψ��ηη(∞, p, ω0(p))ω0(p) = 0. We conclude that Rank

�
ψ��ηη(∞, p, ω0(p))

�
≤ 2n − 2.

From Im ψ(∞, x, η) � |η|dist
�
(x, η

|η| ); Σ
�2, we have Im ψ��ηη(∞, p, ω0(p))V �= 0, if

V /∈ {λω0(p); λ ∈ C}. Thus, for all V /∈ {λω0(p); λ ∈ C}, we have
�
ψ��ηη(∞, p, ω0(p))V, V

�
=

�
Re ψ��ηη(∞, p, ω0(p))V, V

�
+ i

�
Im ψ��ηη(∞, p, ω0(p))V, V

�

�= 0.

We get (7.32).

Until further notice, we assume that q = n+. For p ∈ X, we take local coordinates
x = (x1, x2, . . . , x2n−1) defined on some neighborhood Ω of p ∈ X such that

(7.33) ω0(p) = dx2n−1, x(p) = 0

and Λ0,1Tp(X) ⊕ Λ1,0Tp(X) =
��2n−2

j=1 aj
∂

∂xj
; aj ∈ C, j = 1, . . . , 2n− 2

�
. We take

Ω so that if x0 ∈ Ω then η0,2n−1 > 0 where ω0(x0) = (η0,1, . . . , η0,2n−1).
Until further notice, we work in Ω and we work with the local coordinates x. Choose

χ(x, η) ∈ C∞(T ∗(X)) so that χ(x, η) = 1 in a conic neighborhood of (p, ω0(p)),
χ(x, η) = 0 outside T ∗(Ω), χ(x, η) = 0 in a conic neighborhood of Σ− and χ(x, λη) =

χ(x, η) when λ > 0. We introduce the cut-off functions χ(x, η) and (1 − χ(x, η)) in
the integral (7.21): Kπ(q)(x, y) ≡ K

π(q)
+

(x, y) + K
π(q)
−

(x, y),

(7.34)
K

π(q)
+

(x, y) ≡ 1

(2π)2n−1

�
ei(ψ(∞,x,η)−�y,η�)χ(x, η)a(∞, x, η)dη,

K
π(q)
−

(x, y) ≡ 1

(2π)2n−1

�
ei(ψ(∞,x,η)−�y,η�)�1− χ(x, η)

�
a(∞, x, η)dη.

Now, we study K
π(q)
+

. We write t to denote η2n−1. Put η� = (η1, . . . , η2n−2). We have

K
π(q)
+
≡ 1

(2π)2n−1

�
ei(ψ(∞,x,(η�,t))−�y,(η�,t)�)χ

�
x, (η�, t))a(∞, x, (η�, t)

�
dη�dt

=
1

(2π)2n−1

� ∞

0

��
eit(ψ(∞,x,(w,1))−�y,(w,1)�)t2n−2χ

�
x, (tw, t)

�

× a
�
∞, x, (tw, t)

�
dw

�
dt,

(7.35)
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where η� = tw, w ∈ R2n−2. The stationary phase method of Melin and Sjöstrand (see
page 148 of[28]) then permits us to carry out the w integration in (7.35), to get

(7.36) K
π(q)
+

(x, y) ≡
� ∞

0
eitφ+(x,y)s+(x, y, t)dt

with

(7.37) s+(x, y, t) ∼
∞�

j=0

sj
+(x, y)tn−1−j

in Sn−1
1,0

�
Ω× Ω×]0,∞[; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))

�
, where

sj
+(x, y) ∈ C∞�

Ω× Ω; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))
�
, j = 0, 1, . . . ,

and φ+(x, y) ∈ C∞(Ω× Ω) is the corresponding critical value. For x ∈ Ω, let σ(x) ∈
R2n−2 be the vector:

(7.38) (x, (σ(x), 1)) ∈ Σ+.

Since dw(ψ(∞, x, (w, 1)) − �y, (w, 1)�) = 0 at x = y, w = σ(x), it follows that when
x = y, the corresponding critical point is w = σ(x) and consequently

φ+(x, x) = 0,(7.39)

(φ+)�x(x, x) = ψ�x(∞, x, (σ(x), 1)) = (σ(x), 1), (φ+)�y(x, x) = −(σ(x), 1).(7.40)

The following is essentially well-known (see page 147 of [28] or Proposition B.14
of paper I in [20]).

Proposition 7.15. – In some open neighborhood Q of p in Ω, we have

(7.41)

Im φ+(x, y) ≥ c inf
w∈W

�
Im ψ(∞, x, (w, 1)) + |dw(ψ(∞, x, (w, 1))− �y, (w, 1)�)|2

�
,

(x, y) ∈ Q×Q,

where c is a positive constant and W is some open set of the origin in R2n−2
.

We have the following

Proposition 7.16. – In some open neighborhood Q of p in Ω, there is a constant

c > 0 such that

(7.42) Im φ+(x, y) ≥ c |x� − y�|2 , (x, y) ∈ Q×Q,

where x� = (x1, . . . , x2n−2), y� = (y1, . . . , y2n−2) and |x� − y�|2 = (x1 − y1)2 + · · · +

(x2n−2 − y2n−2)2.
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Proof. – From ψ(∞, x, (w, 1))− �y, (w, 1)� = �x− y, (w, 1)�+ O(|w − σ(x)|2) we can
check that

dw

�
ψ(∞, x, (w, 1))− �y, (w, 1)�

�
= �x� − y�, dw�+ O(|w − σ(x)|),

where σ(x) is as in (7.38) and x� = (x1, . . . , x2n−2), y� = (y1, . . . , y2n−2). Thus, there
are constants c1, c2 > 0 such that

��dw

�
ψ(∞, x, (w, 1))− �y, (w, 1)�

���2 ≥ c1 |x� − y�|2 − c2 |w − σ(x)|2

for (x,w) in some compact set of Ω× Ṙ2n−2. If c1
2 |(x� − y�)|2 ≥ c2 |w − σ(x)|2, then

(7.43)
��dω

�
ψ(∞, x, ω)− �y, ω�

���2 ≥ c1

2
|(x� − y�)|2 .

Now, we assume that |(x� − y�)|2 ≤ 2c2
c1

|w − σ(x)|2. We have

(7.44) Im ψ(∞, x, (w, 1)) ≥ c3 |w − σ(x)|2 ≥ c1c3

2c2
|(x� − y�)|2 ,

for (x,w) in some compact set of Ω × Ṙ2n−2, where c3 is a positive constant. From
(7.43), (7.44) and Proposition 7.15, we have Im φ+(x, y) ≥ c |(x� − y�)|2 for x, y in
some neighborhood of p, where c is a positive constant. We get the proposition.

Remark 7.17. – For each point (x0, x0) ∈ diag (Ω× Ω), we assign a germ

H+,(x0,x0) = (Ω× Ω, φ+(x, y))(x0,x0).

Let H+ be the formal hypersurface at diag (Ω× Ω):

(7.45) H+ =
�
H+,(x,x); (x, x) ∈ diag (Ω× Ω)

�
.

The formal conic conormal bundle Λφ+t of H+ is given by: For each point

(x0, η0, x0, η0) ∈ diag
�
(Σ+

�
T ∗(Ω))× (Σ+

�
T ∗(Ω))

�
,

we assign a germ

Λ(x0,η0,x0,η0) =
�
T ∗(U)× T ∗(U), ξj − (φ+)�xj

t, j = 1, . . . , 2n− 1,

ηk − (φ+)�yk
t, k = 1, . . . , 2n− 2, φ+(x, y)

�

(x0,η0,x0,η0)
,

where t = η2n−1

(φ+)�y2n−1

and U ⊂ Ω is an open set of x0 such that (φ+)�y2n−1
�= 0 on

U × U . Then,

(7.46) Λφ+t =
�

Λ(x,η,x,η); (x, η, x, η) ∈ diag
�
(Σ+

�
T ∗(Ω))× (Σ+

�
T ∗(Ω))

��
.

Λφ+t is a formal manifold at diag
�
(Σ+

�
T ∗(Ω)) × (Σ+

�
T ∗(Ω))

�
. In fact, Λφ+t is

the positive Lagrangean manifold associated to φ+t in the sense of Melin and Sjös-
trand (see Chapter 3 of [28]).

Let �
W, f1(x, ξ, y, η), . . . , f4n−2(x, ξ, y, η)

�
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be a representative of Γ(x0,η0,x0,η0), where Γ(x0,η0,x0,η0) is as in (7.25). Put

Γ�(x0,η0,x0,η0) =
�
W, f1(x, ξ, y,−η), . . . , f4n−2(x, ξ, y,−η)

�
(x0,η0,x0,η0)

.

Let C �
∞ be the formal manifold at diag (Σ+ × Σ+):

(7.47) C �
∞ =

�
Γ�(x,η,x,η); (x, η, x, η) ∈ diag (Σ+ × Σ+)

�
.

We notice that ψ(∞, x, η)− �y, η� and φ+(x, y)t are equivalent at each point of

diag
�
(Σ+

�
T ∗(Ω))× (Σ+

�
T ∗(Ω))

�

in the sense of Melin-Sjöstrand (see [28]). From the global theory of Fourier integral
operators (see [28]), we get

(7.48) Λφ+t = C �
∞ at diag

�
(Σ+

�
T ∗(Ω))× (Σ+

�
T ∗(Ω))

�

(we refer the reader to Proposition B.7 and Proposition B.21 of paper I in [20] for
the details). Formally,

C∞ =
�
(x, ξ, y, η); (x, ξ, y,−η) ∈ Λφ+t

�
.

Put φ̂+(x, y) = −φ+(y, x). We claim that

(7.49) Λφ+t = Λφ̂+t at diag
�
(Σ+

�
T ∗(Ω))× (Σ+

�
T ∗(Ω))

�
,

where Λφ̂+t is defined as in (7.46). From Proposition 3.5, it follows that φ+(x, y)t and
−φ+(y, x)t are equivalent at each point of diag

�
(Σ+

�
T ∗(Ω))×(Σ+

�
T ∗(Ω))

�
in the

sense of Melin-Sjöstrand. Again from the global theory of Fourier integral operators
we get (7.49).

From (7.49), we get the following

Proposition 7.18. – There is a function f ∈ C∞(Ω× Ω), f(x, x) �= 0, such that

(7.50) φ+(x, y) + f(x, y)φ+(y, x)

vanishes to infinite order on x = y.

From (7.50), we can replace φ+(x, y) by 1
2

�
φ+(x, y)− φ+(y, x)

�
. Thus, we have

(7.51) φ+(x, y) = −φ+(y, x).

From (7.40), we see that
�
x, dxφ+(x, x)

�
∈ Σ+, dyφ+(x, x) = −dxφ+(x, x). We can

replace φ+(x, y) by 2φ+(x,y)
�dxφ+(x,x)�+�dxφ+(y,y)� . Thus,

(7.52) dxφ+(x, x) = ω0(x), dyφ+(x, x) = −ω0(x).

Similarly,

K
π(q)
−

(x, y) ≡
� ∞

0
eiφ−(x,y)ts−(x, y, t)dt,
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where K
π(q)
−

(x, y) is as in (7.34). From (7.22), it follows that when q = n− = n+, we

can take φ−(x, y) so that φ+(x, y) = −φ−(x, y).

Our method above only works locally. From above, we know that there exist open
sets Xj , j = 1, 2, . . . , k, X =

�k
j=1 Xj , such that

K
π(q)
+

(x, y) ≡
� ∞

0
eiφ+,j(x,y)ts+,j(x, y, t)dt

on Xj × Xj , where φ+,j satisfies (7.39), (7.41), (7.42), (7.48), (7.51), (7.52) and
s+,j(x, y, t), j = 0, 1, . . . , are as in (7.37). From the global theory of Fourier inte-
gral operators, we have

Λφ+,jt = C �
∞ = Λφ+,kt at diag

�
(Σ+

�
T ∗(Xj

�
Xk))× (Σ+

�
T ∗(Xj

�
Xk))

�
,

for all j, k, where Λφ+,jt, Λφ+,kt are defined as in (7.46) and C �
∞ is as in (7.47). Thus,

there is a function fj,k ∈ C∞�
(Xj

�
Xk)× (Xj

�
Xk)

�
, such that

(7.53) φ+,j(x, y)− fj,k(x, y)φ+,k(x, y)

vanishes to infinite order on x = y, for all j, k. Let χj(x, y) be a C∞ partition of
unity subordinate to {Xj ×Xj} with χj(x, y) = χj(y, x) and set

φ+(x, y) =
�

χj(x, y)φ+,j(x, y).

From (7.53) and the global theory of Fourier integral operators, it follows that
φ+,j(x, y)t and φ+(x, y)t are equivalent at each point of

diag
�
(Σ+

�
T ∗(Xj))× (Σ+

�
T ∗(Xj))

�

in the sense of Melin-Sjöstrand, for all j. Again, from the global theory of Fourier
integral operators, we get the main result of this work

Theorem 7.19. – We assume that the Levi form has signature (n−, n+), n−+n+ =

n− 1. Let q = n− or n+. Suppose �(q)
b has closed range. Then,

Kπ(q) = K
π(q)
+

if n+ = q �= n−,

Kπ(q) = K
π(q)
−

if n− = q �= n+,

Kπ(q) = K
π(q)
+

+ K
π(q)
−

if n+ = q = n−,

where K
π(q)
+

(x, y) satisfies

K
π(q)
+

(x, y) ≡
� ∞

0
eiφ+(x,y)ts+(x, y, t)dt
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with

s+(x, y, t) ∈ Sn−1
1,0

�
X ×X×]0,∞[; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))

�
,

s+(x, y, t) ∼
∞�

j=0

sj
+(x, y)tn−1−j(7.54)

in Sn−1
1,0

�
X ×X×]0,∞[; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))

�
, where

sj
+(x, y) ∈ C∞�

X ×X; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))
�
, j = 0, 1, . . . ,

φ+(x, y) ∈ C∞(X ×X), Im φ+(x, y) ≥ 0,

φ+(x, x) = 0, φ+(x, y) �= 0 if x �= y,

dxφ+ �= 0, dyφ+ �= 0 where Im φ+ = 0,

φ+(x, y) = −φ+(y, x),

dxφ+(x, y)|x=y = ω0(x), dyφ+(x, y)|x=y = −ω0(x).(7.55)

Moreover, φ+(x, y) satisfies (7.48). Similarly,

K
π(q)
−

(x, y) ≡
� ∞

0
eiφ−(x,y)ts−(x, y, t)dt

with

s−(x, y, t) ∼
∞�

j=0

sj
−(x, y)tn−1−j

in Sn−1
1,0

�
X ×X×]0,∞[; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))

�
, where

sj
−(x, y) ∈ C∞�

X ×X; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))
�
, j = 0, 1, . . . ,

and when q = n− = n+, φ−(x, y) = −φ+(x, y).
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CHAPTER 8

THE LEADING TERM OF THE SZEGŐ PROJECTION

To compute the leading term of the Szegő projection, we have to know the tan-
gential Hessian of φ+ at each point of diag (X × X) (see (8.1)), where φ+ is as in
Theorem 7.19. We work with local coordinates x = (x1, . . . , x2n−1) defined on an
open set Ω ⊂ X. The tangential Hessian of φ+(x, y) at (p, p) ∈ diag (X × X) is the
bilinear map:

T(p,p)H+ × T(p,p)H+ → C,

(u, v) →
�
(φ��+)(p, p)u, v

�
, u, v ∈ T(p,p)H+,

(8.1)

where H+ is as in (7.45) and (φ+)�� =

�
(φ+)��xx (φ+)��xy

(φ+)��yx (φ+)��yy

�
.

From (7.55), we can check that T(p,p)H+ is spanned by

(8.2) (u, v),
�
Y (p), Y (p)

�
, u, v ∈ Λ1,0Tp(X)⊕ Λ0,1Tp(X).

Now, we compute the the tangential Hessian of φ+ at (p, p) ∈ diag (X × X). We
need to understand the tangent space of the formal manifold

J+ =
�
J(x,η); (x, η) ∈ Σ

�

at ρ = (p, λω0(p)) ∈ Σ+, λ > 0, where J+ is as in Proposition 7.13.
Let λj , j = 1, . . . , n − 1, be the eigenvalues of the Levi form Lp. We recall

that 2i |λj | |σiY (ρ)|, j = 1, . . . , n − 1 and −2i |λj | |σiY (ρ)|, j = 1, . . . , n − 1, are
the non-vanishing eigenvalues of the fundamental matrix Fρ (see (2.14)). Let Λ+

ρ ⊂
CTρ(T ∗(X)) be the span of the eigenspaces of Fρ corresponding to 2i |λj | |σiY (ρ)|,
j = 1, . . . , n−1. It is well known (see [36], [29] and Boutet de Monvel-Guillemin [33])
that

Tρ(J+) = CTρ(Σ)⊕ Λ+
ρ , Λ+

ρ = Tρ(J+)⊥,

where Tρ(J+)⊥ is the orthogonal to Tρ(J+) in CTρ(T ∗(X)) with respect to the canon-
ical two form σ. We need the following
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Lemma 8.1. – Let ρ = (p, λω0(p)) ∈ Σ+
, λ > 0. Let Z1(x), . . . , Zn−1(x) be an or-

thonormal frame of Λ1,0Tx(X) varying smoothly with x in a neighborhood of p, for

which the Levi form is diagonalized at p. Let qj(x, ξ), j = 1, . . . , n−1, be the principal

symbols of Zj(x), j = 1, . . . , n− 1. Then, Λ+
ρ is spanned by

(8.3)

�
Hqj (ρ), if

1
i

�
qj , qj

�
(ρ) > 0,

Hqj
(ρ), if

1
i

�
qj , qj

�
(ρ) < 0.

We recall that (see (2.9)) 1
i

�
qj , qj

�
(ρ) = −2λLp(Zj , Zj).

Proof. – In view of (2.13), we see that Hqj (ρ) and Hqj
(ρ) are the eigenvectors of the

fundamental matrix Fρ corresponding to
�
qj , qj

�
(ρ) and

�
qj , qj

�
(ρ), for all j. Since

Λ+
ρ is the span of the eigenspaces of the fundamental matrix Fρ corresponding to

2iλ |λj |, j = 1, . . . , n − 1, where λj , j = 1, . . . , n − 1, are the eigenvalues of the Levi
form Lp. Thus, Λ+

ρ is spanned by
�

Hqj (ρ), if 1
i

�
qj , qj

�
(ρ) > 0,

Hqj
(ρ), if 1

i

�
qj , qj

�
(ρ) < 0.

We assume that (U, f1, . . . , fn−1) is a representative of Jρ. We also write fj to
denote an almost analytic extension of fj , for all j. It is well known that (see [29]
and (7.29)) there exist hj(x, y) ∈ C∞(X ×X), j = 1, . . . , n− 1, such that

(8.4) fj(x, (φ+)�x)− hj(x, y)φ+(x, y)

vanishes to infinite order on x = y, j = 1, . . . , n−1. From Lemma 8.1, we may assume
that

(8.5)

�
Hfj (ρ) = Hqj (ρ), if 1

i

�
qj , qj

�
(ρ) > 0,

Hfj (ρ) = Hqj
(ρ), if 1

i

�
qj , qj

�
(ρ) < 0.

Here qj , j = 1, . . . , n− 1, are as in Lemma 8.1.
We take local coordinates

x = (x1, . . . , x2n−1), zj = x2j−1 + ix2j , j = 1, . . . , n− 1,

defined on some open neighborhood of p such that ω0(p) =
√

2dx2n−1, x(p) = 0,
( ∂

∂xj
(p) | ∂

∂xk
(p)) = 2δj,k, j, k = 1, . . . , 2n− 1 and

Zj =
∂

∂zj
− 1√

2
iλjzj

∂

∂x2n−1
− 1√

2
cjx2n−1

∂

∂x2n−1
+ O(|x|2), j = 1, . . . , n− 1,

where Zj , j = 1, . . . , n − 1, are as in Lemma 8.1, cj ∈ C, ∂
∂zj

= 1
2 ( ∂

∂x2j−1
− i ∂

∂x2j
),

j = 1, . . . , n − 1 and λj , j = 1, . . . , n − 1, are the eigenvalues of Lp (this is always
possible. see pages 157–160 of [1]).
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We may assume that λj > 0, j = 1, . . . , q, λj < 0, j = q + 1, . . . , n − 1. Let
ξ = (ξ1, . . . , ξ2n−1) denote the dual variables of x. From (8.5), we can check that

fj(x, ξ) = − i

2
(ξ2j−1 − iξ2j)−

1√
2
λjzjξ2n−1 + i

1√
2
cjx2n−1ξ2n−1 + O(|(x, ξ�)|2),

j = 1, . . . , q, ξ� = (ξ1, . . . , ξ2n−2),

fj(x, ξ) =
i

2
(ξ2j−1 + iξ2j)−

1√
2
λjzjξ2n−1 − i

1√
2
cjx2n−1ξ2n−1 + O(|(x, ξ�)|2),

j = q + 1, . . . , n− 1, ξ� = (ξ1, . . . , ξ2n−2).

(8.6)

We write y = (y1, . . . , y2n−1), wj = y2j−1 + iy2j , j = 1, . . . , n − 1, ∂
∂wj

= 1
2 ( ∂

∂y2j−1
−

i ∂
∂y2j

), ∂
∂wj

= 1
2 ( ∂

∂y2j−1
+ i ∂

∂y2j
), j = 1, . . . , n − 1 and ∂

∂zj
= 1

2 ( ∂
∂x2j−1

+ i ∂
∂x2j

),
j = 1, . . . , n− 1. From (8.4) and (8.6), we have

−i
∂φ+

∂zj
− 1√

2
(λjzj − icjx2n−1)

∂φ+

∂x2n−1
= hjφ+ + O(|(x, y)|2), j = 1, . . . , q,

i
∂φ+

∂zj
− 1√

2
(λjzj + icjx2n−1)

∂φ+

∂x2n−1
= hjφ+ + O(|(x, y)|2), j = q + 1, . . . , n− 1.

(8.7)

From (8.7), it is straight forward to see that

∂2φ+

∂zj∂zk
(0, 0) =

∂2φ+

∂zj∂zk
(0, 0)− iλjδj,k =

∂2φ+

∂zj∂wk
(0, 0)

=
∂2φ+

∂zj∂wk
(0, 0) =

∂2φ+

∂zj∂x2n−1
(0, 0) +

∂2φ+

∂zj∂y2n−1
(0, 0)− cj

= 0, 1 ≤ j ≤ q, 1 ≤ k ≤ n− 1,

(8.8)

and
∂2φ+

∂zj∂zk
(0, 0) =

∂2φ+

∂zj∂zk
(0, 0) + iλjδj,k =

∂2φ+

∂zj∂wk
(0, 0)

=
∂2φ+

∂zj∂wk
(0, 0) =

∂2φ+

∂zj∂x2n−1
(0, 0) +

∂2φ+

∂zj∂y2n−1
(0, 0)− cj

= 0, q + 1 ≤ j ≤ n− 1, 1 ≤ k ≤ n− 1.

(8.9)

Since dxφ+|x=y = ω0(x), we have f j(x, (φ+)�x(x, x)) = 0, j = 1, . . . , n− 1. Thus,

i
∂φ+

∂zj
(x, x)− 1√

2
(λjzj + icjx2n−1)

∂φ+

∂x2n−1
(x, x) = O(|x|2), j = 1, . . . , q,

−i
∂φ+

∂zj
(x, x)− 1√

2
(λjzj − icjx2n−1)

∂φ+

∂x2n−1
(x, x) = O(|x|2), j = q + 1, . . . , n− 1.

(8.10)
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From (8.10), it is straight forward to see that

∂2φ+

∂zj∂zk
(0, 0) +

∂2φ+

∂zj∂wk
(0, 0) =

∂2φ+

∂zj∂zk
(0, 0) +

∂2φ+

∂zj∂wk
(0, 0) + iλjδj,k

=
∂2φ+

∂zj∂x2n−1
(0, 0) +

∂2φ+

∂zj∂y2n−1
(0, 0)− cj

= 0, 1 ≤ j ≤ q, 1 ≤ k ≤ n− 1,

(8.11)

and
∂2φ+

∂zj∂zk
(0, 0) +

∂2φ+

∂zj∂wk
(0, 0) =

∂2φ+

∂zj∂zk
(0, 0) +

∂2φ+

∂zj∂wk
(0, 0)− iλjδj,k

=
∂2φ+

∂zj∂x2n−1
(0, 0) +

∂2φ+

∂zj∂y2n−1
(0, 0)− cj

= 0, q + 1 ≤ j ≤ n− 1, 1 ≤ k ≤ n− 1.

(8.12)

Since φ+(x, y) = −φ+(y, x), from (8.9), we have

∂2φ+

∂zj∂wk
(0, 0) = −

∂2φ+

∂wj∂zk
(0, 0) = − ∂2φ+

∂wj∂zk
(0, 0) = 0, q + 1 ≤ k ≤ n− 1.

Combining this with (8.11), we get

(8.13)
∂2φ+

∂zj∂zk
(0, 0) = 0, 1 ≤ j ≤ q, q + 1 ≤ k ≤ n− 1.

Similarly,

∂2φ+

∂zj∂zk
(0, 0) = 0, 1 ≤ j ≤ q, 1 ≤ k ≤ q,

∂2φ+

∂zj∂zk
(0, 0) = 0, q + 1 ≤ j ≤ n− 1, q + 1 ≤ k ≤ n− 1.

(8.14)

From (8.8) and (8.11), we have

(8.15)
∂2φ+

∂zj∂wk
(0, 0) = −iλjδj,k −

∂2φ+

∂zj∂zk
(0, 0) = −2iλjδj,k, 1 ≤ j, k ≤ q.

Similarly,

(8.16)
∂2φ+

∂zj∂wk
(0, 0) = 2iλjδj,k, q + 1 ≤ j, k ≤ n− 1.

Since φ+(x, x) = 0, we have

(8.17)
∂2φ+

∂x2n−1∂x2n−1
(0, 0) + 2

∂2φ+

∂x2n−1∂y2n−1
(0, 0) +

∂2φ+

∂y2n−1∂y2n−1
(0, 0) = 0.

Combining (8.8), (8.9) and (8.11)–(8.17), we completely determine the tangential
Hessian of φ+(x, y) at (p, p).
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Theorem 8.2. – With the notations used before, in some small neighborhood of

(p, p) ∈ X ×X, we have

φ+(x,y) =
√

2(x2n−1 − y2n−1) + i
n−1�

j=1

|λj | |zj − wj |2

+
n−1�

j=1

�
iλj(zjwj − zjwj) + cj(zjx2n−1 − wjy2n−1) + cj(zjx2n−1 − wjy2n−1)

�

+
√

2(x2n−1 − y2n−1)f(x, y) + O(|(x, y)|3), f ∈ C∞, f(0, 0) = 0, f(x, y) = f(y, x).

(8.18)

We have the classical formulas
(8.19)

� ∞

0
e−txtmdt =

�
m!x−m−1, if m ∈ Z, m ≥ 0,

(−1)m

(−m−1)!x
−m−1(log x + c−

�−m−1
1

1
j ), if m ∈ Z, m < 0.

Here x �= 0, Re x ≥ 0 and c is the Euler constant, i.e. c = limm→∞(
�m

1
1
j − log m).

Note that
(8.20)� ∞

0
eiφ+(x,y)t

∞�

j=0

sj
+(x, y)tn−1−jdt = lim

ε→0+

� ∞

0
e−(−i(φ+(x,y)+iε)t)

∞�

j=0

sj
+(x, y)tn−1−jdt.

We have the following corollary of Theorem 7.19

Corollary 8.3. – There exist

F+, G+, F−, G− ∈ C∞�
X ×X; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))

�

such that

K
π(q)
+

= F+(−i(φ+(x, y) + i0))−n + G+ log(−i(φ+(x, y) + i0)),

K
π(q)
−

= F−(−i(φ−(x, y) + i0))−n + G− log(−i(φ−(x, y) + i0)).

Moreover, we have

F+ =
n−1�

0

(n− 1− k)!sk
+(x, y)(−iφ+(x, y))k + f+(x, y)(φ+(x, y))n,

F− =
n−1�

0

(n− 1− k)!sk
−(x, y)(−iφ−(x, y))k + f−(x, y)(φ−(x, y))n,

G+ ≡
∞�

0

(−1)k+1

k!
sn+k
+ (x, y)(−iφ+(x, y))k,

G− ≡
∞�

0

(−1)k+1

k!
sn+k
− (x, y)(−iφ−(x, y))k,

(8.21)
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where sk
+, k = 0, 1, . . . , are as in (7.54) and

f+(x, y), f−(x, y) ∈ C∞�
X ×X; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))

�
.

In the rest of this chapter, we assume that q = n+. We will compute the lead-
ing term of K

π(q)
+

. For a given point p ∈ X, let x = (x1, x2, . . . , x2n−1) be the

local coordinates as in Theorem 8.2. We recall that w0(p) =
√

2dx2n−1, x(p) = 0,
Λ1,0Tp(X) ⊕ Λ0,1Tp(X) =

��2n−2
j aj

∂
∂xj

; aj ∈ C
�

, ( ∂
∂xj

(p) | ∂
∂xk

(p)) = 2δj,k, j, k =

1, . . . , 2n − 1. We identify Ω with some open set in R2n−1. We represent the Her-
mitian inner product ( | ) on CT (X) by (u | v) = �Hu, v�, where u, v ∈ CT (X),
H is a positive definite Hermitian matrix and �, � is given by �s, t� =

�2n−1
j=1 sjtj ,

s = (s1, . . . , s2n−1) ∈ C2n−1, t = (t1, . . . , t2n−1) ∈ C2n−1. Here we identify CT (X)

with C2n−1. Let h(x) denote the determinant of H. The induced volume form on X

is given by
�

h(x)dx. We have h(p) = 22n−1. Now,

(K
π(q)
+
◦K

π(q)
+

)(x, y) ≡
� ∞

0

� ∞

0

��
eitφ+(x,w)+isφ+(w,y)s+(x,w, t)s+(w, y, s)

�
h(w)dw

�
dtds.

Let s = tσ, we get

(K
π(q)
+
◦K

π(q)
+

)(x, y) ≡
� ∞

0

� ∞

0

��
eitφ(x,y,w,σ)s+(x,w, t)s+(w, y, tσ)t

�
h(w)dw

�
dσdt,

where φ(x, y, w, σ) = φ+(x,w) + σφ+(w, y). It is easy to see that

Im φ(x, y, w, σ) ≥ 0, dwφ(x, y, w, σ)|x=y=w = (σ − 1)ω0(x).

Thus, x = y = w, σ = 1, x is real, are real critical points.
Now, we will compute the Hessian of φ at x = y = w = p, p is real, σ = 1. We

write Hφ(p) to denote the Hessian of φ at x = y = w = p, p is real, σ = 1. Hφ(p) has

the following form: Hφ(p) =

�
0 t(φ+)�x

(φ+)�x (φ+)��xx + (φ+)��yy

�
. Since (φ+)�x(p) = ω0(p) =

√
2dx2n−1, we have Hφ(p) =





0, 0, . . . , 0,
√

2
... A, ∗
√

2 ∗ ∗




, where A is the linear map

A : Λ1,0Tp(X)⊕ Λ0,1Tp(X) → Λ1,0Tp(X)⊕ Λ0,1Tp(X),

�Au, v� =
�
((φ+)��xx + (φ+)��yy)u, v

�
, ∀ u, v ∈ Λ1,0Tp(X)⊕ Λ0,1Tp(X).

From eq8.18, it follows that A has the eigenvalues:

(8.22) 4i |λ1(p)| , 4i |λ1(p)| , . . . , 4i |λn−1(p)| , 4i |λn−1(p)| ,

where λj(p), j = 1, · · · , (n− 1), are the eigenvalues of the Levi form Lp. We have,

(8.23) det
�Hφ(p)

i

�
= 24n−3 |λ1(p)|2 · · · |λn−1(p)|2 .
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From the stationary phase formula of Melin-Sjöstrand (see page 148 of [28]), we
get

(K
π(q)
+
◦K

π(q)
+

)(x, y) ≡
� ∞

0
eitφ1(x,y)a(x, y, t)dt,

where

a(x, y, t) ∼
∞�

j=0

aj(x, y)tn−1−j

in the symbol space Sn−1
1,0

�
Ω × Ω × [0,∞[; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))

�
, aj(x, y) ∈

C∞�
Ω × Ω; L (Λ0,qT ∗(X),Λ0,qT ∗(X))

�
, j = 0, 1, . . . , φ1(x, y) is the corresponding

critical value. Moreover, we have

a0(p, p) =

�
det

Hφ(p)

2πi

�− 1
2

s0
+(p, p) ◦ s0

+(p, p)
�

h(p)

= 2 |λ1(p)|−1 · · · |λn−1(p)|−1 πns0
+(p, p) ◦ s0

+(p, p),

(8.24)

where s0
+ is as in (7.54). We notice that

(8.25) φ1(x, x) = 0, (φ1)
�
x(x, x) = (φ+)�x(x, x), (φ1)

�
y(x, x) = (φ+)�y(x, x).

From ((8.19) and (8.20), it follows that

(K
π(q)
+
◦K

π(q)
+

)(x, y) ≡ F1(−i(φ1(x, y) + i0))−n + G1 log(−i(φ1(x, y) + i0))

≡ F+(−i(φ+(x, y) + i0))−n + G+ log(−i(φ+(x, y) + i0)),

(8.26)

where

F1 =
n−1�

0

(n− 1− k)!aj(−iφ1)
k + f1φ

n
1 ,

f1, G1 ∈ C∞�
Ω×Ω; L (Λ0,qT ∗y (X),Λ0,qT ∗x (X))

�
, F+ and G+ are as in Corollary 8.3.

From (8.25) and (8.26), we see that s0
+(p, p) = a0(p, p). From this and (8.24), we get

(8.27) 2 |λ1(p)|−1 · · · |λn−1(p)|−1 πns0
+(p, p) ◦ s0

+(p, p) = s0
+(p, p).

Let Nx(ps
0 + 1

2
�trF ) =

�
u ∈ Λ0,qT ∗x (X); (ps

0 + 1
2

�trF )(x, ω0(x))u = 0
�
, where ps

0 is
the subprincipal symbol of �(q)

b and F is the fundamental matrix of �(q)
b . From the

asymptotic expansion of �(q)
b (eiφ+s+), we see that s0

+(p, p)u ∈ Np(ps
0 + 1

2
�trF ) for all

u ∈ Λ0,qT ∗p (X) (see Chapter 4). Let

I1 = (
1

2
|λ1| · · · |λn−1|)−1πns0

+(p, p).

From (8.27), we see that

(8.28) I2
1 = I1.

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2010



78 CHAPTER 8. THE LEADING TERM OF THE SZEGŐ PROJECTION

Since K
(π(q)

+ )∗
≡ K

π(q)
+

and φ+(x, y) = −φ+(y, x), we have (s0
+)∗(p, p) = s0

+(p, p) and
hence

(8.29) I∗1 = I1,

where (π(q)
+ )∗ is the adjoint of π(q)

+ , (s0
+)∗(p, p), I∗1 are the adjoints of s0

+(p, p) and
I1 in the space L

�
Λ0,qT ∗p (X),Λ0,qT ∗p (X)

�
with respect to ( | ) respectively. Note

that dim Np(ps
0 + 1

2
�trF ) = 1 (see Chapter 2). Combining this with (8.28), (8.29) and

s0
+(p, p) �= 0, it follows that I1 : Λ0,qT ∗p (X) → Λ0,qT ∗p (X) is the orthogonal projection

onto Np(ps
0 + 1

2
�trF ).

For a given point p ∈ X, let Z1(x), . . . , Zn−1(x) be an orthonormal frame of
Λ1,0Tx(X), for which the Levi form is diagonalized at p. Let ej(x), j = 1, . . . , n − 1

denote the basis of Λ0,1T ∗x (X), which is dual to Zj(x), j = 1, . . . , n − 1. Let λj(x),
j = 1, . . . , n− 1 be the eigenvalues of the Levi form Lx. We assume that λj(p) > 0 if
1 ≤ j ≤ n+. Then I1 =

�j=n+

j=1 ej(p)∧e∧,∗
j (p) at p (see Chapter 2). Summing up, we

have proved

Proposition 8.4. – For a given point p ∈ X, let Z1(x), . . . , Zn−1(x) be an orthonor-

mal frame of Λ1,0Tx(X), for which the Levi form is diagonalized at p. Let ej(x),

j = 1, . . . , n−1 denote the basis of Λ0,1T ∗x (X), which is dual to Zj(x), j = 1, . . . , n−1.

Let λj(x), j = 1, . . . , n − 1 be the eigenvalues of the Levi form Lx. We assume that

q = n+ and that λj(p) > 0 if 1 ≤ j ≤ n+. Then

F+(p, p) = (n− 1)!
1

2
|λ1(p)| · · · |λn−1(p)|π−n

j=n+�

j=1

ej(p)∧ej(p)∧,∗.
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ON THE SINGULARITIES OF THE
BERGMAN PROJECTION FOR (0, q)

FORMS





CHAPTER 1

INTRODUCTION AND STATEMENT
OF THE MAIN RESULTS

In this paper, we assume that all manifolds are paracompact (for the precise defi-
nition, see page 156 of Kelley [21]). Let M be a relatively compact open subset with
C∞ boundary Γ of a complex manifold M � of dimension n with a smooth Hermitian
metric ( | ) on its holomorphic tangent bundle (see (1.1)). The Hermitian metric in-
duces a Hermitian metric on the bundle of (0, q) forms of M � (see the discussion after
(1.1)) and a positive density (dM �) (see (1.4)). Let � be the ∂-Neumann Laplacian on
M (see Folland-Kohn [10] or (1.7)) and let �(q) denote the restriction to (0, q) forms.
For p ∈ Γ, let Lp be the Levi form of Γ at p (see (1.10)). Given q, 0 ≤ q ≤ n− 1, the
Levi form is said to satisfy condition Z(q) at p ∈ Γ if it has at least n − q positive
or at least q + 1 negative eigenvalues. When condition Z(q) holds at each point of Γ,
Kohn’s L2 estimates give the hypoellipicity with loss of one dervative for the solutions
of �(q)u = f (see [10] or Theorem 2.6). The Bergman projection is the orthogonal
projection onto the kernel of �(q) in the L2 space. When condition Z(q) fails at some
point of Γ, one is interested in the Bergman projection on the level of (0, q) forms.
When q = 0 and the Levi form is positive definite, the existence of the complete
asymptotic expansion of the singularities of the Bergman projection was obtained by
Fefferman [9] on the diagonal and subsequently by Boutet de Monvel-Sjöstrand (see
[34]) in complete generality. If q = n− 1 and the Levi form is negative definite, Hör-
mander [19] obtained the corresponding asymptotics for the Bergman projection in
the distribution sense. We have been influenced by these works.

We now start to formulate the main results. First, we introduce some standard
notations. Let Ω be a C∞ manifold equipped with a smooth density of integration.
We let T (Ω) and T ∗(Ω) denote the tangent bundle of Ω and the cotangent bundle of
Ω respectively. The complexified tangent bundle of Ω and the complexified cotangent
bundle of Ω will be denoted by CT (Ω) and CT ∗(Ω) respectively. We write � , � to
denote the pointwise duality between T (Ω) and T ∗(Ω). We extend � , � bilinearly to
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CT (Ω) × CT ∗(Ω). Let E be a C∞ vector bundle over Ω. The fiber of E at x ∈ Ω

will be denoted by Ex. Let Y ⊂⊂ Ω be an open set. The spaces of smooth sections
of E over Y and distribution sections of E over Y will be denoted by C∞(Y ; E) and
D �(Y ; E) respectively. Let E �(Y ; E) be the subspace of D �(Y ; E) of sections with
compact support in Y . For s ∈ R, we let Hs(Y ; E) denote the Sobolev space of order
s of sections of E over Y . Put

Hs
loc (Y ; E) = {u ∈ D �(Y ; E); ϕu ∈ Hs(Y ; E), ∀ϕ ∈ C∞

0 (Y )}

and Hs
comp (Y ; E) = Hs

loc(Y ; E)
�

E �(Y ; E).

Let F be a C∞ vector bundle over M �. Let C∞(M ; F ), D �(M ; F ), Hs(M ; F ) de-
note the spaces of restrictions to M of elements in the spaces C∞(M �; F ), D �(M �; F )

and Hs(M �; F ) respectively. Let C∞
0 (M ; F ) be the subspace of C∞(M ; F ) of sections

with compact support in M .

Let Λ1,0T (M �) and Λ0,1T (M �) be the holomorphic tangent bundle of M � and
the anti-holomorphic tangent boundle of M � respectively. In local coordinates z =

(z1, . . . , zn), we represent the Hermitian metric on Λ1,0T (M �) by

(1.1) (u | v) = g(u, v), u, v ∈ Λ1,0T (M �), g =
n�

j,k=1

gj,k(z)dzj ⊗ dzk,

where gj,k(z) = gk,j(z) ∈ C∞, j, k = 1, . . . , n, and (gj,k(z))n
j,k=1 is positive definite

at each point. We extend the Hermitian metric ( | ) to CT (M �) in a natural way
by requiring Λ1,0T (M �) to be orthogonal to Λ0,1T (M �) and satisfy (u | v) = (u | v),
u, v ∈ Λ0,1T (M �).

The Hermitian metric ( | ) on CT (M �) induces, by duality, a Hermitian metric on
CT ∗(M �) that we shall also denote by ( | ). For q ∈ N, let Λ0,qT ∗(M �) be the bundle
of (0, q) forms of M �. The Hermitian metric ( | ) on CT ∗(M �) induces a Hermitian
metric on Λ0,qT ∗(M �) also denoted by ( | ).

Let r ∈ C∞(M �) be a defining function of Γ such that r is real, r = 0 on Γ, r < 0

on M and dr �= 0 near Γ. From now on, we take a defining function r so that �dr� = 1

on Γ.

The Hermitian metric ( | ) on CT (M �) induces a Hermitian metric ( | ) on CT (Γ).
For z ∈ Γ, we identify CT ∗z (Γ) with the space

(1.2) {u ∈ CT ∗z (M �); (u | dr) = 0} .

For q ∈ N, let Λ0,qT ∗(Γ) be the bundle of (0, q) forms of Γ. We recall that
(1.3)
Λ0,qT ∗z (Γ) =

�
u ∈ Λ0,qT ∗z (M �); (u | ∂r(z) ∧ g) = 0, ∀g ∈ Λ0,q−1T ∗z (M �)

�
, z ∈ Γ.
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We associate to the Hermitian metric
�n

j,k=1 gj,k(z)dzj⊗dzk a real (1, 1) form (see
page 144 of Kodaira [22]) ω = i

�n
j,k=1 gj,kdzj ∧ dzk. Let

(1.4) dM � =
ωn

n!

be the volume element and let ( | )M be the inner product on C∞(M ; Λ0,qT ∗(M �))

defined by

(1.5) (f | h)M =

�

M
(f | h)(dM �) =

�

M
(f | h)

ωn

n!
, f, h ∈ C∞(M ; Λ0,qT ∗(M �)).

Similarly, we take (dΓ) as the induced volume form on Γ and let ( | )Γ be the inner
product on C∞(Γ; Λ0,qT ∗(M �)) defined by

(1.6) (f | g)Γ =

�

Γ
(f | g)dΓ, f, g ∈ C∞(Γ; Λ0,qT ∗(M �)).

Let ∂ : C∞(M �; Λ0,qT ∗(M �)) → C∞(M �; Λ0,q+1T ∗(M �)) be the part of the exterior
differential operator which maps forms of type (0, q) to forms of type (0, q+1) and we
denote by ∂f

∗
: C∞(M �; Λ0,q+1T ∗(M �)) → C∞(M �; Λ0,qT ∗(M �)) the formal adjoint

of ∂. That is
(∂f | h)M � = (f | ∂f

∗
h)M � ,

f ∈ C∞
0 (M �; Λ0,qT ∗(M �)), h ∈ C∞(M �; Λ0,q+1T ∗(M �)), where ( | )M � is defined by

(g | k)M � =
�

M �(g | k)(dM �), g, k ∈ C∞
0 (M �; Λ0,qT ∗(M �)). We shall also use the nota-

tion ∂ for the closure in L2 of the ∂ operator, initially defined on C∞(M ; Λ0,qT ∗(M �))

and ∂
∗ for the Hilbert space adjoint of ∂.

The ∂-Neumann Laplacian on (0, q) forms is then the self-adjoint operator in the
space L2(M ; Λ0,qT ∗(M �)) (see chapter I of [10])

(1.7) �(q) = ∂ ∂
∗

+ ∂
∗
∂.

We notice that

Dom �(q) =
�

u ∈ L2(M ; Λ0,qT ∗(M �)); u ∈ Dom ∂
∗�

Dom ∂,

∂
∗
u ∈ Dom ∂, ∂u ∈ Dom ∂

∗�(1.8)

and C∞(M ; Λ0,qT ∗(M �))
�

Dom �(q) is dense in Dom �(q) for the norm

u ∈ Dom �(q) → �u�+
��∂u

�� +
���∂

∗
u
���

(see also page 14 of [10]).
Let �(q)

f = ∂ ∂f
∗

+ ∂f
∗
∂ : C∞(M �; Λ0,qT ∗(M �)) → C∞(M �; Λ0,qT ∗(M �)) denote

the complex Laplace-Beltrami operator on (0, q) forms and denote by σ�(q)
f

the prin-

cipal symbol of �(q)
f .
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Let ∂
∂r be the dual vector of dr. That is (u | ∂

∂r ) = �u, dr�, for all u ∈ CT (M �). Put

(1.9) ω0 = J t(dr),

where J t is the complex structure map for the cotangent bundle.
Let Λ1,0T (Γ) and Λ0,1T (Γ) be the holomorphic tangent bundle of Γ and the anti-

holomorphic tangent bundle of Γ respectively. The Levi form Lp(Z,W ), p ∈ Γ, Z,
W ∈ Λ1,0Tp(Γ), is the Hermitian quadratic form on Λ1,0Tp(Γ) defined as follows:

For any Z, W ∈ Λ1,0Tp(Γ), pick �Z, �W ∈ C∞(Γ; Λ1,0T (Γ)) that satisfy

�Z(p) = Z, �W (p) = W . Then Lp(Z,W ) =
1

2i

�
[ �Z , �W ](p) , ω0(p)

�
.

(1.10)

The eigenvalues of the Levi form at p ∈ Γ are the eigenvalues of the Hermitian form Lp

with respect to the inner product ( | ) on Λ1,0Tp(Γ). If the Levi form is non-degenerate
at p ∈ Γ, let (n−, n+), n− + n+ = n− 1, be the signature of Lp. Then Z(q) holds at
p if and only if q �= n−.

We recall the Hörmander symbol spaces

Definition 1.1. – Let m ∈ R. Let U be an open set in M � ×M �.

Sm
1,0

�
U×]0,∞[; L (Λ0,qT ∗y (M �),Λ0,qT ∗x (M �))

�

is the space of all a(x, y, t) ∈ C∞�
U×]0,∞[; L (Λ0,qT ∗y (M �),Λ0,qT ∗x (M �))

�
such that

for all compact sets K ⊂ U and all α ∈ N2n, β ∈ N2n, γ ∈ N, there is a constant c > 0

such that
��∂α

x ∂β
y ∂γ

t a(x, y, t)
�� ≤ c(1 + |t|)m−|γ|, (x, y, t) ∈ K×]0,∞[. Sm

1,0 is called the
space of symbols of order m type (1, 0). We write S−∞1,0 =

�
Sm

1,0.

Let Sm
1,0

�
U

�
(M ×M)×]0,∞[; L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
denote the space of

restrictions to U
�

(M ×M)×]0,∞[ of elements in

Sm
1,0

�
U×]0,∞[; L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
.

Let

aj ∈ S
mj

1,0

�
U

�
(M ×M)×]0,∞[; L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
, j = 0, 1, 2, . . . ,

with mj � −∞, j →∞. Then there exists

a ∈ Sm0
1,0

�
U

�
(M ×M)×]0,∞[; L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�

such that

a−
�

0≤j<k

aj ∈ Smk
1,0

�
U

�
(M ×M)×]0,∞[; L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
,

for every k ∈ N (see Proposition 1.8 of Grigis-Sjöstrand [12]).
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If a and aj have the properties above, we write

a ∼
∞�

j=0

aj in Sm0
1,0

�
U

�
(M ×M)× [0,∞[; L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
.

Let
Π(q) : L2(M ; Λ0,qT ∗(M �)) → Ker�(q)

be the Bergman projection, i.e. the orthogonal projection onto the kernel of �(q). Let
KΠ(q)(z, w) ∈ D ��M ×M ; L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
be the distribution kernel of

Π(q).
Let X and Y be C∞ vector bundles over M �. Let

C, D : C∞
0 (M ; X) → D �(M ; Y )

with distribution kernels KC(z, w), KD(z, w) ∈ D �(M × M ; L (Xw, Yz)). We write
C ≡ D mod C∞�

U
�

(M×M)
�

if KC(z, w) = KD(z, w)+F (z, w), where F (z, w)|U ∈
C∞�

U
�

(M ×M); L (Xw, Yz)
�

and U is an open set in M � ×M �.
Given q, 0 ≤ q ≤ n− 1. Put

(1.11) Γq = {z ∈ Γ; Z(q) fails at z} .

If the Levi form is non-degenerate at each point of Γ, then Γq is a union of connected
components of Γ.

The main result of this work is the following

Theorem 1.2. – Let M be a relatively compact open subset with C∞
boundary Γ of

a complex analytic manifold M �
of dimension n. We assume that the Levi form is

non-degenerate at each point of Γ. Let q, 0 ≤ q ≤ n − 1. Suppose that Z(q) fails at

some point of Γ and that Z(q − 1) and Z(q + 1) hold at each point of Γ. Then

KΠ(q)(z, w) ∈ C∞
�
M ×M \ diag (Γq × Γq); L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
.

Moreover, in a neighborhood U of diag (Γq × Γq), KΠ(q)(z, w) satisfies

(1.12) KΠ(q)(z, w) ≡
� ∞

0
eiφ(z,w)tb(z, w, t)dt mod C∞�

U
�

(M ×M)
�

(for the precise meaning of the oscillatory integral
�∞
0 eiφ(z,w)tb(z, w, t)dt, see Re-

mark 1.3 below) with

b(z, w, t) ∈ Sn
1,0

�
U

�
(M ×M)×]0,∞[; L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
,

b(z, w, t) ∼
∞�

j=0

bj(z, w)tn−j

in the space Sn
1,0

�
U

�
(M ×M)×]0,∞[; L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
,

b0(z, z) �= 0, z ∈ Γq,
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where bj(z, w) ∈ C∞
�
U

�
(M ×M); L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
, j = 0, 1, . . . , and

φ(z, w) ∈ C∞(U
�

(M ×M)), Im φ ≥ 0,(1.13)

φ(z, z) = 0, z ∈ Γq, φ(z, w) �= 0 if (z, w) /∈ diag (Γq × Γq),(1.14)

Im φ(z, w) > 0 if (z, w) /∈ Γ× Γ,(1.15)

φ(z, w) = −φ(w, z).(1.16)

For p ∈ Γq, we have

σ�(q)
f

(z, dzφ(z, w)) vanishes to infinite order at z = p,

(z, w) is in some neighborhood of (p, p) in M �.
(1.17)

For z = w, z ∈ Γq, we have dzφ = −ω0 − idr, dwφ = ω0 − idr.

Moreover, we have φ(z, w) = φ−(z, w) if z, w ∈ Γq, where φ−(z, w) ∈ C∞(Γq×Γq)

is the phase appearing in the description of the Szegő projection in Part I (see also

Theorem 6.15 below). More properties of the phase φ(z, w) will be given in Theo-

rem 1.4.

Remark 1.3. – Let φ and b(z, w, t) be as in Theorem 1.2. Let y = (y1, . . . , y2n−1)

be local coordinates on Γ and extend y1, . . . , y2n−1 to real smooth functions in some
neighborhood of Γ. We work with local coordinates

w = (y1, . . . , y2n−1, r)

defined on some neighborhood U of p ∈ Γq. Let u ∈ C∞
0 (U ; Λ0,qT ∗(M �)). Choose

a cut-off function χ(t) ∈ C∞(R) so that χ(t) = 1 when |t| < 1 and χ(t) = 0 when
|t| > 2. Set

(Bεu)(z) =

�� ∞

0
eiφ(z,w)tb(z, w, t)χ(εt)u(w)dtdw.

Since dyφ �= 0 where Im φ = 0 (see (6.21)), we can integrate by parts in y and t and
obtain limε→0(Bεu)(z) ∈ C∞(M ; Λ0,qT ∗(M �)). This means that B = limε→0 Bε :

C∞(M ; Λ0,qT ∗(M �)) → C∞(M ; Λ0,qT ∗(M �)) is continuous. We write B(z, w) to de-
note the distribution kernel of B. Formally, B(z, w) =

�∞
0 eiφ(z,w)tb(z, w, t)dt.

From (1.17) and Remark 1.5 of Part I it follows that

Theorem 1.4. – Under the assumptions of Theorem 1.2, let p ∈ Γq. We choose

local complex analytic coordinates z = (z1, . . . , zn), zj = x2j−1 + ix2j, j = 1, . . . , n,

vanishing at p such that the metric on Λ1,0T (M �) is
�n

j=1 dzj ⊗ dzj at p and r(z) =√
2Im zn +

�n−1
j=1 λj |zj |2 + O(|z|3), where λj, j = 1, . . . , n− 1, are the eigenvalues of
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Lp (this is always possible. see Lemma 3.2 of [19]). We also write w = (w1, . . . , wn),

wj = y2j−1 + iy2j, j = 1, . . . , n. Then, we can take φ(z, w) so that

φ(z, w) = −
√

2x2n−1 +
√

2y2n−1 − ir(z)
�
1 +

2n−1�

j=1

ajxj +
1

2
a2nx2n

�

− ir(w)
�
1 +

2n−1�

j=1

ajyj +
1

2
a2ny2n

�
+ i

n−1�

j=1

|λj | |zj − wj |2

+
n−1�

j=1

iλj(zjwj − zjwj) + O
�
|(z, w)|3

�

(1.18)

in some neighborhood of (p, p) in M � ×M �
, where aj = 1

2

∂σ�(q)
f

∂xj
(p,−ω0(p)− idr(p)),

j = 1, . . . , 2n.

We have the following corollary of Theorem 1.2

Corollary 1.5. – Under the assumptions of Theorem 1.2 and let U be a

small neighborhood of diag (Γq × Γq). Then there exist smooth functions F,G ∈
C∞

�
U

�
(M ×M)); L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
such that

KΠ(q) = F (−i(φ(z, w) + i0))−n−1 + G log(−i(φ(z, w) + i0)).

Moreover, we have

F =
n�

j=0

(n− j)!bj(z, w)(−iφ(z, w))j + f(z, w)(φ(z, w))n+1,

G ≡
∞�

j=0

(−1)j+1

j!
bn+j+1(z, w)(−iφ(z, w))j mod C∞�

U
�

(M ×M)
�

(1.19)

where f(z, w) ∈ C∞
�
U

�
(M ×M); L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
.

If w ∈ Λ0,1T ∗z (M �), let w∧,∗ : Λ0,q+1T ∗z (M �) → Λ0,qT ∗z (M �) be the adjoint of left
exterior multiplication w∧ : Λ0,qT ∗z (M �) → Λ0,q+1T ∗z (M �). That is,

(1.20) (w∧u | v) = (u | w∧,∗v),

for all u ∈ Λ0,qT ∗z (M �), v ∈ Λ0,q+1T ∗z (M �). Notice that w∧,∗ depends anti-linearly on
w.

Proposition 1.6. – Under the assumptions of Theorem 1.2, let p ∈ Γq, q = n−. Let

U1(z), . . . , Un−1(z) be an orthonormal frame of Λ1,0Tz(Γ), z ∈ Γ, for which the Levi

form is diagonalized at p. Let ej(z), j = 1, . . . , n − 1 denote the basis of Λ0,1T ∗z (Γ),

z ∈ Γ, which is dual to U j(z), j = 1, . . . , n − 1. Let λj(z), j = 1, . . . , n − 1 be the
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eigenvalues of the Levi form Lz, z ∈ Γ. We assume that λj(p) < 0 if 1 ≤ j ≤ n−.

Then

(1.21)

F (p, p) = n! |λ1(p)| · · · |λn−1(p)|π−n2
� j=n−�

j=1

ej(p)∧e∧,∗
j (p)

�
◦ (∂r(p))∧,∗(∂r(p))∧,

where F is as in Corollary 1.5.

In the rest of this chapter, we outline the proof of Theorem 1.2. We assume that
the Levi form is non-degenerate at each point of Γ. We pause and recall a general fact
of distribution theory (see Hörmander [18]). Let E, F be C∞ vector bundles over
C∞ manifolds G and H respectively. We take smooth densities of integration on G

and H respectively. If A : C∞
0 (G; E) → D �(H; F ) is continuous, we write KA(x, y)

or A(x, y) to denote the distribution kernel of A. Then the following two statements
are equivalent

(a) A is continuous: E �(G; E) → C∞(H; F ),
(b) KA ∈ C∞(H ×G; L (Ey, Fx)).

If A satisfies (a) or (b), we say that A is smoothing. Let B : C∞
0 (G; E) → D �(H; F ).

We write A ≡ B if A−B is a smoothing operator.
Let γ denote the operator of restriction to the boundary Γ. Let us consider the

map

F (q) : H2(M ; Λ0,qT ∗(M �)) → H0(M ; Λ0,qT ∗(M �))⊕H
3
2 (Γ; Λ0,qT ∗(M �)),

u → (�(q)
f u, γu).

(1.22)

It is well-known that dim KerF (q) < ∞ and KerF (q) ⊂ C∞(M ; Λ0,qT ∗(M �)). Let

(1.23) K(q) : H2(M ; Λ0,qT ∗(M �)) → KerF (q)

be the orthogonal projection with respect to ( | )M . Then,

(1.24) K(q) ∈ C∞�
M ×M ; L (Λ0,qT ∗(M �),Λ0,qT ∗(M �))

�
.

Put

(1.25) ��(q)
f = �(q)

f + K(q)

and consider the map
�F (q) : H2(M ; Λ0,qT ∗(M �)) → H0(M ; Λ0,qT ∗(M �))⊕H

3
2 (Γ; Λ0,qT ∗(M �)),

u → (��(q)
f u, γu).

(1.26)

We can check that �F (q) is injective (see Chapter 3). Let

(1.27) �P : C∞(Γ; Λ0,qT ∗(M �)) → C∞(M ; Λ0,qT ∗(M �))
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be the Poisson operator for ��(q)
f which is well-defined since (1.26) is injective. It is

well-known that �P extends continuously

�P : Hs(Γ; Λ0,qT ∗(M �)) → Hs+ 1
2 (M ; Λ0,qT ∗(M �)), ∀ s ∈ R

(see page 29 of Boutet de Monvel [31]). Let

�P ∗ : E �(M ; Λ0,qT ∗(M �)) → D �(Γ; Λ0,qT ∗(M �))

be the operator defined by ( �P ∗u | v)Γ = (u | �Pv)M , u ∈ E �(M ; Λ0,qT ∗(M �)), v ∈
C∞(Γ; Λ0,qT ∗(M �)). It is well-known (see page 30 of [31]) that �P ∗ is continuous:
�P ∗ : L2(M ; Λ0,qT ∗(M �)) → H

1
2 (Γ; Λ0,qT ∗(M �)) and

�P ∗ : C∞(M ; Λ0,qT ∗(M �)) → C∞(Γ; Λ0,qT ∗(M �)).

We use the inner product [ | ] on H− 1
2 (Γ; Λ0,qT ∗(M �)) defined as follows:

[u | v] = ( �Pu | �Pv)M ,

where u, v ∈ H− 1
2 (Γ; Λ0,qT ∗(M �)). We consider (∂r)∧,∗ as an operator

(∂r)∧,∗ : H− 1
2 (Γ; Λ0,qT ∗(M �)) → H− 1

2 (Γ; Λ0,q−1T ∗(M �)).

Note that (∂r)∧,∗ is the pointwise adjoint of ∂r with respect to ( | ). Let

(1.28) T : H− 1
2 (Γ; Λ0,qT ∗(M �)) → Ker (∂r)∧,∗

be the orthogonal projection onto Ker (∂r)∧,∗ with respect to [ | ]. That is, if u ∈
H− 1

2 (Γ; Λ0,qT ∗(M �)), then (∂r)∧,∗Tu = 0 and [(I − T )u | g] = 0, for all g ∈
Ker (∂r)∧,∗. In Chapter 3, we will show that T is a classical pseudodifferential op-
erator of order 0 with principal symbol 2(∂r)∧,∗(∂r)∧. If u ∈ C∞(Γ; Λ0,qT ∗(M �)),
then u ∈ Ker (∂r)∧,∗ if and only if u ∈ C∞(Γ; Λ0,qT ∗(Γ)). Put

(1.29) ∂β = Tγ∂ �P : C∞(Γ; Λ0,qT ∗(Γ)) → C∞(Γ; Λ0,q+1T ∗(Γ)).

∂β is a classical pseudodifferential operator of order one from boundary (0, q) forms
to boundary (0, q + 1) forms. It is easy to see that ∂β = ∂b+lower order terms, where
∂b is the tangential Cauchy-Riemann operator (see [10] or Chapter 5). In Chapter 5,
we will show that (∂β)2 = 0. Let

∂β
†

: C∞(Γ; Λ0,q+1T ∗(Γ)) → C∞(Γ; Λ0,qT ∗(Γ))

be the formal adjoint of ∂β with respect to [ | ]. ∂β
† is a classical pseudodifferential

operator of order one from boundary (0, q + 1) forms to boundary (0, q) forms. In
Chapter 5, we will show that ∂β

†
= γ∂f

∗ �P .
Put

�(q)
β = ∂β ∂β

†
+ ∂β

†
∂β : C∞(Γ; Λ0,qT ∗(Γ)) → C∞(Γ; Λ0,qT ∗(Γ)).
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For simplicity, we assume that Γ = Γq, Γq �= Γn−1−q (Γq is given by (1.11)). We can
repeat the method of Part I (see Chapter 6) to construct

A ∈ L−1
1
2 , 1

2

�
Γ; Λ0,qT ∗(Γ),Λ0,qT ∗(Γ)

�
, B ∈ L0

1
2 , 1

2

�
Γ; Λ0,qT ∗(Γ),Λ0,qT ∗(Γ)

�

such that A�(q)
β + B ≡ B + �(q)

β A ≡ I, ∂βB ≡ 0, ∂β
†
B ≡ 0, and B ≡ B† ≡ B2,

where Lm
1
2 , 1

2
is the space of pseudodifferential operators of order m type ( 1

2 , 1
2 ) (see

Definition 6.11) and B† is the formal adjoint of B with respect to [ | ]. Moreover,
KB(x, y) satisfies KB(x, y) ≡

�∞
0 eiφ−(x,y)tb(x, y, t)dt, where φ−(x, y) and b(x, y, t) are

as in Theorem 6.15. In Chapter 7, we will show that

Π(q) ≡ �PBT ( �P ∗ �P )−1 �P ∗ mod C∞(M ×M)

and �PBT ( �P ∗ �P )−1 �P ∗(z, w) ≡
�∞
0 eiφ(z,w)tb(z, w, t)dt mod C∞(M × M), where

φ(z, w) and b(z, w, t) are as in Theorem 1.2.
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CHAPTER 2

THE ∂-NEUMANN PROBLEM, A REVIEW

In this chapter, we will give a brief discussion of the ∂-Neumann problem in a
setting appropriate for our purpose. General references for this chapter are the books
by Hörmander [17], [10] and Chen-Shaw [6].

As in Chapter 1, let M be a relatively compact open subset with smooth boundary
Γ of a complex manifold M � of dimension n with a smooth Hermitian metric on its
holomorphic tangent bundle. We will use the same notations as before. We have the
following (see page 13 of [10] for the proof).

Lemma 2.1. – For all f ∈ C∞(M ; Λ0,qT ∗(M �)), g ∈ C∞(M ; Λ0,q+1T ∗(M �)),

(2.1) (∂f | g)M = (f | ∂f
∗
g)M + (γf | γ(∂r)∧,∗g)Γ,

where (∂r)∧,∗
is defined by (1.20). We recall that ∂f

∗
is the formal adjoint of ∂ and

γ is the operator of restriction to the boundary Γ.

From Lemma 2.1, it follows that
(2.2)

Dom ∂
∗�

C∞(M ; Λ0,qT ∗(M �)) =
�
u ∈ C∞(M ; Λ0,qT ∗(M �)); γ(∂r)∧,∗u = 0

�

and

(2.3) ∂
∗

= ∂f
∗ on Dom ∂

∗�
C∞(M ; Λ0,qT ∗(M �)).

The ∂-Neumann Laplacian on (0, q) forms is the operator in L2(M ; Λ0,qT ∗(M �))

�(q) = ∂ ∂
∗

+ ∂
∗
∂.

We notice that �(q) is self-adjoint (see chapter I of [10]). We have

Dom �(q) =
�

u ∈ L2(M ; Λ0,qT ∗(M �)); u ∈ Dom ∂
∗�

Dom ∂,

∂
∗
u ∈ Dom ∂, ∂u ∈ Dom ∂

∗�
.
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Put D(q) = Dom �(q)
�

C∞(M ; Λ0,qT ∗(M �)). From (2.2), we have

(2.4) D(q) =
�
u ∈ C∞(M ; Λ0,q+1T ∗(M �)); γ(∂r)∧,∗u = 0, γ(∂r)∧,∗∂u = 0

�
.

In view of (1.3), we see that u ∈ D(q) if and only if γu ∈ C∞(Γ; Λ0,qT ∗(Γ)) and
γ∂u ∈ C∞(Γ; Λ0,q+1T ∗(Γ)). We have the following

Lemma 2.2. – Let q ≥ 1. For every u ∈ Dom ∂
∗�

C∞(M ; Λ0,q+1T ∗(M �)), we have

∂
∗
u ∈ Dom ∂

∗�
C∞(M ; Λ0,qT ∗(M �)).

Proof. – Let
u ∈ Dom ∂

∗�
C∞(M ; Λ0,q+1T ∗(M �)).

For g ∈ C∞(M ; Λ0,q−1T ∗(M �)), we have

0 = (∂f
∗
∂
∗
u | g)M = (∂

∗
u | ∂g)M − (γ(∂r)∧,∗∂

∗
u | γg)Γ

= (u | ∂∂g)M − (γ(∂r)∧,∗∂
∗
u | γg)Γ

= −(γ(∂r)∧,∗∂
∗
u | γg)Γ.

Here we used (2.1). Thus, γ(∂r)∧,∗∂
∗
u = 0. The lemma follows.

Definition 2.3. – The boundary conditions

γ(∂r)∧,∗u = 0, γ(∂r)∧,∗∂u = 0, u ∈ C∞(M , Λ0,qT ∗(M �))

are called ∂-Neumann boundary conditions.

Definition 2.4. – The ∂-Neumann problem in M is the problem of finding, given a
form f ∈ C∞(M ; Λ0,qT ∗(M �)), another form u ∈ D(q) verifying �(q)u = f .

Definition 2.5. – Given q, 0 ≤ q ≤ n− 1. The Levi form is said to satisfy condition
Z(q) at p ∈ Γ if it has at least n − q positive or at least q + 1 negative eigenvalues.
If the Levi form is non-degenerate at p ∈ Γ, let (n−, n+), n− + n+ = n − 1, be the
signature of Lp. Then Z(q) holds at p if and only if q �= n−.

The following classical results are due to Kohn. For the proofs, see [10].

Theorem 2.6. – We assume that Z(q) holds at each point of Γ. Then Ker�(q)
is a

finite dimensional subspace of C∞(M ; Λ0,qT ∗(M �)), �(q)
has closed range and Π(q)

is a smoothing operator. That is, the distribution kernel

KΠ(q)(z, w) ∈ C∞�
M ×M ; L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
.

Moreover, there exists an continuous operator

N (q) : L2(M ; Λ0,qT ∗(M �)) → Dom �(q)

such that N (q)�(q) + Π(q) = I on Dom �(q)
,

�(q)N (q) + Π(q) = I
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on L2(M ; Λ0,qT ∗(M �)). Furthermore,

N (q)
�
C∞(M ; Λ0,qT ∗(M �))

�
⊂ C∞(M ; Λ0,qT ∗(M �))

and for each s ∈ R and all f ∈ C∞(M ; Λ0,qT ∗(M �)), there is a constant c > 0, such

that
��N (q)f

��
s+1

≤ c �f�s where � �s denotes any of the equivalent norms defining

Hs(M ; Λ0,qT ∗(M �)).

Theorem 2.7. – Suppose that Z(q) fails at some point of Γ and that Z(q − 1) and

Z(q + 1) hold at each point of Γ. Then,

(2.5) Π(q)u = (I−∂N (q−1)∂
∗−∂

∗
N (q+1)∂)u, u ∈ Dom ∂

∗�
C∞(M ; Λ0,qT ∗(M �)),

where N (q+1)
and N (q−1)

are as in Theorem 2.6. In particular,

Π(q) : Dom ∂
∗�

C∞(M ; Λ0,qT ∗(M �)) → D(q).
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First, we claim that �F (q) is injective, where �F (q) is given by (1.26). If u ∈ Ker �F (q),
then u ∈ C∞(M ; Λ0,qT ∗(M �)), ��(q)

f u = 0 and γu = 0. We can check that

(��(q)
f u | u)M = (�(q)

f u | u)M + (K(q)u | u)M

= (∂u | ∂u)M + (∂
∗
fu | ∂

∗
fu)M + (K(q)u | K(q)u)M = 0.

Thus, u ∈ KerF (q)
�

KerK(q) (F (q) is given by (1.22)). We get u = 0. Hence, �F (q) is
injective. The Poisson operator

�P : C∞(Γ; Λ0,qT ∗(M �)) → C∞(M ; Λ0,qT ∗(M �))

of ��(q)
f is well-defined. That is, if u ∈ C∞(Γ; Λ0,qT ∗(M �)), then

�Pu ∈ C∞(M ; Λ0,qT ∗(M �)), ��(q)
f

�Pu = 0, γ �Pu = u.

Moreover, if v ∈ C∞(M ; Λ0,qT ∗(M �)) and ��(q)
f v = 0, then v = �Pγv. Furthermore, it

is straight forward to see that

(3.1) ∂ �Pu = �Pγ∂ �Pu, ∂
∗
f

�Pu = �Pγ∂
∗
f

�Pu, u ∈ C∞(Γ; Λ0,qT ∗(M �)).

We recall that (see Chapter 1) �P extends continuously

�P : Hs(Γ; Λ0,qT ∗(M �)) → Hs+ 1
2 (M ; Λ0,qT ∗(M �)), ∀ s ∈ R.

As in Chapter 1, let �P ∗ : E �(M ; Λ0,qT ∗(M �)) → D �(Γ; Λ0,qT ∗(M �)) be the operator
defined by

( �P ∗u | v)Γ = (u | �Pv)M ,

u ∈ E �(M ; Λ0,qT ∗(M �)), v ∈ C∞(Γ; Λ0,qT ∗(M �)). We recall that (see Chapter 1) �P ∗

is continuous:
�P ∗ : L2(M ; Λ0,qT ∗(M �)) → H

1
2 (Γ; Λ0,qT ∗(M �))

and �P ∗ : C∞(M ; Λ0,qT ∗(M �)) → C∞(Γ; Λ0,qT ∗(M �)).
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Let L be a classical pseudodifferential operator on a C∞ manifold. From now on,
we let σL denote the principal symbol of L. The operator

�P ∗ �P : C∞(Γ; Λ0,qT ∗(M �)) → C∞(Γ; Λ0,qT ∗(M �))

is a classical elliptic pseudodifferential operator of order −1 and invertible since �P
is injective (see Boutet de Monvel [30]). Let �Γ be the real Laplacian on Γ and let√
−�Γ be the square root of −�Γ. It is well-known (see [30]) that

(3.2) σ �P∗ �P = σ(2
√
−�Γ)−1 .

Let ( �P ∗ �P )−1 : C∞(Γ; Λ0,qT ∗(M �)) → C∞(Γ; Λ0,qT ∗(M �)) be the inverse of �P ∗ �P .
( �P ∗ �P )−1 is a classical elliptic pseudodifferential operator of order 1 with scalar prin-
cipal symbol. We have

(3.3) σ( �P∗ �P )−1 = σ2
√
−�Γ

.

Definition 3.1. – The Neumann operator N (q) is the operator on C∞(Γ; Λ0,qT ∗(M �))

defined as follows:

N (q)f = γ
∂

∂r
�Pf, f ∈ C∞(Γ; Λ0,qT ∗(M �)).

The following is well-known (see page 95 of Greiner-Stein [11])

Lemma 3.2. – N (q) : C∞(Γ; Λ0,qT ∗(M �)) → C∞(Γ; Λ0,qT ∗(M �)) is a classical el-

liptic pseudodifferential operator of order 1 with scalar principal symbol and we have

(3.4) σN (q) = σ√−�Γ
.

We use the inner product [ | ] on H− 1
2 (Γ; Λ0,qT ∗(M �)) defined as follows:

(3.5) [u | v] = ( �Pu | �Pv)M = ( �P ∗ �Pu | v)Γ,

where u, v ∈ H− 1
2 (Γ; Λ0,qT ∗(M �)). We consider (∂r)∧,∗ as an operator

(∂r)∧,∗ : H− 1
2 (Γ; Λ0,qT ∗(M �)) → H− 1

2 (Γ; Λ0,q−1T ∗(M �)).

Let

(3.6) T : H− 1
2 (Γ; Λ0,qT ∗(M �)) → Ker (∂r)∧,∗ = H− 1

2 (Γ; Λ0,qT ∗(Γ))

be the orthogonal projection onto Ker (∂r)∧,∗ with respect to [ | ]. That is, if u ∈
H− 1

2 (Γ; Λ0,qT ∗(M �)), then (∂r)∧,∗Tu = 0 and [(I − T )u | g] = 0, ∀ g ∈ Ker (∂r)∧,∗.

Lemma 3.3. – T is a classical pseudodifferential operator of order 0 with principal

symbol 2(∂r)∧,∗(∂r)∧. Moreover,

(3.7) I − T = ( �P ∗ �P )−1(∂r)∧R,

where R : C∞(Γ; Λ0,qT ∗(M �)) → C∞(Γ; Λ0,q−1T ∗(M �)) is a classical pseudodifferen-

tial operator of order −1.
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Proof. – Let E = 2(∂r)∧,∗�(∂r)∧,∗�†+2
�
(∂r)∧,∗�†(∂r)∧,∗,

E : H− 1
2 (Γ; Λ0,qT ∗(M �)) → H− 1

2 (Γ; Λ0,qT ∗(M �)),

where
�
(∂r)∧,∗�† is the formal adjoint of (∂r)∧,∗ with respect to [ | ]. That is,

[(∂r)∧,∗u | v] = [u |
�
(∂r)∧,∗�†v],

u ∈ H− 1
2 (Γ; Λ0,qT ∗(M �)), v ∈ H− 1

2 (Γ; Λ0,q−1T ∗(M �)). We can check that

(3.8)
�
(∂r)∧,∗�†= ( �P ∗ �P )−1(∂r)∧( �P ∗ �P ).

Thus, the principal symbol of E is 2(∂r)∧,∗(∂r)∧ + 2(∂r)∧(∂r)∧,∗. Since

�dr� = 1 = (
��∂̄r

��2
+ �∂r�2) 1

2

on Γ, we have

(3.9)
��∂̄r

��2
= �∂r�2 =

1

2
on Γ.

From this, we can check that

2(∂r)∧,∗(∂r)∧ + 2(∂r)∧(∂r)∧,∗ = I : H− 1
2 (Γ; Λ0,qT ∗(M �)) → H− 1

2 (Γ; Λ0,qT ∗(M �)),

where I is the identity map. E is a classical elliptic pseudodifferential operator with
principal symbol I. Then dim KerE < ∞. Let G be the orthogonal projection onto
KerE and N be the partial inverse. Then G is a smoothing operator and N is a
classical elliptic pseudodifferential operator of order 0 with principal symbol I (up to
some smoothing operator). We have

(3.10) EN + G = 2
�
(∂r)∧,∗�(∂r)∧,∗�†+2

�
(∂r)∧,∗�†(∂r)∧,∗

�
N + G = I

on H− 1
2 (Γ; Λ0,qT ∗(M �)). Put �T = 2(∂r)∧,∗�(∂r)∧,∗�†N + G. Note that

KerE =
�

u ∈ H− 1
2 (Γ; Λ0,qT ∗(M �)); (∂r)∧,∗u = 0,

�
(∂r)∧,∗�†u = 0

�
.

From this and (∂r)∧,∗ ◦ (∂r)∧,∗ = 0, we see that

�Tg ∈ Ker (∂r)∧,∗, g ∈ H− 1
2 (Γ; Λ0,qT ∗(M �)).

From (3.10), we have I − �T = 2
�
(∂r)∧,∗�†(∂r)∧,∗N and

[(I − �T )g | u] = [2
�
(∂r)∧,∗�†(∂r)∧,∗Ng | u]

= [2(∂r)∧,∗Ng | (∂r)∧,∗u]

= 0, u ∈ Ker (∂r)∧,∗, g ∈ H− 1
2 (Γ; Λ0,qT ∗(M �)).

Thus, g = �Tg + (I − �T )g is the orthogonal decomposition with respect to [ | ]. Hence,
�T = T . The lemma follows.
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Now, we assume that Z(q) fails at some point of Γ and that Z(q− 1) and Z(q +1)

hold at each point of Γ. Put

(3.11) �Π(q) = Π(q)(I −K(q)),

where K(q) is as in (1.23). It is straight forward to see that

(3.12) �Π(q) = Π(q) −K(q) = (I −K(q))Π(q) = �Pγ�Π(q)

and (�Π(q))2 = �Π(q), (�Π(q))∗ = �Π(q), where (�Π(q))∗ is the formal adjoint of �Π(q) with
respect to ( | )M .

Proposition 3.4. – We assume that Z(q) fails at some point of Γ and that Z(q−1)

and Z(q + 1) hold at each point of Γ. Then,

�Π(q)u = �Π(q) �PT ( �P ∗ �P )−1 �P ∗u

= (I −K(q))(I − ∂N (q−1)∂
∗ − ∂

∗
N (q+1)∂) �PT ( �P ∗ �P )−1 �P ∗u,

u ∈ C∞(M ; Λ0,qT ∗(M �)),

(3.13)

where N (q+1)
, N (q−1)

are as in Theorem 2.6, T is as in (3.6). In particular,

�Π(q) : C∞(M ; Λ0,qT ∗(M �)) → D(q).

Proof. – Let v ∈ Dom ∂
∗�

C∞(M ; Λ0,qT ∗(M �)). From Theorem 2.7 and (3.12), we
see that �Π(q)v ∈ D(q) and �Π(q)v = �Pγ�Π(q)v. Note that

(f − �P ( �P ∗ �P )−1 �P ∗f | �Pγg)M = 0, f, g ∈ C∞(M ; Λ0,qT ∗(M �)).

We have
(�Π(q) �PT ( �P ∗ �P )−1 �P ∗u | �Π(q)v)M = ( �PT ( �P ∗ �P )−1 �P ∗u | �Π(q)v)M

= ( �PT ( �P ∗ �P )−1 �P ∗u | �Pγ�Π(q)v)M

= ( �P ( �P ∗ �P )−1 �P ∗u | �Pγ�Π(q)v)M

= (u | �Π(q)v)M .

(3.14)

Thus,
(u− �Π(q) �PT ( �P ∗ �P )−1 �P ∗u | �Π(q)v)M = 0.

Since Dom ∂
∗�

C∞(M ; Λ0,qT ∗(M �)) is dense in L2(M ; Λ0,qT ∗(M �)), we get

(u− �Π(q) �PT ( �P ∗ �P )−1 �P ∗u | �Π(q)v)M = 0,

for all v ∈ L2(M ; Λ0,qT ∗(M �)). Thus, �Π(q)u = �Π(q) �PT ( �P ∗ �P )−1 �P ∗u.
Since

�PT ( �P ∗ �P )−1 �P ∗u ∈ Dom ∂
∗�

C∞(M ; Λ0,qT ∗(M �)),

from (2.5) and (3.12), we get the last identity in (3.13). The proposition follows.
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Let J be the complex structure map for the tangent bundle T (M �). Put

(4.1) Y = J(
∂

∂r
).

We notice that J(iY + ∂
∂r ) = J

�
iJ( ∂

∂r ) + ∂
∂r

�
= −i(iY + ∂

∂r ). Thus, iY + ∂
∂r ∈

Λ0,1T (M �). Near Γ, put

(4.2) T ∗,0,1
z =

�
u ∈ Λ0,1T ∗z (M �); (u | ∂r(z)) = 0

�

and

(4.3) T 0,1
z =

�
u ∈ Λ0,1Tz(M

�); (u | (iY +
∂

∂r
)(z)) = 0

�
.

We have the orthogonal decompositions with respect to ( | )

(4.4) Λ0,1T ∗z (M �) = T ∗,0,1
z ⊕

�
λ(∂r)(z); λ ∈ C

�
,

(4.5) Λ0,1Tz(M
�) = T 0,1

z ⊕
�

λ(iY +
∂

∂r
)(z); λ ∈ C

�
.

Note that T ∗,0,1
z = Λ0,1T ∗z (Γ), T 0,1

z = Λ0,1Tz(Γ), z ∈ Γ.

First, we compute the principal symbols of ∂ and ∂f
∗. For each point z0 ∈ Γ, we

can choose an orthonormal frame t1(z), . . . , tn−1(z) for T ∗,0,1
z varying smoothly with

z in a neighborhood of z0. Then

t1(z), . . . , tn−1(z), tn(z) :=
∂r(z)��∂r(z)

��

is an orthonormal frame for Λ0,1T ∗z (M �). Let

T1(z), . . . , Tn−1(z), Tn(z)
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denote the basis of Λ0,1Tz(M �) which is dual to t1(z), . . . , tn(z). We have Tn =
iY + ∂

∂r

�iY + ∂
∂r�

. Note that

(4.6) T1(z), . . . , Tn−1(z) is an orthonormal frame for Λ0,1Tz(Γ), z ∈ Γ,

and

(4.7) t1(z), . . . , tn−1(z) is an orthonormal frame for Λ0,1T ∗z (Γ), z ∈ Γ.

We have ∂f =
� �n

j=1 t∧j Tj

�
f, f ∈ C∞(M �). If

f(z)tj1(z) ∧ · · · ∧ tjq (z) ∈ C∞(M �; Λ0,qT ∗(M �))

is a typical term in a general (0, q) form, we have

∂f =
n�

j=1

(Tjf)t∧j tj1 ∧ · · · ∧ tjq +
q�

k=1

(−1)k−1f(z)tj1 ∧ · · · ∧ (∂tjk) ∧ · · · ∧ tjq .

So for the given orthonormal frame we have

∂ =
n�

j=1

t∧j ◦ Tj + lower order terms

=
n−1�

j=1

t∧j ◦ Tj +
(∂r)∧��∂r

�� ◦
iY + ∂

∂r��iY + ∂
∂r

�� + lower order terms

(4.8)

and correspondingly

(4.9) ∂f
∗

=
n−1�

j=1

t∧,∗
j ◦ T ∗j +

(∂r)∧,∗
��∂r

�� ◦
iY − ∂

∂r��iY + ∂
∂r

�� + lower order terms.

We consider

γ∂ �P : C∞(Γ; Λ0,qT ∗(M �)) → C∞(Γ; Λ0,q+1T ∗(M �))

and
γ∂f

∗ �P : C∞(Γ; Λ0,q+1T ∗(M �)) → C∞(Γ; Λ0,qT ∗(M �)).

γ∂ �P and γ∂f
∗ �P are classical pseudodifferential operators of order 1. From (3.9), we

know that
��∂r

�� = 1√
2

on Γ. We can check that
��iY + ∂

∂r

�� =
√

2 on Γ. Combining
this with (4.8), (4.9) and (3.4), we get

(4.10) γ∂ �P =
n−1�

j=1

t∧j ◦ Tj + (∂r)∧ ◦ (iY +
�
−�Γ) + lower order terms

and

(4.11) γ∂f
∗ �P =

n−1�

j=1

t∧,∗
j ◦ T ∗j + (∂r)∧,∗ ◦ (iY −

�
−�Γ) + lower order terms.
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From Lemma 2.2, it follows that

(4.12) γ∂f
∗ �P : C∞(Γ; Λ0,q+1T ∗(Γ)) → C∞(Γ; Λ0,qT ∗(Γ)).

Put
Σ+ = {(x, λω0(x)) ∈ T ∗(Γ) � 0; λ > 0} ,

Σ− = {(x, λω0(x)) ∈ T ∗(Γ) � 0; λ < 0} .
(4.13)

We recall that ω0 = J t(dr). In Chapter 7, we need the following

Proposition 4.1. – The map γ(∂r)∧,∗∂ �P : C∞(Γ; Λ0,qT ∗(Γ)) → C∞(Γ; Λ0,qT ∗(Γ))

is a classical pseudodifferential operator of order one from boundary (0, q) forms to

boundary (0, q) forms and we have

(4.14) γ(∂r)∧,∗∂ �P =
1

2
(iY +

�
−�Γ) + lower order terms.

In particular, it is elliptic outside Σ−.

Proof. – Note that

(4.15) γ(∂r)∧,∗∂ �P = γ(∂r)∧,∗∂ �P + γ∂ �P (∂r)∧,∗

on the space C∞(Γ; Λ0,qT ∗(Γ)). From (4.10), we have

γ(∂r)∧,∗∂ �P =
n−1�

j=1

�
(∂r)∧,∗t∧j

�
◦Tj+

�
(∂r)∧,∗(∂r)∧

�
◦(iY +

�
−�Γ)+lower order terms

and

γ∂ �P (∂r)∧,∗ =
n−1�

j=1

�
t∧j (∂r)∧,∗

�
◦Tj+

�
(∂r)∧(∂r)∧,∗

�
◦(iY +

�
−�Γ)+lower order terms.

Thus,

γ(∂r)∧,∗∂ �P + γ∂ �P (∂r)∧,∗ =
n−1�

j=1

�
t∧j (∂r)∧,∗ + (∂r)∧,∗t∧j

�
◦ Tj

+
�
(∂r)∧(∂r)∧,∗ + (∂r)∧,∗(∂r)∧

�
◦ (iY +

�
−�Γ)

+ lower order terms.

(4.16)

Note that

(4.17) t∧j (∂r)∧,∗ + (∂r)∧,∗t∧j = 0, j = 1, . . . , n− 1,

and

(4.18) (∂r)∧(∂r)∧,∗ + (∂r)∧,∗(∂r)∧ =
1

2
.

Combining this with (4.16) and (4.15), we get (4.14).
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Note that σiY +
√
−�Γ

(x, ξ) = −�Y, ξ� + �ξ� = �ξ� + (ω0 | ξ) ≥ 0 with equality
precisely when ξ = −λω0, λ > 0. The proposition follows.

For z ∈ Γ, put

(4.19) I0,qT ∗z (M �) =
�
u ∈ Λ0,qT ∗z (M �); u = (∂r)∧g, g ∈ Λ0,q−1T ∗z (M �)

�
.

I0,qT ∗z (M) is orthogonal to Λ0,qT ∗z (Γ). In Chapter 6, we need the following

Proposition 4.2. – The operator

γ(∂r)∧∂f
∗ �P ( �P ∗ �P )−1 : C∞(Γ; I0,qT ∗(M �)) → C∞(Γ; I0,qT ∗(M �))

is a classical pseudodifferential operator of order one,

(4.20) γ(∂r)∧∂f
∗ �P ( �P ∗ �P )−1 = (iY −

�
−�Γ)

�
−�Γ + lower order terms.

It is elliptic outside Σ+
.

Proof. – Note that

(4.21) γ(∂r)∧∂f
∗ �P ( �P ∗ �P )−1 = γ(∂r)∧∂f

∗ �P ( �P ∗ �P )−1 + γ∂f
∗ �P ( �P ∗ �P )−1(∂r)∧

on the space C∞(Γ; I0,qT ∗(Γ)). From (4.11) and (3.3), we have

γ(∂r)∧∂f
∗ �P ( �P ∗ �P )−1 =

n−1�

j=1

�
(∂r)∧t∧,∗

j

�
◦
�
T ∗j ◦ 2

�
−�Γ

�

+
�
(∂r)∧(∂r)∧,∗

�
◦
�
(iY −

�
−�Γ) ◦ 2

�
−�Γ

�

+ lower order terms

(4.22)

and

γ∂f
∗ �P ( �P ∗ �P )−1(∂r)∧ =

n−1�

j=1

�
t∧,∗
j (∂r)∧

�
◦
�
T ∗j ◦ 2

�
−�Γ

�

+
�
(∂r)∧,∗(∂r)∧

�
◦
�
(iY −

�
−�Γ) ◦ 2

�
−�Γ

�

+ lower order terms.

(4.23)

Thus,

γ(∂r)∧∂f
∗ �P ( �P ∗ �P )−1 + γ∂f

∗ �P ( �P ∗ �P )−1(∂r)∧

=
n−1�

j=1

�
t∧,∗
j (∂r)∧ + (∂r)∧t∧,∗

j

�
◦
�
T ∗j ◦ 2

�
−�Γ

�

+
�
(∂r)∧,∗(∂r)∧ + (∂r)∧(∂r)∧,∗

�
◦
�
(iY −

�
−�Γ) ◦ 2

�
−�Γ

�

+ lower order terms.

(4.24)

Combining this with (4.21), (4.17) and (4.18), we get (4.20). The proposition follows.
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THE OPERATOR �(q)
β

Put

(5.1) ∂β = Tγ∂ �P : C∞(Γ; Λ0,qT ∗(Γ)) → C∞(Γ; Λ0,q+1T ∗(Γ)).

We recall that (see (3.6)) the orthogonal projection T onto Ker (∂r)∧,∗ with respect
to [ | ] is a classical pseudodifferential operator of order 0 with principal symbol
2(∂r)∧,∗(∂r)∧ (see Lemma 3.3). ∂β is a classical pseudodifferential operator of order
one from boundary (0, q) forms to boundary (0, q + 1) forms.

Lemma 5.1. – We have (∂β)2 = 0.

Proof. – Let u, v ∈ C∞(Γ; Λ0,qT ∗(Γ)). We claim that

(5.2) [Tγ∂ �P (I − T )γ∂ �Pu | v] = 0.

We have

[Tγ∂ �P (I − T )γ∂ �Pu | v] = [γ∂ �P (I − T )γ∂ �Pu | v] (since v ∈ Ker (∂r)∧,∗)

= ( �Pγ∂ �P (I − T )γ∂ �Pu | �Pv)M

= (∂ �P (I − T )γ∂ �Pu | �Pv)M (here we used (3.1))

= ( �P (I − T )γ∂ �Pu | ∂f
∗ �Pv)M (since �Pv ∈ Dom ∂

∗
)

= [(I − T )γ∂ �Pu | γ∂f
∗ �Pv] (here we used (3.1)).

From Lemma 2.2, we have γ∂f
∗ �Pv ∈ Ker (∂r)∧,∗. Thus,

[(I − T )γ∂ �Pu | γ∂f
∗ �Pv] = 0.

We get (5.2), and hence Tγ∂ �Pγ∂ �Pu = Tγ∂ �PTγ∂ �Pu, u ∈ C∞(Γ; Λ0,qT ∗(Γ)).

Now, (∂β)2 = Tγ∂ �PTγ∂ �P = Tγ∂ �Pγ∂ �P = Tγ∂
2 �P = 0. The lemma follows.
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We pause and recall the tangential Cauchy-Riemann operator. For z ∈ Γ, let π0,q
z :

Λ0,qT ∗z (M �) → Λ0,qT ∗z (Γ) be the orthogonal projection map (with respect to ( | )).
We can check that π0,q

z = 2(∂r(z))∧,∗(∂r(z))∧. For an open set U ⊂ Γ, the tangential
Cauchy-Riemann operator: ∂b : C∞(U ; Λ0,qT ∗(Γ)) → C∞(U ; Λ0,q+1T ∗(Γ)) is now
defined as follows: for any φ ∈ C∞(U ; Λ0,qT ∗(Γ)), let �U be an open set in M � with
�U ∩ Γ = U and pick φ1 ∈ C∞(�U ; Λ0,qT ∗(M �)) that satisfies π0,q

z (φ1(z)) = φ(z),
for all z ∈ U . Then ∂bφ is defined to be a smooth section in C∞(U ; Λ0,q+1T ∗(Γ)):
z → π0,q

z (γ∂φ1(z)). It is not difficult to check that the definition of ∂b is independent
of the choice of φ1. Since ∂

2
= 0, we have ∂b

2
= 0. Let ∂b

∗ be the formal adjoint of
∂b with respect to ( | )Γ, that is (∂bf | h)Γ = (f | ∂b

∗
h)Γ, f ∈ C∞

0 (U ; Λ0,qT ∗(Γ)),
h ∈ C∞(U ; Λ0,q+1T ∗(Γ)). ∂b

∗ is a differential operator of order one from boundary
(0, q + 1) forms to boundary (0, q) forms and (∂b

∗
)2 = 0.

From the definition of ∂b, we know that ∂b = 2(∂r)∧,∗(∂r)∧γ∂ �P . Since the principal
symbol of T is 2(∂r)∧,∗(∂r)∧, it follows that

(5.3) ∂β = ∂b + lower order terms.

Let

(5.4) ∂β
†

: C∞(Γ; Λ0,q+1T ∗(Γ)) → C∞(Γ; Λ0,qT ∗(Γ)),

be the formal adjoint of ∂β with respect to [ | ], that is [∂βf | h] = [f | ∂β
†
h],

f ∈ C∞(Γ; Λ0,qT ∗(Γ)), h ∈ C∞(Γ; Λ0,q+1T ∗(Γ)). ∂β
† is a classical pseudodifferential

operator of order one from boundary (0, q + 1) forms to boundary (0, q) forms.

Lemma 5.2. – We have ∂β
†

= γ∂f
∗ �P .

Proof. – Let u ∈ C∞(Γ; Λ0,qT ∗(Γ)), v ∈ C∞(Γ; Λ0,q+1T ∗(Γ)). We have

[∂βu | v] = [Tγ∂ �Pu | v] = [γ∂ �Pu | v]

= ( �Pγ∂ �Pu | �Pv)M = (∂ �Pu | �Pv)M

= ( �Pu | ∂f
∗ �Pv)M = [u | γ∂f

∗ �Pv],

and the lemma follows.

Remark 5.3. – We can check that on boundary (0, q) forms, we have

(5.5) ∂β
†

= γ∂f
∗ �P = ∂b

∗
+ lower order terms.

Set

(5.6) �(q)
β = ∂β

†
∂β + ∂β ∂β

†
: D �(Γ; Λ0,qT ∗(Γ)) → D �(Γ; Λ0,qT ∗(Γ)).

�(q)
β is a classical pseudodifferential operator of order two from boundary (0, q) forms

to boundary (0, q) forms. We recall that the Kohn Laplacian on Γ is given by �(q)
b =

∂b ∂b
∗

+ ∂b
∗
∂b : D �(Γ; Λ0,qT ∗(Γ)) → D �(Γ; Λ0,qT ∗(Γ)). From (5.3) and (5.5), we see
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that σ�(q)
b

= σ�(q)
β

and the characteristic manifold of �(q)
β is Σ = Σ+

�
Σ−, where Σ+,

Σ− are given by (4.13) (see Chapter 2 of Part I). Moreover, σ�(q)
β

vanishes to second
order on Σ and we have

(5.7) �(q)
β = �(q)

b + L1,

where L1 is a classical pseudodifferential operator of order one with

(5.8) σL1 = 0 at each point of Σ.

The following is well-known (see the proof of Lemma 2.4 of Part I)

Lemma 5.4. – Σ is a symplectic submanifold of T ∗(Γ) if and only if the Levi form is

non-degenerate at each point of Γ (for the precise definition of symplectic manifold,

see chapter XVIII of Hörmander [15]).

Let ps
β denote the subprincipal symbol of �(q)

β (invariantly defined on Σ) and let
Fβ(ρ) denote the fundamental matrix of σ�(q)

β
at ρ ∈ Σ. We write �trFβ(ρ) to denote

�
|λj |, where ±iλj are the non-vanishing eigenvalues of Fβ(ρ). From (5.7) and (5.8),

we see that ps
β + 1

2
�trFβ = ps

b + 1
2

�trFb on Σ, where ps
b is the subprincipal symbol of �(q)

b

and Fb is the fundamental matrix of σ�(q)
b

(for the precise meanings of subprincipal
symbol and fundamental matrix, see Chapter 2 of Part I). We have the following

Lemma 5.5. – Let ρ = (p, ξ) ∈ Σ. Then

(5.9)
1

2
�trFβ + ps

β =
n−1�

j=1

|λj | |σiY |+
� n−1�

j=1

Lp(T j , Tj)−
n−1�

j,k=1

2t∧j t∧,∗
k Lp(T k, Tj)

�
σiY at ρ,

where λj, j = 1, . . . , n− 1, are the eigenvalues of Lp and Tj, tj, j = 1, . . . , n− 1, are

as in (4.6) and (4.7).

Proof. – See Chapter 2 of Part I.

It is not difficult to see that on Σ the action of 1
2

�trFβ + ps
β on boundary (0, q)

forms has the eigenvalues
n−1�

j=1

|λj | |σiY | +
�

j /∈J

λjσiY −
�

j∈J

λjσiY , |J | = q,

J = (j1, j2, . . . , jq), 1 ≤ j1 < j2 < · · · < jq ≤ n− 1

(5.10)

(see Chapter 2 of Part I). We assume that the Levi form is non-degenerate at p ∈ Γ.
Let (n−, n+), n− + n+ = n− 1, be the signature of Lp. Since �Y, ω0� = −1, we have
σiY > 0 on Σ+, σiY < 0 on Σ−.
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Let

inf (ps
β +

1

2
�trFβ)(ρ) = inf

�
λ; λ : eigenvalue of (ps

β +
1

2
�trFβ)(ρ)

�
, ρ ∈ Σ.

From (5.10), we see that at (p, ω0(p)) ∈ Σ+,

(5.11) inf (ps
β +

1

2
�trFβ)

�
= 0, q = n+,

> 0, q �= n+.

At (p,−ω0(p)) ∈ Σ−,

(5.12) inf (ps
β +

1

2
�trFβ)

�
= 0, q = n−,

> 0, q �= n−.

Definition 5.6. – Given q, 0 ≤ q ≤ n− 1, the Levi form is said to satisfy condition
Y (q) at p ∈ Γ if for any |J | = q, J = (j1, j2, . . . , jq), 1 ≤ j1 < j2 < · · · < jq ≤ n − 1,
we have ������

�

j /∈J

λj −
�

j∈J

λj

������
<

n−1�

j=1

|λj | ,

where λj , j = 1, . . . , (n − 1), are the eigenvalues of Lp. If the Levi form is non-
degenerate at p, then the condition is equivalent to q �= n+, n−, where (n−, n+),
n− + n+ = n− 1, is the signature of Lp.

From now on, we assume that

Assumption 5.7. – The Levi form is non-degenerate at each point of Γ.

By classical works of Boutet de Monvel [32] and Sjöstrand [36], we get the following

Proposition 5.8. – �(q)
β is hypoelliptic with loss of one derivative if and only if Y (q)

holds at each point of Γ.
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THE HEAT EQUATION FOR �(q)
β

In this chapter, we will apply some results of Menikoff-Sjöstrand [29] to construct
approximate orthogonal projection for �(q)

β . Our presentation is essentially taken from
Part I. The reader who is familiar with Part I may go directly to Theorem 6.15.

Until further notice, we work with coordinates x = (x1, x2, . . . , x2n−1) defined on
a connected open set Ω ⊂ Γ. We identify T ∗(Ω) with Ω×R2n−1. Thus, the Levi form
has constant signature on Ω. For any C∞ function f , we also write f to denote an
almost analytic extension (for the precise meaning of almost analytic functions, we
refer the reader to Definition 1.1 of Melin-Sjöstrand [28]). We let the full symbol of
�(q)

β be:

full symbol of �(q)
β ∼

∞�

j=0

qj(x, ξ),

where qj(x, ξ) is positively homogeneous of order 2− j.

First, we consider the characteristic equation for ∂t + �(q)
β . We look for solutions

ψ(t, x, η) ∈ C∞(R+ × T ∗(Ω) \ 0) of the problem

(6.1)






∂ψ

∂t
− iq0(x, ψ�x) = O(|Im ψ|N ), ∀N ≥ 0,

ψ|t=0 = �x , η�

with Im ψ(t, x, η) ≥ 0.

Let U be an open set in Rn and let f , g ∈ C∞(U). We write f � g if for every
compact set K ⊂ U there is a constant cK > 0 such that f ≤ cKg, g ≤ cKf on K.
We have the following

Proposition 6.1. – There exists ψ(t, x, η) ∈ C∞(R+×T ∗(Ω)\0) such that Im ψ ≥ 0

with equality precisely on ({0} × T ∗(Ω) \ 0)
�

(R+ × Σ) and such that (6.1) holds
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where the error term is uniform on every set of the form [0, T ] ×K with T > 0 and

K ⊂ T ∗(Ω) \ 0 compact. Furthermore,

ψ(t, x, η) = �x, η� on Σ, dx,η(ψ − �x, η�) = 0 on Σ,

ψ(t, x, λη) = λψ(λt, x, η), λ > 0,

and

(6.2) Im ψ(t, x, η) �
�
|η| t |η|

1 + t |η|

��
dist

�
(x,

η

|η| ),Σ
��2

, t ≥ 0, |η| ≥ 1.

Proposition 6.2. – There exists a function ψ(∞, x, η) ∈ C∞(T ∗(Ω) \ 0) with a

uniquely determined Taylor expansion at each point of Σ such that

For every compact set K ⊂ T ∗(Ω) \ 0 there is a cK > 0 such that

Im ψ(∞, x, η) ≥ cK |η| (dist ((x, η
|η| ),Σ))2, dx,η(ψ(∞, x, η) − �x, η�) =

0 on Σ.

If λ ∈ C(T ∗(Ω) \ 0), λ > 0 and λ|Σ < min |λj |, where ±i |λj | are the non-vanishing

eigenvalues of the fundamental matrix of �(q)
β , then the solution ψ(t, x, η) of (6.1)

can be chosen so that for every compact set K ⊂ T ∗(Ω) \ 0 and all indices α, β, γ,

there is a constant cα,β,γ,K such that

(6.3)
��∂α

x ∂β
η ∂γ

t (ψ(t, x, η)− ψ(∞, x, η))
�� ≤ cα,β,γ,Ke−λ(x,η)t

on R+ ×K.

For the proofs of Proposition 6.1, Proposition 6.2, we refer the reader to [29].

Definition 6.3. – We say that a ∈ C∞(R+×T ∗(Ω)) is quasi-homogeneous of degree
j if a(t, x, λη) = λja(λt, x, η) for all λ > 0.

We consider the problem

(6.4)

�
(∂t + �(q)

β )u(t, x) = 0 in R+ × Ω,

u(0, x) = v(x).

We shall start by making only a formal construction. We look for an approximate
solution of (6.4) of the form u(t, x) = A(t)v(x),

(6.5) A(t)v(x) =
1

(2π)2n−1

��
ei(ψ(t,x,η)−�y,η�)a(t, x, η)v(y)dydη

where formally

a(t, x, η) ∼
∞�

j=0

aj(t, x, η),

aj(t, x, η) ∈ C∞�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
, aj(t, x, η) is a quasi-homo-

geneous function of degree −j.
We apply ∂t + �(q)

β formally under the integral in (6.5) and then introduce the
asymptotic expansion of �(q)

β (aeiψ). Setting (∂t + �(q)
β )(aeiψ) ∼ 0 and regrouping
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the terms according to the degree of quasi-homogeneity. We obtain the transport
equations

(6.6)

�
T (t, x, η, ∂t, ∂x)a0 = O(|Im ψ|N ), ∀N,

T (t, x, η, ∂t, ∂x)aj + lj(t, x, η, a0, . . . , aj−1) = O(|Im ψ|N ), ∀N.

Here

T (t, x, η, ∂t, ∂x) = ∂t − i
2n−1�

j=1

∂q0

∂ξj
(x, ψ�x)

∂

∂xj
+ q(t, x, η)

where

q(t, x, η) = q1(x, ψ�x) +
1

2i

2n−1�

j,k=1

∂2q0(x, ψ�x)

∂ξj∂ξk

∂2ψ(t, x, η)

∂xj∂xk

and lj(t, x, η) is a linear differential operator acting on a0, a1, . . . , aj−1. We can repeat
the method of Part I (see Proposition 4.6 of Part I) to get the following

Proposition 6.4. – Let (n−, n+), n−+n+ = n−1, be the signature of the Levi form

on Ω. We can find solutions

aj(t, x, η) ∈ C∞�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
, j = 0, 1, . . . ,

of the system (6.6) with a0(0, x, η) = I, aj(0, x, η) = 0 when j > 0, where aj(t, x, η) is

a quasi-homogeneous function of degree −j, such that aj has unique Taylor expansions

on Σ. Moreover, we can find

aj(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
, j = 0, 1, . . . ,

where aj(∞, x, η) is a positively homogeneous function of degree −j, ε0 > 0 such that

for all indices α, β, γ, j, every compact set K ⊂ Ω, there exists c > 0, such that

(6.7)
��∂γ

t ∂α
x ∂β

η

�
aj(t, x, η)− aj(∞, x, η)

��� ≤ ce−ε0t|η|(1 + |η|)−j−|β|+γ

on R+×
�
(K × R2n−1)

�
Σ

�
, |η| ≥ 1.

Furthermore, for all j = 0, 1, . . . ,

(6.8)

�
all derivatives of aj(∞, x, η) vanish at Σ+

if q �= n+,

all derivatives of aj(∞, x, η) vanish at Σ− if q �= n−,

and

(6.9)

�
a0(∞, x, η) �= 0 at each point of Σ+

if q = n+,

a0(∞, x, η) �= 0 at each point of Σ− if q = n−.
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Definition 6.5. – Let r(x, η) be a non-negative real continuous function on T ∗(Ω).
We assume that r(x, η) is positively homogeneous of degree 1, that is, r(x, λη) =

λr(x, η), for λ ≥ 1, |η| ≥ 1. For 0 ≤ q ≤ n− 1 and k ∈ R, we say that

a ∈ Ŝk
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�

if a ∈ C∞�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
and for all indices α, β, γ, every

compact set K ⊂ Ω and every ε > 0, there exists a constant c > 0 such that
��∂γ

t ∂α
x ∂β

η a(t, x, η)
�� ≤ cet(−r(x,η)+ε|η|)(1 + |η|)k+γ−|β|, x ∈ K, |η| ≥ 1.

Remark 6.6. – It is easy to see that we have the following properties:

(a) If a ∈ Ŝk
r1

, b ∈ Ŝl
r2

then ab ∈ Ŝk+l
r1+r2

, a + b ∈ Ŝmax(k,l)
min(r1,r2)

.

(b) If a ∈ Ŝk
r then ∂γ

t ∂α
x ∂β

η a ∈ Ŝk−|β|+γ
r .

(c) If aj ∈ Ŝ
kj
r , j = 0, 1, 2, . . . and kj � −∞ as j → ∞, then there exists a ∈ Ŝk0

r

such that a −
�v−1

0 aj ∈ Ŝkv
r , for all v = 1, 2, . . . . Moreover, if Ŝ−∞r denotes�

k∈R Ŝk
r then a is unique modulo Ŝ−∞r .

If a and aj have the properties of (c), we write

a ∼
∞�

0

aj in the symbol space Ŝk0
r .

From Proposition 6.4 and the standard Borel construction, we get the following

Proposition 6.7. – Let (n−, n+), n−+n+ = n−1, be the signature of the Levi form

on Ω. We can find solutions

aj(t, x, η) ∈ C∞�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
, j = 0, 1, . . . ,

of the system (6.6) with a0(0, x, η) = I, aj(0, x, η) = 0 when j > 0, where aj(t, x, η)

is a quasi-homogeneous function of degree −j, such that for some r > 0 as in Defini-

tion 6.5,

aj(t, x, η)− aj(∞, x, η) ∈ Ŝ−j
r

�
R+×T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
, j = 0, 1, . . . ,

where

aj(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
, j = 0, 1, . . . ,

and aj(∞, x, η) is a positively homogeneous function of degree −j.

Furthermore, for all j = 0, 1, . . . ,
�

aj(∞, x, η) = 0 in a conic neighborhood of Σ+, if q �= n+,

aj(∞, x, η) = 0 in a conic neighborhood of Σ−, if q �= n−.
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Remark 6.8. – Let b(t, x, η) ∈ Ŝk
r

�
R+×T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
with r >

0. We assume that b(t, x, η) = 0 when |η| ≤ 1. Let χ ∈ C∞
0 (R2n−1) be equal to

1 near the origin. Put Bε(x, y) =
���∞

0 ei(ψ(t,x,η)−�y,η�)b(t, x, η)dt
�
χ(εη)dη. For u ∈

C∞
0 (Ω; Λ0,qT ∗(Γ)), we can show that

lim
ε→0

��
Bε(x, y)u(y)dy

�
∈ C∞(Ω; Λ0,qT ∗(Γ))

and
B : C∞

0 (Ω; Λ0,qT ∗(Γ)) → C∞(Ω; Λ0,qT ∗(Γ))

u → lim
ε→0

��
Bε(x, y)u(y)dy

�

is continuous. Formally,

B(x, y) =

� �� ∞

0
ei(ψ(t,x,η)−�y,η�)b(t, x, η)dt

�
dη.

Moreover, B has a unique continuous extension:

B : E�(Ω; Λ0,qT ∗(Γ)) → D�(Ω; Λ0,qT ∗(Γ))

and B(x, y) ∈ C∞�
Ω×Ω � diag (Ω×Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
. For the details,

we refer the reader to Proposition 5.6 of Part I.

Remark 6.9. – Let a(t, x, η) ∈ Ŝk
0

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
. We as-

sume a(t, x, η) = 0, if |η| ≤ 1 and

a(t, x, η)− a(∞, x, η) ∈ Ŝk
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�

with r > 0, where a(∞, x, η) ∈ C∞(T ∗
�
Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
. Then we can

also define

(6.10) A(x, y) =

� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)−ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)

�
dt

�
dη

as an oscillatory integral by the following formula:

A(x, y) =

� �� ∞

0
ei(ψ(t,x,η)−�y,η�)(−t)

�
iψ

�

t(t, x, η)a(t, x, η) + a�t(t, x, η)
�
dt

�
dη.

We notice that (−t)
�
iψ�t(t, x, η)a(t, x, η) + a�t(t, x, η)

�
∈ Ŝk+1

r , r > 0.

We recall the following

Definition 6.10. – Let k ∈ R. Sk
1
2 , 1

2

�
T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
is the space

of all a ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
such that for every compact sets

K ⊂ Ω and all α ∈ N2n−1, β ∈ N2n−1, there is a constant cα,β,K > 0 such that
���∂α

x ∂β
ξ a(x, ξ)

��� ≤ cα,β,K(1 + |ξ|)k− |β|
2 + |α|

2 ,

(x, ξ) ∈ T ∗(Ω), x ∈ K. Sk
1
2 , 1

2
is called the space of symbols of order k type ( 1

2 , 1
2 ).
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Definition 6.11. – Let k ∈ R. A pseudodifferential operator of order k type ( 1
2 , 1

2 )

from sections of Λ0,qT ∗(Γ) to sections of Λ0,qT ∗(Γ) is a continuous linear map A :

C∞
0 (Ω; Λ0,qT ∗(Γ)) → D �(Ω; Λ0,qT ∗(Γ)) such that the distribution kernel of A is

KA = A(x, y) =
1

(2π)2n−1

�
ei�x−y,ξ�a(x, ξ)dξ

with a ∈ Sk
1
2 , 1

2

�
T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
. We call a(x, ξ) the symbol of A. We

shall write Lk
1
2 , 1

2
(Ω; Λ0,qT ∗(Γ),Λ0,qT ∗(Γ)) to denote the space of pseudodifferential

operators of order k type ( 1
2 , 1

2 ) from sections of Λ0,qT ∗(Γ) to sections of Λ0,qT ∗(Γ).

We recall the following classical proposition of Calderon-Vaillancourt (for a proof,
see [15]).

Proposition 6.12. – If A ∈ Lk
1
2 , 1

2
(Ω; Λ0,qT ∗(Γ),Λ0,qT ∗(Γ)). Then, for every s ∈ R,

A is continuous: A : Hs
comp(Ω; Λ0,qT ∗(Γ)) → Hs−k

loc (Ω; Λ0,qT ∗(Γ)).

We have the following

Proposition 6.13. – Let a(t, x, η) ∈ Ŝk
0

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
.

We assume a(t, x, η) = 0, if |η| ≤ 1 and

a(t, x, η)− a(∞, x, η) ∈ Ŝk
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�

with r > 0, where a(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
. Let

A(x, y) =
1

(2π)2n−1

� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)−ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)

�
dt

�
dη

be as in (6.10). Then A ∈ Lk−1
1
2 , 1

2
(Ω; Λ0,qT ∗(Γ),Λ0,qT ∗(Γ)) with symbol

q(x, η) =

� ∞

0

�
ei(ψ(t,x,η)−�x,η�)a(t, x, η)− ei(ψ(∞,x,η)−�x,η�)a(∞, x, η)

�
dt

in Sk−1
1
2 , 1

2

�
T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
.

Proof. – See Lemma 5.14 and Lemma 5.16 of Part I.

From now on, we write
1

(2π)2n−1

� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)− ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)

�
dt

�
dη

to denote the kernel of pseudodifferential operator of order k − 1 type ( 1
2 , 1

2 ) from
sections of Λ0,qT ∗(Γ) to sections of Λ0,qT ∗(Γ). Here a(t, x, η), a(∞, x, η) are as in
Proposition 6.13.

The following is essentially well-known (see page 72 of [29]).
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Proposition 6.14. – Let Q be a properly supported pseudodifferential operator on Ω

of order k > 0 with classical symbol q(x, ξ) ∈ C∞(T ∗(Ω)). Let

b(t, x, η) ∈ Ŝm
0

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
.

We assume that b(t, x, η) = 0 when |η| ≤ 1 and that

b(t, x, η)− b(∞, x, η) ∈ Ŝm
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�

with r > 0, where b(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
is a classical

symbol of order m. Then,

(6.11) Q
�
ei(ψ(t,x,η)−�y,η�)b(t, x, η)

�
= ei(ψ(t,x,η)−�y,η�)c(t, x, η) + d(t, x, η),

where c(t, x, η) ∈ Ŝk+m
0

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
,

c(t, x, η) ∼
�

α

1

α!
q(α)(x, ψ�x(t, x, η))(Rα(ψ,Dx)b)

in the symbol space Ŝk+m
0

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
,

c(t, x, η)− c(∞, x, η) ∈ Ŝk+m
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
,

where r > 0,

d(t, x, η) ∈ Ŝ−∞0

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
,

d(t, x, η)− d(∞, x, η) ∈ Ŝ−∞r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
, r > 0. Here

c(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�

is a classical symbol of order k + m,

d(∞, x, η) ∈ S−∞1,0

�
T ∗(Ω); L (Λ0,qT ∗(M �),Λ0,qT ∗(M �))

�

(for the precise meaning of S−∞1,0 , see Definition 1.1) and

Rα(ψ,Dx)b = Dα
y

�
eiφ2(t,x,y,η)b(t, y, η)

� ���
y=x

,

φ2(t, x, y, η) = (x− y)ψ�x(t, x, η)−
�
ψ(t, x, η)− ψ(t, y, η)

�
. Moreover, put

B(x, y) =
1

(2π)2n−1

� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)b(t, x, η)− ei(ψ(∞,x,η)−�y,η�)b(∞, x, η)

�
dt

�
dη,

C(x, y) =
1

(2π)2n−1

� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)c(t, x, η)− ei(ψ(∞,x,η)−�y,η�)c(∞, x, η)

�
dt

�
dη.

We have Q ◦B ≡ C.

As in Chapter 1, we put Γq = {z ∈ Γ; Z(q) fails at z} and set

Σ−(q) =
�
(x, ξ) ∈ Σ−; Z(q) fails at x

�
,

Σ+(q) =
�
(x, ξ) ∈ Σ+; Z(q) fails at x

�
.
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From Proposition 6.7 and Proposition 6.14, we can repeat the method of Part I to
get the following

Theorem 6.15. – We recall that we work with the Assumption 5.7. Given q, 0 ≤ q ≤
n− 1. Suppose that Z(q) fails at some point of Γ. Then there exist

A ∈ L−1
1
2 , 1

2
(Γ; Λ0,qT ∗(Γ),Λ0,qT ∗(Γ)), B−, B+ ∈ L0

1
2 , 1

2
(Γ; Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

such that

WF �(KB−) = diag
�
Σ−(q)× Σ−(q)

�
,

WF �(KB+) = diag
�
Σ+(n− 1− q)× Σ+(n− 1− q)

�(6.12)

and

A�(q)
β + B− + B+ ≡ B− + B+ + �(q)

β A ≡ I,(6.13)

∂βB− ≡ 0, ∂β
†
B− ≡ 0,(6.14)

∂βB+ ≡ 0, ∂β
†
B+ ≡ 0,(6.15)

B− ≡ B†
− ≡ B2

−,(6.16)

B+ ≡ B†
+ ≡ B2

+,(6.17)

where B†
− and B†

+ are the formal adjoints of B− and B+ with respect to [ | ] respectively

and

WF �(KB−) =
�
(x, ξ, y, η) ∈ T ∗(Γ)× T ∗(Γ); (x, ξ, y,−η) ∈ WF(KB−)

�
.

Here WF (KB−) is the wave front set of KB− in the sense of Hörmander.

Moreover near diag (Γq × Γq), KB−(x, y) satisfies

KB−(x, y) ≡
� ∞

0
eiφ−(x,y)tb(x, y, t)dt

with

b(x, y, t) ∈ Sn−1
1,0

�
Γ× Γ×]0,∞[; L (Λ0,qT ∗y (Γ),Λ0,qT ∗x (Γ))

�
,

b(x, y, t) ∼
∞�

j=0

bj(x, y)tn−1−j
in Sn−1

1,0

�
Γ× Γ×]0,∞[; L (Λ0,qT ∗y (Γ),Λ0,qT ∗x (Γ))

�
,

b0(x, x) �= 0 if x ∈ Γq,

(6.18)

(a formula for b0(x, x) will be given in Proposition 6.17) where Sm
1,0, m ∈ R, is the

Hörmander symbol space (see Definition 1.1),

bj(x, y) ∈ C∞�
Γ× Γ; L (Λ0,qT ∗y (Γ),Λ0,qT ∗x (Γ))

�
, j = 0, 1, . . . ,
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and

φ−(x, y) ∈ C∞(Γ× Γ), Im φ−(x, y) ≥ 0,(6.19)

φ−(x, x) = 0, φ−(x, y) �= 0 if x �= y,(6.20)

dxφ− �= 0, dyφ− �= 0 where Im φ− = 0,(6.21)

dxφ−(x, y)|x=y = −ω0(x), dyφ−(x, y)|x=y = ω0(x),(6.22)

φ−(x, y) = −φ−(y, x).(6.23)

Similarly, near diag (Γn−1−q × Γn−1−q),

KB+(x, y) ≡
� ∞

0
eiφ+(x,y)tc(x, y, t)dt

with c(x, y, t) ∈ Sn−1
1,0

�
Γ× Γ×]0,∞[; L (Λ0,qT ∗y (Γ),Λ0,qT ∗x (Γ))

�
,

c(x, y, t) ∼
∞�

j=0

cj(x, y)tn−1−j

in Sn−1
1,0

�
Γ× Γ×]0,∞[; L (Λ0,qT ∗y (Γ),Λ0,qT ∗x (Γ))

�
, where

cj(x, y) ∈ C∞�
Γ× Γ; L (Λ0,qT ∗y (Γ),Λ0,qT ∗x (Γ))

�
, j = 0, 1, . . . ,

and −φ+(x, y) satifies (6.19)–(6.23).

We only give the outline of the proof of Theorem 6.15. For all the details, we refer
the reader to Chapter 6 and Chapter 7 of Part I. Let

aj(t, x, η) ∈ Ŝ−j
0

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
, j = 0, 1, . . . ,

and aj(∞, x, η) ∈ C∞�
T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
, j = 0, 1, . . . , be as in

Proposition 6.7. We recall that for some r > 0

aj(t, x, η)− aj(∞, x, η) ∈ Ŝ−j
r

�
R+× T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
, j = 0, 1, . . . .

Let

a(∞, x, η) ∼
∞�

j=0

aj(∞, x, η)

in S0
1,0(T

∗(Ω); L
�
Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
. Let

a(t, x, η) ∼
∞�

j=0

aj(t, x, η)

in Ŝ0
0

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
. We take a(t, x, η) so that for every

compact set K ⊂ Ω and all indices α, β, γ, k, there exists c > 0, c is independent of
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t, such that

(6.24)

������
∂γ

t ∂α
x ∂β

η

�
a(t, x, η)−

k�

j=0

aj(t, x, η)
�
������
≤ c(1 + |η|)−k−1+γ−|β|,

where t ∈ R+, x ∈ K, |η| ≥ 1, and

a(t, x, η)− a(∞, x, η) ∈ Ŝ0
r

�
R+ × T ∗(Ω); L (Λ0,qT ∗(Γ),Λ0,qT ∗(Γ))

�
with r > 0.

Choose χ ∈ C∞
0 (R2n−1) so that χ(η) = 1 when |η| < 1 and χ(η) = 0 when |η| > 2.

Set

A(x, y) =
1

(2π)2n−1

� �� ∞

0

�
ei(ψ(t,x,η)−�y,η�)a(t, x, η)

− ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)
�
(1− χ(η))dt

�
dη.

(6.25)

Put

(6.26) B(x, y) =
1

(2π)2n−1

�
ei(ψ(∞,x,η)−�y,η�)a(∞, x, η)dη.

Since aj(t, x, η), j = 0, 1, . . . , solve the transport equations (6.6), we can check that
B + �(q)

β A ≡ I, �(q)
β B ≡ 0. From the global theory of Fourier integral operators (see

[28]), we get KB ≡ KB− + KB+ , wher KB− and KB+ are as in Theorem 6.15. By
using a partition of unity we get the global result.

Remark 6.16. – For more properties of the phase φ−(x, y), see Theorem 1.4 and
Remark 1.5 of Part I.

We can repeat the computation of the leading term of the Szegő projection (see
Chapter 8 of Part I), to get the following

Proposition 6.17. – Let p ∈ Γq, q = n−. Let U1(x), . . . , Un−1(x) be an orthonormal

frame of Λ1,0Tx(Γ), for which the Levi form is diagonalized at p. Let ej(x), j =

1, . . . , n− 1, denote the basis of Λ0,1T ∗x (Γ), which is dual to U j(x), j = 1, . . . , n− 1.

Let λj(x), j = 1, . . . , n − 1, be the eigenvalues of the Levi form Lx. We assume that

λj(p) < 0 if 1 ≤ j ≤ n−. Then

b0(p, p) =
1

2
|λ1(p)| · · · |λn−1(p)|π−n

j=n−�

j=1

ej(p)∧ej(p)∧,∗,

where b0 is as in (6.18).

In Chapter 7, we need the following
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Proposition 6.18. – Suppose that Z(q) fails at some point of Γ. Let B− be as in

Theorem 6.15. Then,

(6.27) γ∂ �PB− ≡ 0.

Proof. – In view of Theorem 6.15, we know that

Tγ∂ �PB− = ∂βB− ≡ 0, γ∂f
∗ �PB− = ∂β

†
B− ≡ 0.

Combining this with γ(∂∂f
∗

+ ∂f
∗
∂) �P ≡ 0, we have

γ∂f
∗ �Pγ∂ �PB− ≡ −γ∂ �Pγ∂f

∗ �PB− ≡ 0

and

(6.28) γ∂f
∗ �P (I − T )γ∂ �PB− = γ∂f

∗ �Pγ∂ �PB− − γ∂f
∗ �PTγ∂ �PB− ≡ 0.

Combining this with (3.7), we get γ∂f
∗ �P ( �P ∗ �P )−1(∂r)∧Rγ∂ �PB− ≡ 0. Thus,

γ(∂r)∧∂f
∗ �P ( �P ∗ �P )−1(∂r)∧Rγ∂ �PB− ≡ 0.

In view of Proposition 4.2, we know that

γ(∂r)∧∂f
∗ �P ( �P ∗ �P )−1 : C∞(Γ; I0,qT ∗(M �)) → C∞(Γ; I0,qT ∗(M �))

is elliptic near Σ−, where I0,qT ∗z (M �) is as in (4.19). Since

WF �(KB−) ⊂ diag (Σ− × Σ−),

we get (∂r)∧Rγ∂ �PB− ≡ 0. Thus, by (3.7), (I − T )γ∂ �PB− ≡ 0. The proposition
follows.
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CHAPTER 7

THE BERGMAN PROJECTION

Given q, 0 ≤ q ≤ n− 1. In this chapter, we assume that Z(q) fails at some point of
Γ and that Z(q− 1) and Z(q + 1) hold at each point of Γ. In view of Proposition 3.4,
we know that �Π(q) : C∞(M ; Λ0,qT ∗(M �)) → D(q). Put

(7.1) K = γ�Π(q) �P : C∞(Γ; Λ0,qT ∗(Γ)) → C∞(Γ; Λ0,qT ∗(Γ)).

Let K† be the formal adjoint of K with respect to [ | ]. That is,

K† : D �(Γ; Λ0,qT ∗(Γ)) → D �(Γ; Λ0,qT ∗(Γ))

[K†u | v] = [u | Kv], u ∈ D �(Γ; Λ0,qT ∗(Γ)), v ∈ C∞(Γ; Λ0,qT ∗(Γ)).

Lemma 7.1. – We have K†v = Kv, v ∈ C∞(Γ; Λ0,qT ∗(Γ)).

Proof. – For u, v ∈ C∞(Γ; Λ0,qT ∗(Γ)), we have

[Ku | v] = [γ�Π(q) �Pu | v]

= (�Π(q) �Pu | �Pv)M

= ( �Pu | �Π(q) �Pv)M

= [u | Kv].

Thus, K†v = Kv. The lemma follows.

We can extend K to D �(Γ; Λ0,qT ∗(Γ)) → D �(Γ; Λ0,qT ∗(Γ)) by the following for-
mula: [Ku | v] = [u | K†v], u ∈ D �(Γ; Λ0,qT ∗(Γ)), v ∈ C∞(Γ; Λ0,qT ∗(Γ)).

Lemma 7.2. – Let u ∈ D �(Γ; Λ0,qT ∗(Γ)). We have WF (Ku) ⊂ Σ−.

Proof. – Let u ∈ D �(Γ; Λ0,qT ∗(Γ)). We have (γ(∂r)∧,∗∂ �P )(Ku) = 0. In view of
Proposition 4.1, we know that γ(∂r)∧,∗∂ �P is elliptic outside Σ−. The lemma fol-
lows.

Lemma 7.3. – Let B− be as in Theorem 6.15. We have B−K ≡ KB− ≡ K.
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Proof. – Let A, B− and B+ be as in Theorem 6.15. In view of Theorem 6.15, we have

B− + B+ + A�(q)
β ≡ I.

We may replace B+ by I − A�(q)
β −B− and get B− + B+ + A�(q)

β = I. It is easy to
see that �(q)

β K = 0. Thus,

(7.2) K = (B− + B+ + A�(q)
β )K = (B− + B+)K.

Let u ∈ D �(Γ; Λ0,qT ∗(Γ)). From Lemma 7.2, we know that WF (Ku) ⊂ Σ−. Note
that WF �(KB+) ⊂ diag (Σ+ × Σ+). Thus, B+Ku ∈ C∞, so B+K is smoothing and
(B−+B+)K ≡ B−K. From this and (7.2), we get K ≡ B−K and K = K† ≡ K†B†

− ≡
KB−. The lemma follows.

We pause and introduce some notations. Let X and Y be C∞ vector bundles over
M � and Γ respectively. Let C, D : C∞(Γ; Y ) → D �(M ; X) with distribution kernels
KC(z, y), KD(z, y) ∈ D �(M × Γ; L (Yy, Xz)). We write C ≡ D mod C∞(M × Γ) if
KC(z, y) = KD(z, y) + F (z, y), where F (z, y) ∈ C∞(M × Γ; L (Yy, Xz)).

Lemma 7.4. – We have

(7.3) �Π(q) �PB− ≡ �Π(q) �P mod C∞(M × Γ).

Proof. – From Lemma 7.3, we have K = γ�Π(q) �P ≡ KB− = γ�Π(q) �PB−. Thus,
�Π(q) �P = �Pγ�Π(q) �P ≡ �Pγ�Π(q) �PB− mod C∞(M × Γ). We get (7.3).

Put

(7.4) Q = �PB−T ( �P ∗ �P )−1 �P ∗ : C∞(M ; Λ0,qT ∗(M �)) → C∞(M ; Λ0,qT ∗(M �)),

where T is as in (3.6).

Proposition 7.5. – We have Q ≡ �Π(q) mod C∞(M ×M). From (3.12), it follows

that Q ≡ Π(q) mod C∞(M ×M).

Proof. – We have

(7.5) �Π(q)Q = �Π(q) �PB−T ( �P ∗ �P )−1 �P ∗ ≡ �Π(q) �PT ( �P ∗ �P )−1 �P ∗ mod C∞(M ×M).

Here we used (7.3). From (7.5) and the first part of (3.13), we get

(7.6) �Π(q)Q ≡ �Π(q) mod C∞(M ×M).

From Theorem 2.7, we have �Π(q)Q = (I−K(q))(I−∂
∗
N (q+1)∂−∂N (q−1)∂

∗
)Q, where

N (q+1) and N (q−1) are as in Theorem 2.6. From (6.27), (6.14) and Lemma 5.2, we see
that ∂Q ≡ 0, ∂

∗
Q ≡ 0 mod C∞(M×M). Thus, �Π(q)Q = (I−K(q))(I−∂

∗
N (q+1)∂−

∂N (q−1)∂
∗
)Q ≡ Q mod C∞(M ×M). From this and (7.6), the proposition follows.
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Let x = (x1, . . . , x2n−1) be a system of local coordinates on Γ and extend the
functions x1, . . . , x2n−1 to real smooth functions in some neighborhood of Γ. We write
(ξ1, . . . , ξ2n−1, θ) to denote the dual variables of (x, r). We write z = (x1, . . . , x2n−1, r),
x = (x1, . . . , x2n−1, 0), ξ = (ξ1, . . . , ξ2n−1), ζ = (ξ, θ). Until further notice, we work
with the local coordinates z = (x, r) defined on some neighborhood of p ∈ Γ.

We represent the Riemannian metric on T (M �) by

h =
2n�

j,k=1

hj,k(z)dxj ⊗ dxk, dx2n = dr,

where hj,k(z) = hk,j(z), j, k = 1, . . . , n, and (hj,k(z))1≤j,k≤2n is positive definite at
each point of M �. Put (hj,k(z))−1

1≤j,k≤2n =
�
hj,k(z)

�
1≤j,k≤2n

. It is well-known (see
page 99 of Morrow-Kodaira [35]) that

(7.7) �(q)
f = −1

2

�
h2n,2n(z)

∂2

∂r2
+ 2

2n−1�

j=1

h2n,j(z)
∂2

∂r∂xj
+ T (r)

�
+ lower order terms,

where

(7.8) T (r) =
2n−1�

j,k=1

hj,k(z)
∂2

∂xj∂xk
.

Note that T (0) = �Γ + lower order terms and

h2n,2n(x) = 1, h2n,j(x) = 0, j = 1, . . . , 2n− 1.

We let the full symbol of ��(q)
f be:

full symbol of ��(q)
f =

2�

j=0

qj(z, ζ)

where qj(z, ζ) is a homogeneous polynomial of order 2− j in ζ (we recall that ��(q)
f =

�(q)
f + K(q)). We have the following

Proposition 7.6. – Let φ− ∈ C∞(Γ × Γ) be as in Theorem 6.15. Then, in some

neighborhood U of diag (Γq×Γq) in M �×M �
, there exists a smooth function �φ(z, y) ∈

C∞�
(M × Γ)

�
U

�
such that

�φ(x, y) = φ−(x, y), Im �φ ≥ 0,

dz
�φ �= 0, dy

�φ �= 0 where Im �φ = 0,

Im �φ > 0 if r �= 0,

(7.9)
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and q0(z, �φ�z) vanishes to infinite order on r = 0. We write
∂

∂r(z) to denote
∂
∂r acting

in the z variables. We have

(7.10)
∂

∂r(z)
�φ(z, y)|r=0 = −i

�
−σ�Γ(x, (φ−)�x)

in some neighborhood of x = y, where Re
�
−σ�Γ(x, (φ−)�x) > 0.

Proof. – From (7.7) and (7.8), we have

q0(z, ζ) =
1

2
h2n,2n(z)θ2 +

2n−1�

j=1

h2n,j(z)θξj + g(z, ξ),

g(x, ξ) = −1

2
σ�Γ ,

(7.11)

where g(z, ξ) is the principal symbol of − 1
2T (r).

We consider the Taylor expansion of q0(z, ζ) with respect to r,

(7.12) q0(z, ζ) =
1

2
θ2 − 1

2
σ�Γ +

∞�

j=1

gj(x, ξ)rj +
∞�

j=1

sj(x, ζ)θrj .

We introduce the Taylor expansion of �φ(z, y) with respect to r,

�φ(z, y) = φ−(x, y) +
∞�

1

φj(x, y)rj .

Let φ1(x, y) = −i
�
−σ�Γ(x, (φ−)�x). Since (φ−)�x|x=y = −ω0(x) is real, we choose the

branch of
�
−σ�Γ(x, (φ−)�x) so that Re

�
−σ�Γ(x, (φ−)�x) > 0 in some neighborhood

of x = y, r = 0. Put �φ1(z, y) = φ−(x, y)+rφ1(x, y). We have q0(z, (�φ1)�z) = O(r). Sim-
ilarly, we can find φ2(x, y) so that q0(z, (�φ2)�z) = O(r2), where �φ2(z, y) = φ−(x, y) +

rφ1(x, y) + r2φ2(x, y). Continuing in this way we get the phase �φ(z, y) such that
�φ(x, y) = φ−(x, y) and q0(z, �φ�z) vanishes to infinite order on r = 0. The proposition
follows.

Remark 7.7. – Let �φ(z, y) be as in Proposition 7.6 and let

d(z, y, t) ∈ Sm
1,0

�
M × Γ×]0,∞[; L (Λ0,qT ∗y (M �),Λ0,qT ∗z (M �))

�

with support in some neighborhood of diag (Γq × Γq) (for the meaning of the space
Sm

1,0

�
M × Γ×]0,∞[; L (Λ0,qT ∗y (M �),Λ0,qT ∗z (M �))

�
, see Definition 1.1). Choose a cut-

off function χ(t) ∈ C∞(R) so that χ(t) = 1 when |t| < 1 and χ(t) = 0 when |t| > 2.
For all u ∈ C∞(Γ; Λ0,qT ∗(M �)), set

(Dεu)(z) =

�� ∞

0
ei�φ(z,y)td(z, y, t)χ(εt)u(y)dtdy.
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Since Im �φ ≥ 0 and dy
�φ �= 0 where Im �φ = 0, we can integrate by parts in y, t and

obtain limε→0(Dεu)(z) ∈ C∞(M ; Λ0,qT ∗(M �)). This means that D = limε→0 Dε :

C∞(Γ; Λ0,qT ∗(M �)) → C∞(M ; Λ0,qT ∗(M �)) is continuous. Formally,

D(z, y) =

� ∞

0
ei�φ(z,y)td(z, y, t)dt.

Proposition 7.8. – Let

B−(x, y) =

� ∞

0
eiφ−(x,y)tb(x, y, t)dt

be as in Theorem 6.15. We have

�PB−(z, y) ≡
� ∞

0
ei�φ(z,y)t�b(z, y, t)dt mod C∞(M × Γ)

with �b(z, y, t) ∈ Sn−1
1,0

�
M × Γ×]0,∞[; L (Λ0,qT ∗y (Γ),Λ0,qT ∗z (M �))

�
,

�b(z, y, t) ∼
∞�

j=0

�bj(z, y)tn−1−j

in Sn−1
1,0

�
M × Γ×]0,∞[; L (Λ0,qT ∗y (Γ),Λ0,qT ∗z (M �))

�
, where

�bj(z, y) ∈ C∞�
M × Γ; L (Λ0,qT ∗y (Γ),Λ0,qT ∗z (M �))

�
, j = 0, 1, . . . .

Proof. – Put b(x, y, t) ∼
�∞

j=0 bj(x, y)tn−1−j and formally set

�b(z, y, t) ∼
∞�

j=0

�bj(z, y)tn−1−j .

We notice that B−(x, y) ∈ C∞�
Γ × Γ \ diag (Γq × Γq); L (Λ0,qT ∗y (Γ),Λ0,qT ∗z (Γ))

�
.

For simplicity, we may assume that b(x, y, t) = 0 outside some small neighborhood
of diag (Γq × Γq)× R+. Put ��(q)

f (�b(z, y, t)ei�φt) = �c(z, y, t)ei�φt. From (6.20) and (7.9),
we know that near diag (Γq × Γq), �φ(z, y) = 0 if and only if x = y, r = 0. From this
observation, we see that if �c(z, y, t) vanishes to infinite order on diag (Γq × Γq)×R+,
we can integrate by parts and obtain

lim
ε→0

� ∞

0
ei�φt�c(z, y, t)χ(εt)dt ≡ 0 mod C∞(M × Γ),

where χ(t) is as in Remark 7.7. Thus, we only need to consider the Taylor expansion of
�b(z, y, t) on x = y, r = 0. We introduce the asymptotic expansion of ��(q)

f (�bei�φt). Set-
ting ��(q)

f (�bei�φt) ∼ 0 and regrouping the terms according to the degree of homogeneity.
We obtain the transport equations

(7.13)

�
T (z, y, ∂z)�b0(z, y) = 0,

T (z, y, ∂z)�bj(z, y) + lj(z, y,�b0(z, y), . . . ,�bj−1(z, y)) = 0, j = 1, 2, . . . .
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Here

T (z, y, ∂z) = −i
2n−1�

j=1

∂q0

∂ξj
(z, �φ�z)

∂

∂xj
− i

∂q0

∂θ
(z, �φ�z)

∂

∂r
+ R(z, y),

where

R(z, y) = q1(z, �φ�z) +
1

2i

2n�

j,k=1

∂2q0(z, �φ�z)
∂ξj∂ξk

∂2 �φ
∂xj∂xk

, x2n = r, ξ2n = θ,

and lj is a linear differential operator acting on �b0(z, y), . . . ,�bj−1(z, y).
We introduce the Taylor expansion of �b0(z, y) with respect to r,

�b0(z, y) = b0(x, y) +
∞�

1

bj
0(x, y)rj .

Since ∂q0

∂θ |r=0 = θ and �φ�r|r=0 = −i
�
−σ�Γ(x, (φ−)�x), we have ∂q0

∂θ (z, �φ�z)|r=0 �= 0 in
some neighborhood of x = y. Thus, we can find b1

0(x, y)r such that

T (z, y, ∂z)
�
b0(x, y) + b1

0(x, y)r
�

= O(|r|)

in some neighborhood of r = 0, x = y. We can repeat the procedure above to find
b2
0(x, y) such that T (z, y, ∂z)(b0(x, y) +

�2
k=1 bk

0(x, y)rk) = O(|r|2) in some neighbor-
hood of r = 0, x = y. Continuing in this way we solve the first transport equation to
infinite order at r = 0, x = y.

For the second transport equation, we can repeat the method above to solve the
second transport equation to infinite order at r = 0, x = y. Continuing in this way
we solve (7.13) to infinite order at r = 0, x = y.

Put �B(z, y) =
�∞
0 ei�φ(z,y)t�b(z, y, t)dt. From the construction above, we see that

(7.14) ��(q)
f

�B ≡ 0 mod C∞(M × Γ), γ �B ≡ B−.

It is well-known (see chapter XX of [15]) that there exists

G : C∞(M ; Λ0,qT ∗(M �)) → C∞(M ; Λ0,qT ∗(M �))

such that

(7.15) G��(q)
f + �Pγ = I on C∞(M ; Λ0,qT ∗(M �)).

From this and (7.14), we have �B = (G��(q)
f + �Pγ) �B ≡ �PB− mod C∞(M × Γ). The

proposition follows.

From Proposition 7.8, we have

C(z, y) := �PB−T ( �P ∗ �P )−1(z, y) ≡
� ∞

0
ei�φ(z,y)tc(z, y, t)dt mod C∞(M × Γ)
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with c(z, y, t) ∈ Sn
1,0

�
M × Γ×]0,∞[; L (Λ0,qT ∗y (M �),Λ0,qT ∗z (M �))

�
,

c(z, y, t) ∼
∞�

j=0

cj(z, y)tn−j

in the space Sn
1,0

�
M × Γ×]0,∞[; L (Λ0,qT ∗y (M �),Λ0,qT ∗z (M �))

�
. Let

C∗ : C∞(M ; Λ0,qT ∗(M �)) → D �(Γ; Λ0,qT ∗(M �))

be the operator defined by (C∗u | v)Γ = (u | Cv)M , u ∈ C∞(M ; Λ0,qT ∗(M �)),
v ∈ C∞(Γ; Λ0,qT ∗(M �)). The distribution kernel of C∗ is

(7.16) C∗(y, z) ≡
� ∞

0
e−i�φ(z,y)tc∗(y, z, t)dt mod C∞(Γ×M)

where

c∗(y, z, t) ∈ Sn
1,0(Γ×M×]0,∞[; L (Λ0,qT ∗z (M �),Λ0,qT ∗y (M �))),

(c∗(y, z, t)µ | ν) = (µ | c(z, y, t)ν), µ ∈ Λ0,qT ∗z (M �), ν ∈ Λ0,qT ∗y (M �),

c∗(y, z, t) ∼
∞�

j=0

c∗j (y, z)tn−j

in Sn
1,0

�
Γ × M×]0,∞[; L (Λ0,qT ∗z (M �),Λ0,qT ∗y (M �))

�
. The integral (7.16) is defined

as follows: Let u ∈ C∞(M ; Λ0,qT ∗(M �)). Set

(C∗
ε u)(y) =

�� ∞

0
e−i�φ(z,y)tc∗(y, z, t)χ(εt)u(z)dtdz,

where χ is as in Remark 7.7. Since dx
�φ �= 0 where Im �φ = 0, we can integrate by

parts in x and t and obtain limε→0(C∗
ε u)(y) ∈ C∞(Γ; Λ0,qT ∗(M �)). This means that

C∗ = limε→0 C∗
ε : C∞(M ; Λ0,qT ∗(M �)) → C∞(Γ; Λ0,qT ∗(M �)) is continuous.

We also write w = (y1, . . . , y2n−1, r). We can repeat the proof of Proposition 7.6 to
find φ(z, w) ∈ C∞(M ×M) such that φ(z, y) = �φ(z, y), Im φ ≥ 0, Im φ > 0 if (z, w) /∈
Γ×Γ and q0(w,−φ

�
w) vanishes to infinite order on r = 0. Since φ−(x, y) = −φ−(y, x),

we can take φ(z, w) so that φ(z, w) = −φ(w, z). As in the proof of Proposition 7.8,
we can find

a∗(w, z, t) ∈ Sn
1,0

�
M ×M × [0,∞[; L (Λ0,qT ∗z (M �),Λ0,qT ∗w(M �))

�
,

a∗(w, z, t) ∼
∞�

j=0

a∗j (w, z)tn−j

in Sn
1,0

�
M ×M×]0,∞[; L (Λ0,qT ∗z (M �),Λ0,qT ∗w(M �))

�
, such that

a∗(y, z, t) = c∗(y, z, t)
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and ��(q)
f (a∗(w, z, t)e−iφ(z,w)t) vanishes to infinite order on diag (Γq ×Γq)×R+. From

(7.15), we have �PC∗(w, z) ≡
�∞
0 e−iφ(z,w)ta∗(w, z, t)dt mod C∞(M ×M). Thus,

C �P ∗(z, w) ≡
� ∞

0
eiφ(z,w)ta(z, w, t)dt mod C∞(M ×M),

a(z, w, t) ∈ Sn
1,0

�
M ×M × [0,∞[; L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
,

a(z, w, t) ∼
∞�

j=0

aj(z, w)tn−j

in the space Sn
1,0

�
M × M×]0,∞[; L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
. Note that C �P ∗ =

�PB−T ( �P ∗ �P )−1 �P ∗. From this and Proposition 7.5, we get the main result of this work

Theorem 7.9. – Given q, 0 ≤ q ≤ n− 1. Suppose that Z(q) fails at some point of Γ

and that Z(q − 1) and Z(q + 1) hold at each point of Γ. Then

KΠ(q)(z, w) ∈ C∞�
M ×M \ diag (Γq × Γq); L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
.

Moreover, in a neighborhood U of diag (Γq × Γq), KΠ(q)(z, w) satisfies

(7.17) KΠ(q)(z, w) ≡
� ∞

0
eiφ(z,w)ta(z, w, t)dt mod C∞�

U
�

(M ×M)
�

with a(z, w, t) ∈ Sn
1,0

�
U

�
(M ×M)×]0,∞[; L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
,

a(z, w, t) ∼
∞�

j=0

aj(z, w)tn−j

in the space Sn
1,0

�
U

�
(M ×M)×]0,∞[; L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
,

a0(z, z) �= 0, z ∈ Γq,

where aj(z, w) ∈ C∞�
U

�
(M ×M); L (Λ0,qT ∗w(M �),Λ0,qT ∗z (M �))

�
, j = 0, 1, . . . , and

φ(z, w) ∈ C∞(U
�

(M ×M)), Im φ ≥ 0,(7.18)

φ(z, z) = 0, z ∈ Γq, φ(z, w) �= 0 if (z, w) /∈ diag (Γq × Γq),(7.19)

Im φ(z, w) > 0 if (z, w) /∈ Γ× Γ,(7.20)

φ(z, w) = −φ(w, z).(7.21)

For p ∈ Γq, we have σ�(q)
f

(z, dzφ(z, w)) vanishes to infinite order at z = p, where

(z, w) is in some neighborhood of (p, p) in M �
.

For z = w, z ∈ Γq, we have dzφ = −ω0 − idr, dwφ = ω0 − idr.

As before, we put B−(x, y) ≡
�∞
0 eiφ−(x,y)tb(x, y, t)dt,

b(x, y, t) ∼
∞�

j=0

bj(x, y)tn−1−j
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and
KΠ(q)(z, w) ≡

� ∞

0
eiφ(z,w)ta(z, w, t)dt,

a(z, w, t) ∼
�∞

j=0 aj(z, w)tn−j . Since

Π(q) ≡ �PB−T ( �P ∗ �P )−1 �P ∗,

( �P ∗ �P )−1 = 2
√
−�Γ + lower order terms and

T = 2(∂r)∧,∗(∂r)∧ + lower order terms,

we have

a0(x, x) = 2σ√−�Γ
(x, (φ−)�y(x, x))b0(x, x)2(∂r(x))∧,∗(∂r(x))∧, x ∈ Γ.

Since (φ−)�y(x, x) = ω0(x) and �ω0� = 1 on Γ, it follows that

(7.22) a0(x, x) = 4b0(x, x)(∂r(x))∧,∗(∂r(x))∧.

From this and Proposition 6.17, we get the following

Proposition 7.10. – Under the assumptions of Theorem 7.9, let p ∈ Γq, q = n−.

Let U1(z), . . . , Un−1(z) be an orthonormal frame of Λ1,0Tz(Γ), z ∈ Γ, for which the

Levi form is diagonalized at p. Let ej(z), j = 1, . . . , n−1 denote the basis of Λ0,1T ∗z (Γ),

z ∈ Γ, which is dual to U j(z), j = 1, . . . , n − 1. Let λj(z), j = 1, . . . , n − 1 be the

eigenvalues of the Levi form Lz, z ∈ Γ. We assume that λj(p) < 0 if 1 ≤ j ≤ n−.

Then

(7.23)

a0(p, p) = |λ1(p)| · · · |λn−1(p)|π−n2
� j=n−�

j=1

ej(p)∧e∧,∗
j (p)

�
◦ (∂r(p))∧,∗(∂r(p))∧.
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