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STABLE FORMALITY
QUASI-ISOMORPHISMS

FOR HOCHSCHILD COCHAINS

V. A. Dolgushev

Abstract. – We consider L∞-quasi-isomorphisms for Hochschild cochains whose struc-
ture maps admit “graphical expansion”. We introduce the notion of stable formality
quasi-isomorphism which formalizes such an L∞-quasi-isomorphism. We define a ho-
motopy equivalence on the set of stable formality quasi-isomorphisms and prove that
the set of homotopy classes of stable formality quasi-isomorphisms form a torsor for
the group corresponding to the zeroth cohomology of the full (directed) graph com-
plex. This result may be interpreted as a complete description of homotopy classes of
formality quasi-isomorphisms for Hochschild cochains in the “stable setting”.

Résumé (Quasi-isomorphismes stables de formalité pour les cochaînes de Hochschild)
Nous considérons des L∞-quasi-isomorphismes pour les cochaînes de Hochschild

dont les applications structurelles admettent une « expansion graphique ». Nous
introduisons la notion de quasi-isomorphisme stable de formalité qui formalise les
L∞-quasi-isomorphismes de ce genre. Nous définissons une équivalence homotopique
sur l’ensemble des quasi-isomorphismes stables de formalité. Nous prouvons que
l’ensemble des classes homotopiques de quasi-isomorphismes stables de formalité est
un torseur pour le groupe correspondant à la cohomologie de degré zéro du graphe-
complexe complet (direct). Ce résultat peut-être interprété comme une description
complète des classes homotopiques de quasi-isomorphismes de formalité pour les
cochaînes de Hochschild dans le « cadre stable ».

© Mémoires de la Société Mathématique de France 168, SMF 2021





CONTENTS

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2. Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1. Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2. Colored operads and their dual versions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3. The convolution Lie algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4. Free Ξ-colored operad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5. The cobar construction in the colored setting . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3. Operad dGra and its 2-colored extension KGra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1. Operad structure on dGra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2. 2-colored operad KGra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3. Elementary insertions KGra(m, k)o ⊗KGra(n, 0)c → KGra(m+ n− 1, k)o 30
3.4. Elementary insertions KGra(m, p)o⊗KGra(n, q)o → KGra(m+n, p+q−1)o

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.5. The action of the operad KGra on polyvectors and functions . . . . . . . . . . . . 33

4. The 2-colored operad OC of H. Kajiura and J. Stasheff . . . . . . . . . . . . . . . . . . . . . . . . 35
4.1. The differential on OC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2. OC-algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5. Stable formality quasi-isomorphisms and their homotopies . . . . . . . . . . . . . . . . . . . . 41
5.1. SFQs as MC elements. Homotopies of SFQs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

6. The action of Kontsevich’s graph complex on stable formality
quasi-isomorphisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.1. Reminder of the full directed graph complex dfGC . . . . . . . . . . . . . . . . . . . . . . 47
6.2. The action of dfGC on SFQs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

7. The action of exp
(
H0(dfGC)

)
is transitive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

7.1. Proposition 7.1 implies that the action is transitive . . . . . . . . . . . . . . . . . . . . . 58
7.2. Taking care of δα(s−1 ton,0) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
7.3. Taking care of vectors δα(s−1 ton,k) for k ≥ 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
7.4. The end of the proof of Proposition 7.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

8. The action of exp
(
H0(dfGC)

)
is free . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2021



vi CONTENTS

8.1. Claims 8.1 and 8.2 imply that the action is free . . . . . . . . . . . . . . . . . . . . . . . . . 74
8.2. Proof of Claim 8.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
8.3. Proof of Claim 8.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

A. A cochain complex that is closely connected with the Hochschild complex of a
cofree cocommutative coalgebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
A.1. The Hochschild complex of a cofree cocommutative coalgebra . . . . . . . . . . 80
A.2. Computing cohomology of KGraHoch and KGraHoch

inv . . . . . . . . . . . . . . . . . . . . . 82

B. The complex of “hedgehogs” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

C. Maurer-Cartan (MC) elements of filtered Lie algebras . . . . . . . . . . . . . . . . . . . . . . . . . 95
C.1. Differential equations on the Lie algebra L ⊗̂K[t] . . . . . . . . . . . . . . . . . . . . . . . 96

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

MÉMOIRES DE LA SMF 168



CHAPTER 1

INTRODUCTION

When a difficult problem is solved, it becomes even more challenging to describe all
possible solutions to that problem. In this paper we propose a framework in which this
interesting question can be answered completely for Kontsevich’s formality conjecture
[29] on Hochschild cochain complex.

Kontsevich’s formality conjecture [29] states that there exists an L∞ quasi-
isomorphism from the graded Lie algebra VA of polyvector fields on an affine space
to the dg Lie algebra of Hochschild cochains C•(A) of the algebra of functions A on
this affine space.

In plain English the question was to find an infinite collection of maps

(1.1) Un :
(
VA
)⊗n → C•(A), n ≥ 1

compatible with the action of symmetric groups and satisfying an intricate sequence
of relations. The first relation says that U1 is a map of complexes, the second relation
says that U1 is compatible with the Lie brackets up to homotopy with U2 serving as
a chain homotopy and so on.

In his groundbreaking paper [31] M. Kontsevich proposed a construction of such
an L∞ quasi-isomorphism over reals. His construction is “natural” in the following
sense. Given polyvector fields v1, v2, . . . , vn ∈ VA, the n-th component Un produces a
Hochschild cochain via contracting indices of derivatives of various orders of polyvec-
tor fields and of functions which enter as arguments for this cochain.

Thus each term in Un can encoded by a directed graph with two types of vertices:
vertices of one type are reserved for polyvector fields and vertices of another type are
reserved for functions.

In this paper we formalize the notion of L∞ quasi-isomorphism for Hochschild
cochains which are “natural” in the above sense. In other words, each term in Un is
encoded by a graph with two types of vertices and all the desired identities hold
universally, i.e., on the level of linear combinations of graphs.
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2 CHAPTER 1. INTRODUCTION

Such formality quasi-isomorphisms are defined for affine spaces of all (1) (finite)
dimensions simultaneously. This is why we refer to them as stable formality quasi-
isomorphisms (SFQs). We show that the notion of homotopy equivalence of formality
quasi-isomorphisms can also be formulated in this “stable setting”. Thus we can talk
about homotopy classes of stable formality quasi-isomorphisms.

In this paper we show (see Theorem 6.8) that the set of homotopy classes of SFQs
form a torsor for a pro-unipotent group which is obtained by exponentiating the
Lie algebra H0(dfGC), where dfGC denotes the full (directed) version of Kontsevich’s
graph complex [29, Section 5].

Following (2) T. Willwacher [39] the group exp(H0(dfGC)) is isomorphic to the
Grothendieck-Teichmüller group GRT1 introduced by V. Drinfeld in [15]. Thus com-
bining Theorem 6.8 with the result of T. Willwacher [39], we conclude that the set of
homotopy classes of SFQs is a GRT1-torsor.

Since a formality quasi-isomorphism for Hochschild cochains provides us with a
bijection between equivalence classes of star products and equivalence classes of formal
Poisson structures, the result may be interpreted as a complete description of all
(deformation) quantization procedures.

To give a precise definition of an SFQ, we recall [25, 26] that an open-closed homo-
topy algebra (OC-algebra) is a pair ( V, A ) of cochain complexes with the following
data:

— an L∞-structure on V,
— an A∞-structure on A and
— an L∞-morphism from V to the Hochschild cochain complex C•( A ) of A .

We denote by OC the 2-colored dg operad which governs open-closed homotopy al-
gebras. It is known that OC is free as an operad in the category of graded vector
spaces. Furthermore, OC is the cobar construction of a (2-colored) cooperad closely
connected with the homology of Voronov’s Swiss Cheese operad [36].

Let us also denote by KGra the 2-colored operad which is “assembled” from graphs
used in Kontsevich’s paper [31]. This 2-colored operad extends the operad dGra of
directed labeled graphs and acts naturally on the pair “polyvector fields VA and poly-
nomials A”. (See Section 3 for more details.)

Let us observe that any map of (dg) operads from OC to KGra induces an open-
closed homotopy algebra on the pair (VA, A). So we define an SFQ as a map of (dg)
operads from OC to KGra subject to a few “boundary conditions”. These conditions
guarantee that

1. In fact they are also defined for any Z-graded affine space.
2. See [13, Corollary 3.6] for more precise statement.
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CHAPTER 1. INTRODUCTION 3

— the L∞-structure on polyvector fields coincides with the Lie algebra structure
given by the Schouten-Nijenhuis bracket,

— the A∞-structure on A coincides with the usual associative (and commutative)
algebra structure on polynomials, and

— the L∞-morphism from polyvector fields VA to Hochschild cochains C•(A)

starts with the Hochschild-Kostant-Rosenberg [24] embedding

VA ↪→ C•(A).

This operadic definition allows us to introduce a natural notion of homotopy equiv-
alence on the set of SFQs. We give this definition using an interpretation of SFQs as
Maurer-Cartan (MC) elements of an auxiliary dg Lie algebra.

Let us denote by Z
0
(dfGC) the Lie algebra of degree zero cocycles of the full

directed version dfGC of Kontsevich’s graph complex [29, Section 5]. It is not hard to
see that Z

0
(dfGC) is a pro-nilpotent Lie algebra. Hence it can be exponentiated to

the group exp
(

Z
0
(dfGC)

)
.

We show that the group exp
(

Z
0
(dfGC)

)
acts on SFQs and this action descends to

an action of the group exp
(
H0(dfGC)

)
on homotopy classes of SFQs.

Finally, we prove that this action of exp
(
H0(dfGC)

)
on homotopy classes is simply

transitive.
Specialists can probably start reading this paper with Section 3. The goal of

Section 2 is mostly to fix conventions and remind a few constructions for colored
(co)operads. In Section 3, we define the operad of graded vector spaces dGra and its
2-colored extension KGra. In this section we also introduce a natural action of KGra

on the pair “polyvector fields VA and polynomials A”. In Section 4, we remind the
(dg) operad OC which governs open-closed homotopy algebras [26]. In Section 5, we
introduce SFQs and define a notion of homotopy equivalence between them. Section 6
is devoted to the full graph complex dfGC and its “action” on SFQs. The main result of
this paper (Theorem 6.8) is stated at the end of Section 6. Its proof occupies Section 7
and 8 and it depends on a few technical statements which are proved in appendices
at the end of the paper.
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CHAPTER 2

PRELIMINARIES

We denote by K a field of characteristic zero. Our underlying symmetric monoidal
category C is either the category grVectK of Z-graded K-vector spaces or the cate-
gory ChK of unbounded cochain complexes of K-vector spaces. In this paper, we use
exclusively cohomological conventions. The notation adξ is reserved for the adjoint
action [ξ, ] of a vector ξ in a Lie algebra and the expression CH(x, y) denotes the
Campbell-Hausdorff series in variables x and y.

The notation Sn is reserved for the group of permutations of the set {1, 2, . . . , n}
and Shp1,p2,...,pk , with pi ≥ 0 and p1 + p2 + · · · + pk = n, denotes the subset
of (p1, p2, . . . , pk)-shuffles in Sn, i.e.,

(2.1) Shp1,p2,...,pk = {σ ∈ Sn | σ(1) < · · · < σ(p1),

σ(p1 + 1) < · · · < σ(p1 + p2), . . . , σ(n− pk + 1) < · · · < σ(n)
}
.

We often denote by id the identity element of Sn without specifying the number n.
We denote by Com (resp. As) the operad which governs commutative (and asso-

ciative) algebras without unit (resp. associative algebras without unit). The notation
Lie is reserved for the operad which governs Lie algebras. Dually, we denote by coCom

(resp. coAs) the cooperad which governs cocommutative (and coassociative) coalge-
bras without counit (resp. coassociative coalgebras without counit).

The notation Λ is reserved for the following collection in grVectK

(2.2) Λ(n) =

{
s1−nsgnn if n ≥ 1,

0 if n = 0,

where sgnn is the sign representation of Sn.
The collection (2.2) is equipped with a natural structure of an operad and a natural

structure of a cooperad. Namely, the i-th elementary insertion and the i-th elementary
co-insertion are given by the formula

(2.3) 1n ◦i 1k = (−1)(1−k)(n−i)1n+k−1

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2021



6 CHAPTER 2. PRELIMINARIES

and the formula

(2.4) ∆i(1n+k−1) = (−1)(1−k)(n−i)1n ⊗ 1k,

respectively. Here 1m denotes the generator s1−m1 ∈ s1−msgnm.
For an operad O (resp. a cooperad C ) we denote by Λ O (resp. Λ C ) the operad

(resp. the cooperad) which is obtained from O (resp. C ) by tensoring with Λ. For
example, a ΛLie-algebra in grVectK is a graded vector space V equipped with the
binary operation:

{, } : V ⊗ V → V

of degree −1 satisfying the identities:

{v1, v2} = (−1)|v1||v2|{v2, v1},
{{v1, v2}, v3}+ (−1)|v1|(|v2|+|v3|){{v2, v3}, v1}+ (−1)|v3|(|v1|+|v2|){{v3, v1}, v2} = 0,

where v1, v2, v3 are homogeneous vectors in V.
The operad ΛLie has the following free resolution

(2.5) ΛLie∞ = Cobar(Λ2coCom),

which we use to define an∞-version of ΛLie-algebra structure. Thus a ΛLie∞-structure
on a cochain complex V is a MC element Q in the Lie algebra

Coder
(
Λ2coCom( V)

)

of coderivations of the cofree coalgebra Λ2coCom( V) subject to the auxiliary technical
condition

Q|V = 0.

A ΛLie∞-morphism between ΛLie-algebras ( V, Q) and ( W, Q̃) is a homomorphism of
the cofree coalgebras

Λ2coCom( V) and Λ2coCom( W)

compatible with the differentials ∂V + adQ and ∂W + adQ̃ on Λ2coCom( V) and
Λ2coCom( W), respectively.

It is not hard to see that ΛLie∞-algebra structures on a cochain complex V are
in a natural bijection with L∞-algebra structures on s−1 V. Moreover, it is very
easy to switch back and forth between these algebra structures. However, for our
purposes, it is much more convenient to work with the operad (2.5) versus the operad
Cobar(ΛcoCom) which governs L∞-algebras. So, in the bulk of the paper, we adhere
to the former choice.

A directed graph Γ consists of two finite sets V (Γ), E(Γ) and a map e : E(Γ) →
V (Γ) × V (Γ). Elements of V (Γ) are called vertices and elements of E(Γ) are called
edges. In this paper, we consider exclusively graphs without loops (i.e., cycles of
length one). In other words, the image of the map e has the empty intersection with

MÉMOIRES DE LA SMF 168



2.1. TREES 7

the diagonal in V (Γ)× V (Γ). Although we do consider graphs with the empty set of
edges, we will tacitly assume that the set of vertices is always non-empty.

For example, the graph Γ shown in Figure 2.1 has V (Γ) = {1, 2, 3, 4, 5} and E(Γ) =

{a, b, c, d} with e(a) = (3, 1), e(b) = (3, 2), and e(c) = e(d) = (2, 3).

1
3 2

4 5

a
b

c

d

Figure 2.1. An example of a di-
rected graph

1

2

3

4
a

b

Figure 2.2. An undirected graph Γ′

An undirected graph (or simply a graph) Γ consists of two finite sets V (Γ), E(Γ)

and a map e : E(Γ) → V (Γ)[2], where V (Γ)[2] is the set of all unordered pairs of
(distinct) elements of V (Γ). For example, the graph Γ′ shown in Figure 2.2 has V (Γ′) =

{1, 2, 3, 4}, E(Γ′) = {a, b}, e(a) = {1, 2} = {2, 1}, and e(b) = {1, 3} = {3, 1}.
A valency of a vertex v in a (directed) graph Γ is the number of edges incident to v.

For example, the valency of vertex 2 in the graph in Figure 2.1 is 3 and the valency
of vertex 1 in the graph in Figure 2.2 is 2.

In this paper, we mostly deal with directed graphs which do not have multiple
edges with the same direction. For such graphs Γ, we will identify E(Γ) with the cor-
responding subset of ordered pairs of vertices. Furthermore, if a graph Γ′ is undirected
and has no multiple edges then we will identify E(Γ′) with the corresponding subset
of unordered pairs of vertices. For example, for the graph Γ′ in Figure 2.2, E(Γ′) can
be identified with the set of unordered pairs {{1, 2}, {1, 3}}.

2.1. Trees

A connected graph without cycles is called a tree. In this paper, we tacitly assume
that all trees are rooted and the root vertex has always valency 1. (Such trees are
sometimes called planted). The remaining vertices of valency 1 are called leaves. A
vertex is called internal if it is neither a root nor a leaf. We always orient trees in the
direction towards the root. Thus every internal vertex has at least 1 incoming edge
and exactly 1 outgoing edge. An edge adjacent to a leaf is called external.

Let us recall that for every planar tree t the set of its vertices is equipped with a
natural total order. To define this total order on the set V (t) of all vertices of t we
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8 CHAPTER 2. PRELIMINARIES

introduce the function

(2.6) N : V (t)→ V (t).

To a non-root vertex v the function N assigns the next vertex along the (unique)
path connecting v to the root vertex. Furthermore N sends the root vertex to the
root vertex.

Let v1, v2 be two distinct vertices of t. If v1 lies on the path which connects v2 to
the root vertex then we declare that v1 < v2. Similarly, if v2 lies on the path which
connects v1 to the root vertex then we declare that v2 < v1. If neither of the above
options realize then there exist numbers k1 and k2 such that

(2.7) N
k1(v1) = N

k2(v2)

but
N

k1−1(v1) 6= N
k2−1(v2).

Since the tree t is planar the set of N
−1( N

k1(v1)) is equipped with a total or-
der. Furthermore, since both vertices N

k1−1(v1) and N
k2−1(v2) belong to the set

N
−1( N

k1(v1)), we may compare them with respect to this order. We declare that,
if N

k1−1(v1) < N
k2−1(v2), then v1 < v2. Otherwise we set v2 < v1.

It is not hard to see that the resulting relation < on V (t) is indeed a total order.
We have an obvious bijection between the set of edges E(t) of a tree t and the

subset of vertices:

(2.8) V (t) \ {root vertex}.
This bijection assigns to a vertex v in (2.8) its outgoing edge.

Thus the canonical total order on the set (2.8) gives us a natural total order on
the set of edges E(t).

For our purposes we also extend the total orders on the sets V (t) \ {root vertex}
and E(t) to the disjoint union

(2.9)
(
V (t) \ {root vertex}

)
t E(t)

by declaring that a vertex is bigger than its outgoing edge. For example, the root edge
is the minimal element in the set (2.9).

2.1.1. Colored trees, labeled colored trees. – Let Ξ be a non-empty finite totally or-
dered set. We will call elements of Ξ colors.

Let t be a tree and v be an internal vertex of t. Let us denote by Ev(t) the set
of edges terminating at v. Recall that a planar structure on a tree t is nothing but a
choice of total orders on the sets Ev(t) for all internal vertices v.

A Ξ-colored planar tree is a planar tree t equipped with a map

ct : E(t)→ Ξ,
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which satisfies the following condition

Condition 2.1. – The restriction of the map ct to the subset Ev(t) ⊂ E(t)

ct|Ev(t)
: Ev(t)→ Ξ

is a monotonous function for every internal vertex v.

We refer to the value ct(e) of ct at e as the color of the edge e.
Using the obvious bijection between the leaves and the external edges we assign to

each leaf the color of its adjacent edge. We denote the resulting color function by ct,l

(2.10) ct,l : L(t)→ Ξ,

where L(t) is the set of leaves of t.
Using the function (2.10) we split the set L(t) into the disjoint union

(2.11) L(t) =
⊔

χ∈Ξ

c−1
t,l (χ).

We now define a labeled Ξ-colored planar tree as a Ξ-colored planar tree t equipped
with (not necessarily monotonous) injective maps

(2.12) lχ : {1, 2, . . . , nχ} → c−1
t,l (χ),

where nχ are non-negative integers satisfying the obvious condition nχ ≤ |c−1
t,l (χ)|.

The collection of numbers {nχ}χ is considered as a part of the data incorporated in
a labeling of a tree.

Leaves belonging to the union
⊔

χ∈Ξ

lχ({1, 2, . . . , nχ})

are called labeled. Furthermore, a vertex x of a labeled colored planar tree t is called
nodal if it is neither a root vertex, nor a labeled leaf. We denote by Vnod(t) the set
of all nodal vertices of t. Keeping in mind the canonical total order on the set of all
vertices of t we say things like “the first nodal vertex,” “the second nodal vertex,” and
“the i-th nodal vertex”.

Example 2.2. – In this paper, the set Ξ is often the two-element set (1) {c, o} with
c < o. Figure 2.3 gives us an example of a labeled {c, o}-colored (or simply 2-colored)
planar tree. Throughout this paper edges of color c are drawn solid and edges of color o
are drawn dashed. In addition, we use small white circles for nodal vertices and small
black circles for labeled leaves and the root vertex. Figure 2.4 shows an example of a

1. The notation for colors comes from string theory [42]. o refers to open strings and c refers to
closed strings.
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10 CHAPTER 2. PRELIMINARIES

3c 1c 5c 2o 3o 2c 4c 1o

Figure 2.3. Solid edges carry the color c and dashed edges carry the color o

labeled 2-colored planar tree which has two unlabeled leaves (a.k.a. two univalent nodal
vertices).

3c 1c 4c 2o 2c 1o

Figure 2.4. The 4-th and the 6-th nodal vertices are univalent

Ξ-colored planar corollas will play an important role. In particular, we will need
a map which assigns a Ξ-colored planar corolla κ(t) to a labeled Ξ-colored planar
tree t. To define this map we observe that Ξ-colored planar corollas are in bijection
with the arrays {nχ;χroot}χ∈Ξ where nχ are non-negative integers and χroot is an
element in Ξ. More precisely, the array {nχ;χroot}χ∈Ξ corresponding to a Ξ-colored
planar corolla q has χroot equal to the color of the root edge of q and

(2.13) nχ = |c−1
q,l(χ)|.

For example, the 2-colored corolla depicted on Figure 2.5 corresponds to the array
{2, 1; o}.

The degenerate array {nχ = 0;χroot}χ∈Ξ is allowed and it corresponds to the
corolla depicted in Figure 2.6.
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Figure 2.5. The corolla corresponding to the array {2, 1; o}

χroot

Figure 2.6. The corolla corresponding to the degenerate array {nχ = 0;χroot}χ∈Ξ

We now notice that every labeled Ξ-colored planar tree t gives us the array
{nχ;χroot}χ∈Ξ with χroot being the color of the root edge of t and nχ being the
numbers which enter the labeling (2.12) of the tree t. We denote by κ(t) the Ξ-colored
planar corolla corresponding to this array.

For example, the corolla κ(t) corresponding to the labeled 2-colored planar tree t

in Figure 2.3 is shown in Figure 2.7. Similarly, the corolla κ(t′) corresponding to the
labeled 2-colored planar tree t′ in Figure 2.4 is shown in Figure 2.8.

Figure 2.7. The corolla κ(t). Figure 2.8. The corolla κ(t′).

Remark 2.3. – It is clear that, if Ξ is a one-point set, then Ξ-colored planar trees
are exactly non-colored planar trees and Ξ-colored corollas are in bijection with non-
negative integers.

2.1.2. Groupoid of labeled (colored) planar trees. – For our purposes we need to up-
grade the set of labeled Ξ-colored planar trees to a groupoid TreeΞ. Objects of TreeΞ

are labeled Ξ-colored planar trees and morphisms are non-planar isomorphisms of the
corresponding trees compatible with labeling and coloring in the following sense: an
isomorphism φ from t to t′ sends the leaf of t with label i to the leaf (2) of t′ with

2. In particular, a nodal vertex can only be sent a nodal vertex.
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label i; furthermore, if the edge originating at v ∈ V (t) carries the color χ then the
edge originating at φ(v) ∈ V (t′) carries the same color χ.

Example 2.4. – Let us denote by t the labeled 2-colored planar tree depicted in Fig-
ure 2.3. The tree t1 in Figure 2.9 is isomorphic to t while the tree t2 in Figure 2.10
is not isomorphic to t.

3c 1c 2c 4c 1o 5c 2o 3o

Figure 2.9. The labeled 2-col-
ored tree t1

3c 1c 5c 2o 3o 2c 4c 1o

Figure 2.10. The labeled 2-col-
ored tree t2

An object of TreeΞ may have a non-trivial automorphism. For example, the tree
shown in Figure 2.11 has a non-identity automorphism which switches the two uni-
valent nodal vertices.

1c

Figure 2.11. This labeled tree has a non-trivial automorphism which
switches the two univalent nodal vertices

We tacitly assume that each labeled colored planar tree has at least one nodal ver-
tex. In other words, the degenerate labeled tree shown on Figure 2.12 is not considered
as an object of TreeΞ.

It is easy to see that, if the corollas κ(t) and κ(t′) corresponding to labeled Ξ-col-
ored planar trees t and t′ are different, then there are no morphisms between t and
t′. Therefore the groupoid TreeΞ splits into the disjoint union

(2.14) TreeΞ =
⊔

q

TreeΞ(q),
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1χ

χ

Figure 2.12. This tree is not considered as an object of TreeΞ

where TreeΞ(q) is the full subcategory of labeled Ξ-colored planar trees t satisfying
the condition

(2.15) κ(t) = q

and the union (2.14) is taken over all Ξ-colored planar corollas.
For every Ξ-colored planar corolla q, we introduce the group

(2.16) Sq =
∏

χ∈Ξ

Snχ ,

where nχ = c−1
q,l(χ). This group acts in the obvious way on the groupoid TreeΞ(q) by

permuting labels of leaves with the same colors.
We reserve the notation TreeΞ

2 (q) for the full subcategory of TreeΞ(q) whose objects
are labeled Ξ-colored planar trees with exactly two nodal vertices. For example, if
Ξ = {c < o} and q is the corolla corresponding the array (n, k;χ) then the set of
isomorphism classes of objects in TreeΞ

2 (q) is in bijection with the set

(2.17)
⊔

0≤p≤n

⊔

0≤q≤k

{
(σ, τ, χ1) | σ ∈ Shp,n−p, τ ∈ Shq,k−q, χ1 ∈ {c, o}

}
,

where Shp,q is the set of (p, q)-shuffles (see the beginning of Section 2).
Namely, if the root edge of the corolla q carries the color c then the bijection assigns

to an element (σ, τ, c) (resp. (σ, τ, o)) the isomorphism class of the labeled 2-colored
planar tree depicted in Figure 2.13 (resp. 2.14). If the root edge of the corolla q

σ(1)
· · ·
σ(p) τ(1)

· · ·
τ(q)

σ(p+ 1)
· · ·
σ(n) τ(q + 1)

· · ·
τ(k)

Figure 2.13. Here σ ∈ Shp,n−p

and τ ∈ Shq,k−q

σ(1)
· · ·
σ(p)

σ(p+ 1)
· · ·

σ(n) τ(1)
· · ·
τ(q)

τ(q + 1)
· · ·

τ(k)

Figure 2.14. Here σ ∈ Shp,n−p

and τ ∈ Shq,k−q
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carries the color o then we need to replace the solid root edges of the trees depicted
in Figures 2.13 and 2.14 by dashed edges.

As we mentioned above, the case when Ξ is the one-point set corresponds to non-
colored labeled planar trees. In this case, corollas can be identified with non-negative
integers and the groupoid Tree of labeled planar trees splits into the disjoint union

(2.18) Tree =
⊔

n≥0

Tree(n),

where Tree(n) is the groupoid of labeled planar trees with exactly n labeled leaves.
We refer to objects of Tree(n) as n-labeled planar trees.

By analogy with TreeΞ
2 (q), we reserve the notation Tree2(n) for the full sub-

groupoid of Tree(n) whose objects are n-labeled planar trees with exactly 2 nodal
vertices. It is not hard to see that isomorphism classes of Tree2(n) are in bijection
with the union ⊔

0≤p≤n
Shp,n−p,

where Shp,n−p denotes the set of (p, n − p)-shuffles in Sn. The bijection assigns to a
(p, n− p)-shuffles τ the isomorphism class of the planar tree depicted in Figure 2.15.
Note that the “degenerate case” p = 0 we get a labeled planar tree with one nodal
vertex of valency 1.

τ(1)
· · ·
τ(p)

τ(p+ 1)
· · ·

τ(n)

Figure 2.15. Here τ is a (p, n− p)-shuffle

2.1.3. Insertion of (colored) trees. – Let t be a Ξ-colored tree and x be a nodal vertex
of t. We denote by κ(x) the Ξ-colored corolla formed by the edges adjacent to x.

If t̃ be another Ξ-colored labeled planar tree and its i-th nodal vertex xi satisfies
the condition

(2.19) κ(t) = κ(xi),

then we can define the insertion •i of the tree t into the i-th nodal vertex of t̃. For
the resulting planar tree t̃ •i t we have

(2.20) κ( t̃ •i t) = κ( t̃ ).

To build the tree t̃ •i t, we follow these steps:
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2.2. COLORED OPERADS AND THEIR DUAL VERSIONS 15

— first, we denote by Ei,χ( t̃ ) the set of edges of color χ terminating at the i-th
nodal vertex of t̃. Since t̃ is planar, the set Ei,χ( t̃ ) comes with a total order;

— second, we erase the i-th nodal vertex of t̃;
— third, we identify the root edge of t with the edge of t̃ which originated at the

i-th nodal vertex;
— finally, we identify external edges of t which have labeled leaves with edges in

the union ⊔

χ∈Ξ

Ei,χ( t̃ )

following this rule: the external edge with color χ and label j gets identified
with the j-th edge in the set Ei,χ( t̃ ). In doing this, we keep the same planar
structure on t, so, in general, branches of t̃ move around.

Example 2.5. – Figure 2.18 shows the result of the insertion t̃ •1 t of the labeled
2-colored planar tree t (depicted in Figure 2.17) into the first nodal vertex of the
labeled 2-colored planar tree t̃ (depicted in Figure 2.16).

3c 1o

1c

2c

Figure 2.16. A la-
beled 2-colored planar
tree t̃

2c 1o

1c

Figure 2.17. A la-
beled 2-colored planar
tree t

1c

2c

3c 1o

Figure 2.18. The re-
sult of the insertion
t̃ •1 t

The algorithm for constructing t̃ •1 t is illustrated in Figure 2.19

2.2. Colored operads and their dual versions

2.2.1. Colored collections. – Let us recall that a Ξ-colored collection in a symmetric
monoidal category C is given by the data:

— For each Ξ-colored planar corolla q we have an object

P (q) ∈ C
equipped with a left action of the group Sq (2.16).

Morphisms of Ξ-colored collections are defined in the obvious way.
In the case Ξ = {c < o} we will denote the object corresponding to a corolla q by

P (n, k)χ,
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3c 1o

1c

2c

2c1c 1o

−→

3c 1o

1c

2c

2c1c 1o
−→

3c 1o

1c

2c

2c1c 1o

2c 1o

1c

−→

1c

2c

3c 1o

Figure 2.19. Algorithm for constructing t̃ •1 t

where n = |c−1
q,l(c)|, k = |c−1

q,l(o)|, and χ is the color of the root edge.
Given a Ξ-colored collection P in C we introduce a covariant functor

(2.21) P : TreeΞ → C

from the groupoid TreeΞ of labeled Ξ-colored planar trees to C.
To a labeled Ξ-colored planar tree t, the functor P assigns the object

(2.22) P(t) =
⊗

x∈Vnod(t)

P (κ(x)),

where Vnod(t) is the set of all nodal vertices of t, κ(x) is the Ξ-colored planar corolla
formed by all edges of t adjacent to x, and the order of the factors agrees with the
total order on the set Vnod(t).

To define P on the level of morphisms, we use the action of the group (2.16) on P (q)

and the braiding of the symmetric monoidal category in the obvious way. For example,
let t and t1 be 2-colored trees depicted in Figures 2.3 and 2.9, respectively. For these
trees we have

P(t) = P (1, 2)o ⊗ P (2, 0)c ⊗ P (1, 2)o ⊗ P (2, 1)o,

P(t1) = P (1, 2)o ⊗ P (2, 0)c ⊗ P (2, 1)o ⊗ P (1, 2)o.

The functor P sends the unique morphism φ : t→ t1 to

P(φ) = (id, σ12)⊗ 1⊗ β,

MÉMOIRES DE LA SMF 168



2.2. COLORED OPERADS AND THEIR DUAL VERSIONS 17

where (id, σ12) is the non-identity element of the group S1×S2 and β is the braiding

β : P (1, 2)o ⊗ P (2, 1)o → P (2, 1)o ⊗ P (1, 2)o.

2.2.2. Colored (pseudo)operads. – Let q be a Ξ-colored planar corolla. We say that
the corolla q is naturally labeled if the map

lχ : {1, 2, . . . , nχ} → c−1
t,l (χ)

is a monotonous bijection for every χ ∈ Ξ. An example of a naturally labeled corolla
is depicted in Figure 2.20. The degenerate corolla shown in Figure 2.6 is considered

1c 2c 3c 4c 5c 1o 2o 3o

Figure 2.20. An example of a naturally labeled 2-colored corolla

as a naturally labeled corolla by convention.

For our purposes it is convenient to use the following definition of a colored pseudo-
operad.

Definition 2.6. – A Ξ-colored pseudo-operad is a Ξ-colored collection P equipped
with multiplication maps

(2.23) µt : P(t)→ P (κ(t))

defined for every labeled Ξ-colored planar trees t and subject to the following axioms:

— If q is a naturally labeled Ξ-colored planar corolla then

(2.24) µq = idP (q).

— The operation µt is Sκ(t)-equivariant. Namely, for every labeled Ξ-colored planar
tree t we have

(2.25) µσ(t) = σ ◦ µt, ∀σ ∈ Sκ(t).

— For every morphism λ : t→ t′ in TreeΞ we have

(2.26) µt′ ◦ P(λ) = µt.
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— To formulate the associativity axiom, we consider a triple (t̃, x, t) where t̃ is a
labeled Ξ-colored planar tree, x is the i-th nodal vertex of t̃, and t is a labeled
Ξ-colored planar tree such that κ(t) = κ(x). The associativity axiom states that
for each such triple we have

(2.27) µt̃ ◦ (1⊗ · · · ⊗ 1⊗ µt︸︷︷︸
i-th spot

⊗1⊗ · · · ⊗ 1) ◦ β t̃,x,t = µ t̃ •i t,

where t̃ •i t is the tree obtained by inserting t into the i-th vertex of t̃ and
β t̃,x,t is the isomorphism in C which is “responsible for putting tensor factors
in the correct order”.

Morphisms of pseudo-operads are defined in the obvious way.

Let q1 and q2 be two naturally labeled Ξ-colored planar corollas such that the root
edge of q2 carries the color χ. Let mχ′ (resp. nχ′) be the number of external edges (if
any) of q1 (resp. q2) of color χ′ ∈ Ξ

Given a color χ ∈ Ξ for which mχ > 0 and 1 ≥ i ≥ mχ, we denote by ti,χ the
labeled Ξ-colored planar tree which is obtained from q1 and q2 in two steps. First,
we glue q2 with q1 by identifying the root edge of q2 with the external edge of q1

which carries the color χ and label i. Second, we change the labels on the leaves of
the resulting Ξ-colored planar tree following these steps:

— if χ′ < χ then we shift the labels on leaves in c−1
q2,l

(χ′) up by mχ′ ;
— we shift the labels on leaves in c−1

q2,l
(χ) up by i − 1 and we shift the labels on

leaves in c−1
q1,l

(χ) which are > i up by nχ − 1;
— if χ′ > χ then we shift the labels on leaves in c−1

q1,l
(χ′) up by nχ′ .

For example, if q1 and q2 is the 2-colored corollas depicted in Figures 2.21 and
2.22, respectively, then t2,o is the tree depicted in Figure 2.23. Although the tree ti,χ

1c 1o 2o 3o

Figure 2.21. A
2-colored corola q1

1c 1o 2o

Figure 2.22. A
2-colored corola q2

1c 1o

2c 2o 3o

4o

Figure 2.23. The la-
beled 2-colored tree
t2,o

depends on the corollas q1 and q2, we suppress q1 and q2 from the notation.
To introduce a structure of a pseudo-operad on a collection P it suffices to specify

the multiplications

(2.28) µti,χ : P (q1)⊗ P (q2)→ P (κ(ti,χ))
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for all tuples (q1,q2, i, χ). All the remaining multiplications (2.23) can be deduced
from (2.28) using axioms of pseudo-operad.

The operations (2.28) are called elementary insertions and we will use for them
the special notation ◦i,χ. Namely, if v ∈ P (q1) and w ∈ P (q2) then

(2.29) v ◦i,χ w := µti,χ(v, w).

Let χ ∈ Ξ and let uχ be the labeled tree with exactly two edges: the root edge and
the external edge, both carrying the color χ:

(2.30)
uχ =

1

We say that

Definition 2.7. – P is a Ξ-colored operad if P is a Ξ-colored pseudo-operad with
chosen maps (unit maps)

(2.31) Iχ : K→ P (uχ),

such that the compositions

(2.32)
P (q) ∼= P (q)⊗K

1⊗Iχ−→ P (q)⊗ P (uχ)
µti,χ−→ P (q)

P (q) ∼= K⊗ P (q)
Iχ⊗1−→ P (uχ)⊗ P (q)

µti,χ−→ P (q)

coincide with the identity map on P (q) whenever they make sense. Morphisms
of Ξ-colored operads are defined in the obvious way.

Remark 2.8. – For a conventional definition of colored operads we refer the reader to
paper [2] by C. Berger and I. Moerdijk. Due to the observation made in [2, Remark 1.3]
the definition given here is equivalent to the conventional one.

Example 2.9. – Let Ξ = {c, o} and ( V, A ) be a pair of cochain complexes. The
2-colored collection End V,A with

End V,A (n, k)c = Hom( V
⊗n ⊗ A

⊗ k, V),

EndV,A (n, k)o = Hom( V
⊗n ⊗ A

⊗ k, A )(2.33)is equipped with the obvious struc-
ture of a 2-colored operad. End V,A is called the endomorphism operad of the pair
( V, A ). This example can be obviously generalized to an arbitrary set of colors Ξ.

Example 2.9 plays an important role because an algebra over a Ξ-colored operad
P is defined as a family {Vχ}χ∈Ξ of objects in C with an operad morphism from P

to End{Vχ}χ∈Ξ
.
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2.2.3. Augmentation of colored operads. – The Ξ-colored collection

(2.34) ∗ (q) =

{
K if q = uχ for some χ ∈ Ξ,

0 otherwise

is equipped with a unique structure of a Ξ-colored operad. It is easy to see that ∗ is
the initial object in the category of Ξ-colored operads.

A Ξ-colored operad P is called augmented if P comes with an operad morphism

ε : P → ∗.

For every augmented operad P the kernel of the map P → ∗ is naturally a pseudo-
operad. We denote this pseudo-operad by P◦.

It is not hard to see that the assignment

P  P◦

extends to a functor. According to (3) [33, Proposition 21] this functor gives us an
equivalence between the category of augmented (colored) operads and the category
of (colored) pseudo-operads.

2.2.4. Colored (pseudo)cooperads. – Reversing all arrows in Definition 2.6 we get

Definition 2.10. – A Ξ-colored pseudo-cooperad is a Ξ-colored collection Q equipped
with comultiplication maps

(2.35) ∆t : Q(κ(t))→ Q(t)

defined for every labeled Ξ-colored planar trees t and subject to the following axioms:

— If q is a naturally labeled Ξ-colored planar corolla then

(2.36) ∆q = idQ(q).

— The operation ∆t is Sκ(t)-equivariant. Namely, for every labeled Ξ-colored pla-
nar tree t we have

(2.37) ∆σ(t) ◦ σ = ∆t, ∀σ ∈ Sκ(t).

— For every morphism λ : t→ t′ in TreeΞ we have

(2.38) ∆t′ = Q(λ) ◦∆t.

3. Although, in paper [33] the author considers only non-colored operads, the line of arguments
can be easily extended to the colored setting.
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— To formulate the coassociativity axiom we consider a triple (t̃, x, t) where t̃ is
a labeled Ξ-colored planar tree, x is the i-th nodal vertex of t̃, and t is a labeled
Ξ-colored planar tree such that κ(t) = κ(x). The coassociativity axiom states
that for each such triple we have

(2.39) (1⊗ · · · ⊗ 1⊗ ∆t︸︷︷︸
i-th spot

⊗1⊗ · · · ⊗ 1)∆t̃ = ∆ t̃ •i t ◦ β t̃,x,t,

where t̃ •i t is the tree obtained by inserting t into the i-th vertex of t̃ and
β t̃,x,t is the isomorphism in C which is “responsible for putting tensor factors
in the correct order”.

Morphisms of pseudo-cooperads are defined in the obvious way.

Similarly, reversing arrows in (2.31), (2.32), and Definition 2.7 we get the notion
of counit and the definition of a Ξ-colored cooperad.

The Ξ-colored collection (2.34) carries a unique structure of a Ξ-colored cooperad.
Furthermore, ∗ is the terminal object in the category of Ξ-colored cooperads.

Dually to augmentation, we define a coaugmentation on a (colored) cooperad Q as
a cooperad morphism

ε′ : ∗ → Q.

For every coaugmented (colored) cooperad Q the cokernel of coaugmentation nat-
urally forms a (colored) pseudo-cooperad. We denote this pseudo-cooperad by Q◦.

Just as for (colored) operads, the assignment

Q Q◦

extends to a functor which establishes an equivalence between the category of coaug-
mented (colored) cooperads and the category of (colored) pseudo-cooperads.

2.3. The convolution Lie algebra

Let C (resp. O) be a Ξ-colored pseudo-cooperad (resp. Ξ-colored pseudo-operad)
in ChK.

We consider the following cochain complex

(2.40) Conv( C , O) :=
∏

q

HomSq( C (q), O(q)),

where the product is taken over all Ξ-colored planar corollas and the differential comes
solely from the ones on C and O.
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Let us denote by IsomΞ
2 (q) the set of isomorphism classes in (4) TreeΞ

2 (q). Let us
choose for every class z ∈ IsomΞ

2 (q) its representative tz.
Using the trees tz we equip the complex (2.40) with the following binary operation

(2.41) f • g(X) =
∑

z∈IsomΞ
2 (q)

µtz

(
f ⊗ g(∆tz (X))

)
,

where X ∈ C (q). The axioms of pseudo-(co)operad imply that • is a well-defined
operation. Namely, the right hand side of (2.41) does not depend on the choice of
representatives tz and f • g is Sq-equivariant.

We claim that

Proposition 2.11. – The operation • (2.41) equips Conv( C , O) with a pre-Lie algebra
structure. In other words,

(2.42) (f • g) • h− f • (g • h) = (−1)|g||h|(f • h) • g − (−1)|g||h|f • (h • g),

for all homogeneous vectors f, g, h ∈ Conv( C , O).

Proof. – This statement was proved in the more general setting (for PROPs) in [34,
Section 2.2] by B. Vallette and S. Merkulov. For non-colored (co)operads, a detailed
proof can be found in [11, Section 4].

Proposition 2.11 implies that the operation

(2.43) [f, g] = f • g − (−1)|f ||g|g • f
satisfies the Jacobi identity. Thus, Conv( C , O) is a Lie algebra in the category ChK.
Following [34], we call Conv( C , O) the convolution Lie algebra of a pair ( C , O).

Using “arity” we can equip the convolution Lie algebra Conv( C , O) with the natural
descending filtration

Conv( C , O) = F −1 Conv( C , O) ⊃ F 0 Conv( C , O) ⊃ F 1 Conv( C , O) ⊃ · · · ,
where

(2.44) F m Conv( C , O)

=
{
f ∈ Conv( C , O) | f | C(q)

= 0∀corollasqsatisfying |q| ≤ m
}

and |q| is the total number of incoming edges of the corolla q.
It is easy to see that this filtration is compatible with the Lie bracket and

Conv( C , O) is complete with respect to this filtration. Namely,

(2.45) Conv( C , O) = lim
m

Conv( C , O)
/

F m Conv( C , O).

4. Recall that TreeΞ
2 (q) is the full subcategory of TreeΞ(q) whose objects are labeled Ξ-colored

planar trees t with exactly two nodal vertices.
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In fact, we may introduce an additional descending filtration F
χ
• on the convolution

Lie algebra Conv( C , O) for each color χ ∈ Ξ:

Conv( C , O) = F
χ
−1 Conv( C , O) ⊃ F

χ
0 Conv( C , O) ⊃ F

χ
1 Conv( C , O) ⊃ · · · ,

where

(2.46) F
χ
m Conv( C , O)

consists of vectors f ∈ Conv( C , O) satisfying these two conditions:

(2.47) f | C(q)
= 0 if the color of the root edge of q is χ and |c−1

q,l(χ)| ≤ m,

and

(2.48) f | C(q)
= 0 if the color of the root edge of q is not χ and |c−1

q,l(χ)| ≤ m− 1.

It is not hard to see that this filtration is compatible with the pre-Lie multiplication
• (2.41) on Conv( C , O) and Conv( C , O) is complete with respect to this filtration.

2.4. Free Ξ-colored operad

Let Q be a Ξ-colored collection. Following [2], the spaces ΨOP(Q)(q) of the free
Ξ-colored pseudo-operad generated by the collection Q are

(2.49) ΨOP(Q)(q) = colimQ|TreeΞ(q)
,

where TreeΞ(q) is the full subcategory of TreeΞ whose objects are labeled Ξ-colored
planar trees t satisfying condition (2.15).

The pseudo-operad structure on ΨOP(Q) is defined in the obvious way using graft-
ing of trees.

The free Ξ-colored operad OP(Q) is obtained from ΨOP(Q) via adjoining the units.
Unfolding (2.49) we see that ΨOP(Q)(q) is the quotient of the direct sum

(2.50)
⊕

t,κ(t)=q

Q(t)

by the subspace spanned by vectors of the form

(t, X)− (t′,Q(λ)(X)),

where λ : t→ t′ is a morphism in TreeΞ(q) and X ∈ Q(t).

Thus it is convenient to represent vectors in ΨOP(Q) and in OP(Q) by labeled
Ξ-colored planar trees with nodal vertices decorated by vectors in Q. The decoration
is subject to this rule: if κ(x) is the corolla formed by all edges adjacent to a nodal
vertex x then x is decorated by a vector vx ∈ Q(κ(x)).
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If a decorated tree t′ is obtained from a decorated tree t by applying an element
σ ∈ Sκ(x) to incoming edges of a vertex x and replacing the vector vx by σ−1(vx)

then t′ and t represent the same vectors in (2.49).

Example 2.12. – Let Q be a 2-colored collection. Figure 2.24 shows a labeled 2-col-
ored tree t decorated by vectors v1 ∈ Q(1, 2)o, v2 ∈ Q(2, 0)c and v3 ∈ Q(1, 0)o.
Figure 2.25 shows another decorated tree with v′1 = (id, σ12)(v1) and v′2 = σ12(v2),
where σ12 is the transposition in S2. According to our discussion, these trees represent
the same vector in OP(Q)(3, 1)o.

2c 1c 1o 3c

v2

v1

v3

Figure 2.24. A 2-colored deco-
rated tree t

1c 2c

1o

3c

v′2

v′1

v3

Figure 2.25. A 2-colored dec-
orated tree t̃. Here v′1 =

(id, σ12)(v1) and v′2 = σ12(v2)

2.5. The cobar construction in the colored setting

The cobar construction [16, 19, 20], [32, Section 6.5] is a functor from the category
of coaugmented cooperads (in ChK) to the category of augmented operads (in ChK).
It is used to construct free resolutions for operads. In this section, we briefly describe
the cobar construction in the colored setting.

Let C be a coaugmented Ξ-colored cooperad in the category ChK and C◦ be the
cokernel of coaugmentation. As an operad in the category grVectK, Cobar( C ) is freely
generated by the collection s C◦

(2.51) Cobar( C ) = OP(s C◦).

Thus, it suffices to define the differential ∂Cobar on generators X ∈ s C◦.
The differential ∂Cobar on Cobar( C ) can be written as the sum

∂Cobar = ∂′ + ∂′′,

with

(2.52) ∂′(X) = −s ∂ C s−1X
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and

(2.53) ∂′′(X) = −
⊕

z∈IsomΞ
2 (q)

(s⊗ s)
(
tz; ∆tz (s

−1X)
)
,

where X ∈ s C◦(q), IsomΞ
2 (q) is the set of isomorphism classes in TreeΞ

2 (q), the
tree tz is any representative of the class z, and ∂ C is the differential on C .

Properties of comultiplications ∆t imply that the right hand side of (2.53) does not
depend on the choice of representatives tz. Furthermore, using the identity

(
∂ C

)2
= 0

and the compatibility of ∂ C with comultiplications ∆t one easily deduces that

∂′ ◦ ∂′ = 0,

and

∂′ ◦ ∂′′ + ∂′′ ◦ ∂′ = 0.

Finally the coassociativity law (2.39) implies that

(2.54) ∂′′ ◦ ∂′′ = 0.

Let O be a Ξ-colored operad in ChK. We claim that

Proposition 2.13. – For every coaugmented Ξ-colored cooperad C (in ChK), operad
morphisms from Cobar( C ) to O are in bijection with MC elements of the Lie algebra

(2.55) Conv( C◦, O),

where O is viewed as a Ξ-colored pseudo-operad via the forgetful functor.

Proof. – Since Cobar( C ) is freely generated by the Ξ-colored collection s C◦ any op-
erad morphism

F : Cobar( C )→ O

is uniquely determined by its restriction to s C◦.

Let us denote by αF the degree 1 element

(2.56) αF : Conv( C◦, O)

corresponding to the restriction

F |s C◦
: s C◦ → O.

A direct computation shows that the compatibility of F with the differentials is
equivalent to the MC equation on αF in the Lie algebra (2.55).
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Remark 2.14. – It is possible to express the Lie bracket on Conv( C◦, O) in terms
of the portion ∂′′ (2.53) of the cobar differential ∂Cobar. More precisely, for f, g ∈
Conv( C◦, O) and X ∈ C◦ we have

(2.57) [f, g](X) = (−1)|g|µ
(
fs−1 ⊗ gs−1(∂′′(sX))

)
− (−1)|f ||g|(f ↔ g),

where fs−1 and gs−1 act in the obvious way on the tensor factors of ∂′′(sX) ∈
OP(s C◦) and µ denotes the multiplication map

µ : OP( O)→ O.
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CHAPTER 3

OPERAD dGra AND ITS 2-COLORED EXTENSION KGra

Let us remind from [39] the operad (in grVectK) of directed labeled graphs dGra.

To define the space dGra(n) we introduce an auxiliary set dgran. An element
of dgran is a directed graph Γ with the set of vertices {1, 2, . . . , n} and with a total
order on the set of edges. We require that each directed graph Γ in dgran has no mul-
tiple edges with the same direction (1). An example of an element in dgra5 is shown in
Figure 3.1. We will often use roman numerals to specify a total order on a set of edges.

1
3 2

4 5

i
ii

iii

Figure 3.1. Roman numerals indicate that (3, 1) < (3, 2) < (2, 3)

For example, the roman numerals in Figure 3.1 indicate that (3, 1) < (3, 2) < (2, 3).

The space dGra(n) is spanned by elements of dgran, modulo the relation Γσ =

(−1)|σ|Γ, where the graphs Γσ and Γ correspond to the same directed labeled graph
but differ only by permutation σ of edges. We also declare that the degree of a graph Γ

in dGra(n) equals −e(Γ), where e(Γ) is the number of edges in Γ. For example, the
graph Γ in Figure 3.1 has 3 edges. Thus its degree is −3.

1. This allows us to identify elements of dgran with ordered subsets of ordered pairs of numbers
1, 2, . . . , n. Let us also recall that we do not consider graphs with loops (i.e., cycles of length 1).

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2021



28 CHAPTER 3. OPERAD dGra AND ITS 2-COLORED EXTENSION KGra

3.1. Operad structure on dGra

Let Γ and Γ̃ be graphs representing vectors in dGra(n) and dGra(m), respectively.
For 1 ≤ i ≤ m, the vector Γ̃ ◦i Γ ∈ dGra(n+m− 1) is represented by the sum of

graphs Γα ∈ dgran+m−1

(3.1) Γ̃ ◦i Γ =
∑

α

Γα,

where Γα is obtained by “plugging in” the graph Γ into the i-th vertex of the graph Γ̃

and reconnecting the edges incident to the i-th vertex of Γ̃ to vertices of Γ in all
possible ways. (The index α refers to a particular way of connecting the edges incident
to the i-th vertex of Γ̃ to vertices of Γ. ) After reconnecting edges we

— shift all labels on vertices of Γ up by i− 1, and
— shift the labels on the last m− i vertices of Γ̃ up by n− 1.

To define the total order on edges of the graph Γα we declare that all edges of Γ̃ are
smaller than all edges of the graph Γ.

Note that every graph in {Γα}α is a legitimate element of dgran+m−1 because Γ

and Γ̃ have no multiple edges with the same direction and have no loops.

Example 3.1. – Let Γ̃ (resp. Γ) be the graph depicted in Figure 3.2 (resp. Figure 3.3).
The vector Γ̃ ◦2 Γ is shown in Figure 3.4. For the first graph in the sum Γ̃ ◦2 Γ we

1

23

Figure 3.2. A graph Γ̃ ∈ dgra3.
The order on edges is (1, 2) <

(1, 3) < (3, 2)

1

2

Figure 3.3. A graph Γ ∈ dgra2

Γ̃ ◦2 Γ =

1

2

3
4

+

1

3

2
4

+

1

2

3

4 +

1

3

2

4

Figure 3.4. The vector Γ̃ ◦2 Γ ∈ dGra(4)

have (1, 2) < (1, 4) < (4, 2) < (2, 3). For the second graph in the sum Γ̃ ◦2 Γ we
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have (1, 3) < (1, 4) < (4, 3) < (2, 3). For the third graph in the sum Γ̃ ◦2 Γ we have
(1, 2) < (1, 4) < (4, 3) < (2, 3). Finally, for the last graph in the sum Γ̃ ◦2 Γ we have
(1, 3) < (1, 4) < (4, 2) < (2, 3).

The symmetric group Sn acts on dGra(n) in the obvious way by rearranging the
labels on vertices. It is not hard to see that insertions (3.1) together with this action
of Sn give on dGra an operad structure with the identity element being the unique
graph in dgra1 with no edges.

3.2. 2-colored operad KGra

To define a stable formality quasi-isomorphism (SFQ) we need to upgrade the
operad dGra to a 2-colored operad KGra (in grVectK). The additional spaces of the
operad KGra are assembled from the graphs which were used by M. Kontsevich in his
groundbreaking paper [31]. As far as I understand, T. Willwacher is using this operad
in [40] under the different name: SGra.

Recall that, following our conventions, KGra(n, k)c denotes the space of operations
with n inputs of color c, k inputs of color o, and with the color of the output being c.
Similarly, KGra(n, k)o is the space of operations with n inputs of color c, k inputs of
color o, and with the color of the output being o.

First, we declare that KGra(n, k)c = 0 whenever k ≥ 1.
Next, for the space KGra(n, 0)c (n ≥ 0), we have

(3.2) KGra(n, 0)c = dGra(n).

To define the space KGra(n, k)o we introduce the auxiliary set dgran,k. An element
of the set dgran,k is a directed graph Γ with the set of vertices {1c, . . . , nc, 1o, . . . , ko}
and with a total order on the set of its edges. In addition, we require that

— each Γ ∈ dgran,k has no multiple edges with the same direction, and
— each Γ ∈ dgran,k has no edges originating from any vertex with color o.

Example 3.2. – Figure 3.5 shows an example of a graph in dgra2,3. Black (resp.
white) vertices carry the color c (resp. o). We use separate labels for vertices of color c
and vertices of color o. For example, 2c denotes the second vertex of color c and 3o
denotes the third vertex of color o.

The space KGra(n, k)o is spanned by elements of dgran,k, modulo the relation
Γσ = (−1)|σ|Γ, where Γσ and Γ correspond to the same directed labelled graph but
differ only by permutation σ of edges. As above, we declare that the degree of a
graph Γ in KGra(n, k)o equals −e(Γ).

The elementary insertions

KGra(m, 0)c ⊗ KGra(n, 0)c → KGra(m+ n− 1, 0)c
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2o 1o 3o

1c 2c

Figure 3.5. We equip the edges with the order (1c, 2c) < (1c, 1o) <

(2c, 1o) < (2c, 3o)

are defined in the same way as for dGra. So we proceed to the remaining insertions.

3.3. Elementary insertions KGra(m, k)o ⊗ KGra(n, 0)c → KGra(m+ n− 1, k)o

Let Γ and Γ̃ be graphs representing vectors in KGra(n, 0)c and KGra(m, k)o, respec-
tively. Let 1 ≤ i ≤ m.

The vector Γ̃ ◦i,c Γ ∈ KGra(n+m− 1, k)o is the sum of graphs Γα ∈ dgran+m−1,k

(3.3) Γ̃ ◦i,c Γ =
∑

α

Γα,

where Γα is obtained by “plugging in” the graph Γ into the i-th black vertex of
the graph Γ̃ and reconnecting the edges incident to this vertex to vertices of Γ in all
possible ways. (The index α refers to a particular way of connecting the edges incident
to the i-th black vertex of Γ̃ to vertices of Γ. ) After reconnecting edges we

— shift all labels on vertices of Γ up by i− 1, and
— shift labels on the last m− i black vertices of Γ̃ up by n− 1.

To define the total order on edges of the graph Γα we declare that all edges of Γ̃ are
smaller than all edges of the graph Γ.

Example 3.3. – The graphs depicted in Figures 3.6 and 3.7 represent vectors Γ̃ ∈
KGra(2, 1)o and Γ ∈ KGra(2, 0)c, respectively. For the edges of Γ̃ we set

(1c, 1o) < (1c, 2c) < (2c, 1o).

As above, white vertices carry the color o and black vertices carry the color c.

1o

1c 2c

Figure 3.6. The graph Γ̃

2c 1c

Figure 3.7. The graph Γ

1o

1c

2c

3c

Figure 3.8. The graph Γ1
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The vector Γ̃ ◦1,c Γ ∈ KGra(3, 1)o is represented by the sum of graphs Γ1, Γ2, Γ3,
Γ4 depicted on Figures 3.8, 3.9, 3.10, 3.11, respectively. Following our rule, the edges

1o

2c

1c

3c

Figure 3.9. The graph Γ2

1o

2c 1c 3c

Figure 3.10. The
graph Γ3

1o

1c 2c 3c

Figure 3.11. The
graph Γ4

of Γ1 are ordered as follows (1c, 1o) < (1c, 3c) < (3c, 1o) < (2c, 1c). Similarly, edges
of Γ2 carry the order (2c, 1o) < (2c, 3c) < (3c, 1o) < (2c, 1c). The edges of Γ3 are
equipped with the order (2c, 1o) < (1c, 3c) < (3c, 1o) < (2c, 1c). Finally, for Γ4 we have
(1c, 1o) < (2c, 3c) < (3c, 1o) < (2c, 1c).

3.4. Elementary insertions KGra(m, p)o ⊗ KGra(n, q)o → KGra(m+ n, p+ q − 1)o

Let Γ and Γ̃ be graphs representing vectors in KGra(n, q)o and KGra(m, p)o, respec-
tively. Let 1 ≤ i ≤ p.

The vector Γ̃ ◦i,o Γ ∈ KGra(m+ n, p+ q − 1)o is represented by the sum of graphs
Γα ∈ dgram+n,p+q−1

(3.4) Γ̃ ◦i,o Γ =
∑

α

Γα,

where Γα is obtained by “plugging in” the graph Γ into the i-th white vertex of
the graph Γ̃ and reconnecting the edges incident to this vertex to vertices of Γ in all
possible ways. (The index α refers to a particular way of connecting the edges incident
to the i-th white vertex of Γ̃ to vertices of Γ. ) After reconnecting edges we

— shift all labels on black vertices of Γ up by m,
— shift all labels on white vertices of Γ up by i− 1, and finally
— shift all labels on the last p− i white vertices of Γ̃ up by q − 1.

To define the total order on edges of the graph Γα we declare that all edges of Γ̃ are
smaller than all edges of the graph Γ.

Example 3.4. – If Γ̃ is the graph depicted in Figure 3.5 and Γ is the graph depicted
in Figure 3.12 then the vector Γ̃ ◦3,o Γ ∈ KGra(3, 3) is the sum of graphs depicted in
Figure 3.13. For the edges of the first graph in this sum we have (1c, 2c) < (1c, 1o) <

(2c, 1o) < (2c, 3o) < (3c, 3o). For the edges of the second graph in this sum we have
(1c, 2c) < (1c, 1o) < (2c, 1o) < (2c, 3c) < (3c, 3o).
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1o

1c

Figure 3.12. A graph Γ ∈ dgra1,1

Γ̃ ◦3,o Γ =

2o 1o 3o

1c 2c

3c
+

2o 1o 3o

1c 2c

3c

Figure 3.13. The vector Γ̃ ◦3,o Γ

The identity element uc ∈ KGra(1, 0)c (resp. uo ∈ KGra(0, 1)o) is represented by
the graph in dgra1 (resp. the graph in dgra0,1) with no edges.

It is straightforward to verify that uc, uo, and Equations (3.1), (3.3), (3.4) together
with the natural action of Sn × Sk on KGra(n, k)o (resp. Sn on KGra(n, 0)c) define a
structure of a 2-colored operad on KGra in grVectK.

Remark 3.5. – When dealing with elements of KGra(n, 0)c = dGra(n) or with ele-
ments of KGra(n, 0)o, we will often omit the subscript c in labels 1c, 2c, 3c, · · · .

Remark 3.6. – Let Γ be a graph in dgran (resp. dgran,k) and e be an edge of Γ which
connects two black vertices. We denote by fe(Γ) the graph which is obtained from Γ

by changing the direction of the edge e.

It is convenient to draw the linear combination Γ + fe(Γ) as a graph which is
obtained from Γ by forgetting the direction of e. For example,

(3.5)
1 2

=
1 2

+
1 2

.

Similarly, if e1, e2, . . . , ep are edges of Γ which connect only black vertices and the
graph Γ′ is obtained from Γ by forgetting the directions of the edges e1, e2, . . . , ep, then
Γ′ denotes the sum

Γ′ =
∑

ki∈{0,1}
(fe1)k1(fe2)k2 · · · (fep)kp(Γ).
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For example,

2

3

1
=

2

3

1
+

2

3

1
(3.6)

=
2

3

1
+

2

3

1
+

2

3

1
+

2

3

1
.

3.5. The action of the operad KGra on polyvectors and functions

Let A be a free finitely generated commutative algebra (with unit) in grVectK. We
denote by

(3.7) x1, x2, . . . , xd

generators of A and by |x1|, |x2|, . . . , |xd| their corresponding degrees. We think of A
as the algebra of functions on a graded affine space.

Let us denote by VA the free commutative algebra in grVectK generated by

(3.8) x1, x2, . . . , xd, θ1, θ2, . . . , θd,

where θc carries the degree 1−|xc|. We think of VA as the algebra of polyvector fields
on the corresponding graded affine space.

If all generators xc have degree 0 then A (resp. VA) is the algebra of functions (resp.
the algebra of polyvector fields) on the affine space Kd. However, for our constructions
there is no need to impose any restrictions on degrees of generators (3.7).

We claim that

Proposition 3.7. – The pair (VA, A) is naturally an algebra over the 2-colored op-
erad KGra.

Proof. – For Γ ∈ dgran and v1, v2, . . . , vn ∈ VA we set

(3.9) Γ(v1, v2, . . . , vn) := multn

([ ∏

(i,j)∈E(Γ)

∆(i,j)

]
(v1 ⊗ v2 ⊗ · · · ⊗ vn)

)
,

where multn is the multiplication map

multn :
(
VA
)⊗n → VA,

(3.10) ∆(i,j) =

d∑

c=1

1⊗ · · · ⊗ 1⊗ ∂θc︸︷︷︸
i-th slot

⊗1⊗ · · · ⊗ 1⊗ ∂xc︸︷︷︸
j-th slot

⊗1⊗ · · · ⊗ 1
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if i < j,

(3.11) ∆(i,j) =

d∑

c=1

1⊗ · · · ⊗ 1⊗ ∂xc︸︷︷︸
j-th slot

⊗1⊗ · · · ⊗ 1⊗ ∂θc︸︷︷︸
i-th slot

⊗1⊗ · · · ⊗ 1

if j < i, and the order of factors in the product
∏

(i,j)∈E(Γ)

∆(i,j)

comes from the order on the set E(Γ) of edges of Γ.
To define the action of a graph Γ ∈ dgran,k we identify vertices of Γ with the

numbers 1, 2, . . . , n+k by using the labels and declaring that all black vertices precede
all white vertices. Namely, the black vertex with label i is identified with number i and
the white vertex with label j is identified with number n+ j. Then for v1, v2, . . . , vn ∈
VA, and a1, a2, . . . , ak ∈ A we set

Γ(v1, v2, . . . , vn; a1, a2, . . . , ak) :=

(3.12) multn,k

([ ∏

(i,j)∈E(Γ)

∆(i,j)

]
(v1 ⊗ v2 ⊗ · · · ⊗ vn ⊗ a1 ⊗ a2 ⊗ · · · ⊗ ak)

)
|θc=0

,

where multn,k is the multiplication map

multn,k :
(
VA
)⊗n ⊗ A⊗ k → VA,

∆(i,j) is defined by Equations (3.10), (3.11), and the order of factors in the product
∏

(i,j)∈E(Γ)

∆(i,j)

comes from the order on the set E(Γ) of edges of Γ.
It is not hard to verify that Equations (3.9), (3.12) define an action of KGra on the

pair (VA, A).
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CHAPTER 4

THE 2-COLORED OPERAD OC

OF H. KAJIURA AND J. STASHEFF

Inspired by Zwiebach’s open-closed string field theory [42], H. Kajiura and J. Stash-
eff introduced in [26] open-closed homotopy algebras (OCHA).

An OCHA is a pair of cochain complexes ( V, A ) with the following data:

— A ΛLie∞-structure on V,
— an A∞-structure on A , and
— a ΛLie∞-morphism from V to the Hochschild cochain complex C•( A ) of A .

It was shown in [27], that OCHAs are governed by a 2-colored operad (in ChK)
which we denote by OC. Moreover, as an operad in grVect, OC is freely generated by
the 2-colored collection oc with the following spaces:

oc(n, 0)c = s3−2nK, n ≥ 2,(4.1)

oc(0, k)o = s2−k sgnk ⊗K[Sk], k ≥ 2,(4.2)

oc(n, k)o = s2−2n−k sgnk ⊗K[Sk], n ≥ 1, k ≥ 0,(4.3)

where sgnk is the sign representation of Sk. The remaining spaces of the collection oc
are zero.

Following the description of free colored operads via decorated (and colored) trees
(see Section 2.4), we represent generators of OC in oc(n, 0)c by non-planar labeled
corollas with n solid incoming edges (see Figure 4.1). We represent generators of OC

in oc(0, k)o by planar labeled corollas with k dashed incoming edges (see Figure 4.2).
Finally, we use labeled 2-colored corollas with a planar structure given only on the
dashed edges to represent generators of OC in oc(n, k) (see Figure 4.3).

Using the corolla tok (resp. the corolla ton,k) depicted in Figure 4.2 (resp. 4.3),
we can form a basis of the vector space oc(0, k)o (resp. oc(n, k)o). Namely,
the set {σ(tok) | σ ∈ Sk} is a basis of the vector space oc(0, k)o and the set
{(id, σ)

(
ton,k

)
| σ ∈ Sk} is a basis of the vector space oc(n, k)o.
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1 2
· · ·

n

Figure 4.1. The non-
planar corolla tcn rep-
resenting a generator
of oc(n, 0)c

1 2
· · ·

k

Figure 4.2. The
2-colored planar corola
tok representing a gen-
erator of oc(0, k)o

1
· · ·
n 1
· · ·

k

Figure 4.3. The
2-colored partially
planar corola ton,k rep-
resenting a generator
of oc(n, k)o

Equations (4.1), (4.2), and (4.3) imply that the corollas tcn, tok and ton,k carry the
following degrees:

|tcn| = 3− 2nn ≥ 2,(4.4)

|tok| = 2− kk ≥ 2,(4.5)

|ton,k| = 2− 2n− kn ≥ 1, k ≥ 0.(4.6)

We should remark that OC comes from a Koszul operad and this fact was estab-
lished in beautiful paper [25] by E. Hoefel and M. Livernet.

4.1. The differential on OC

It is convenient to split the differential D on OC into four summands

(4.7) D = DLie + DAs + D
′
+ D

′′
.

Since OC is freely generated by the 2-colored collection oc, it suffices to define the
values of summands DLie, DAs, D

′, and D
′′ on corollas tcn, tok, and ton,k depicted in

Figures 4.1, 4.2, and 4.3, respectively.

For the corolla tcn we have

(4.8) DAs(t
c
n) = 0, D

′
(tcn) = 0, D

′′
(tcn) = 0

and DLie(t
c
n) is the sum shown in Figure 4.4.

DLie(t
c
n) = −

n−1∑

p=2

∑

τ∈Shp,n−p

τ(1)
· · ·
τ(p)

τ(p+ 1)
· · ·

τ(n)

Figure 4.4. The value of DLie on tcn
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For the corolla tok we have

(4.9) DLie(t
o
k) = 0, D

′
(tok) = 0, D

′′
(tok) = 0,

and DAs(t
o
k) is the sum shown in Figure 4.5.

DAs(t
o
k) = −

k−2∑

p=0

k∑

q=p+2

(−1)p+(k−q)(q−p)
1
· · ·
p

p+ 1
· · ·

q

q + 1
· · ·

k

Figure 4.5. The value of DAs on tok

The value of DLie on the corolla ton,k is given by the sum depicted in Figure 4.6 and
the value of DAs on the corolla ton,k is given by the sum depicted in Figure 4.7. The
values D

′
(ton,k) and D

′′
(ton,k) for n ≥ 2 are defined in Figures 4.8 and 4.9, respectively.

Finally, for the corollas to1,k we have

(4.10) D
′
(to1,k) = D

′′
(to1,k) = 0, ∀ k ≥ 0.

DLie(t
o
n,k) = (−1)k

n−1∑

p=2

∑

τ∈Shp,n−p

τ(1)
· · ·
τ(p)

τ(p+ 1)
· · ·
τ(n) 1

· · ·
k

Figure 4.6. The value of DLie on ton,k

Direct computations show that
(

DAs

)2
= 0,(4.11)

(
DLie + D

′)2
= 0,(4.12)

DAs ◦ ( DLie + D
′
) + ( DLie + D

′
) ◦ DAs = 0,(4.13)

( DLie + D
′
) ◦ D

′′
+ D

′′ ◦ ( DLie + D
′
) = 0,(4.14)

DAs ◦ D
′′

+ D
′′ ◦ DAs + D

′′ ◦ D
′′

= 0.(4.15)
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DAs(t
o
n,k) = −

k−2∑

p=0

k∑

q=p+2

(−1)p+(k−q)(q−p)

1
· · ·
n 1

· · ·
p

p+ 1
· · ·

q

q + 1
· · · k

−
k−2∑

p=0

k∑

q=p+2

(−1)p+(k−q)(q−p)

1
· · ·

n

1
· · ·

p

p+ 1
· · ·

q

q + 1
· · · k

Figure 4.7. The value of DAs on ton,k

D
′
(ton,k) = (−1)k

1 2
· · ·

n

1 2
· · ·

k

Figure 4.8. The value of D
′ on ton,k for n ≥ 2

D
′′
(ton,k) = −

n−1∑

r=1

∑

σ∈Shr,n−r

∑

0≤p≤q≤k
(−1)p+(k−q)(q−p)

σ(1)
· · ·
σ(r) 1

· · ·
p q + 1

· · ·
k

σ(r + 1)
· · ·
σ(n) p+ 1

· · ·
q

Figure 4.9. The value of D
′′ on ton,k for n ≥ 2

Remark 4.1. – It is not hard to see that the differential D on OP(oc) defines
on s−1oc a structure of 2-colored pseudo-cooperad. Thus, if oc∨ is the 2-colored coop-
erad obtained from s−1oc via formally adjoining the counit, then (1)

(4.16) OC = Cobar(oc∨).

1. This fact was also observed in [7, Section 4.1].
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We remark that

(4.17) oc∨(n, 0)c = Λ2coCom(n)

and

(4.18) oc∨(0, k)o = ΛcoAs(k).

4.2. OC-algebras

As we stated above, an OC-algebra is a pair of cochain complexes ( V, A ) with
the following data:

— A ΛLie∞-structure on V,
— an A∞-structure on A , and
— a ΛLie∞-morphism from V to the Hochschild cochain complex C•( A ) of A .
Let us briefly recall how to get the above data from an operad morphism

(4.19) OC→ End( V,A ).

The desired ΛLie∞ structure on V

Q : Λ2coCom◦( V)→ V

comes from the action of corollas tcn in Figure 4.1 for n ≥ 2. Namely,

(4.20) Q(v1, . . . , vn) = tcn(v1, . . . , vn),

where v1, . . . , vn ∈ V.
The desired A∞-structure

m : ΛcoAs◦( A )→ A

comes from the action of corollas tok in Figure 4.2 for k ≥ 2. Namely,

(4.21) m(a1, . . . , ak) = (−1)ε(a1,...,ak)tok(a1, . . . , ak),

where a1, . . . , ak ∈ A and

ε(a1, . . . , ak) = |a1|(k − 1) + |a2|(k − 2) + · · ·+ |ak−1|.
Finally the action of corollas ton,k gives us the desired ΛLie∞-morphism from V

to C•( A )

U : Λ2coCom( V)⊗ T (s−1 A )→ A .

Namely,

(4.22) U(v1, . . . , vn; a1, . . . , ak) = (−1)ε
′(v1,...,vn;a1,...,ak)ton,k(v1, . . . , vn; a1, . . . , ak),

where
(4.23)
ε′(v1, . . . , vn; a1, . . . , ak) = k(|v1|+ · · ·+ |vn|) + |a1|(k− 1) + |a2|(k− 2) + · · ·+ |ak−1|.
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CHAPTER 5

STABLE FORMALITY QUASI-ISOMORPHISMS
AND THEIR HOMOTOPIES

Several vectors of KGra will play a special role in the definition of a stable formality
quasi-isomorphism (SFQ) and in further considerations. These are

(5.1) Γ•−• =
1c 2c

, Γ◦ ◦ =
1o 2o

and the series of “brooms” for k ≥ 0 depicted in Figure 5.1.

Γbr
k =

· · ·

1c

1o 2o ko

Figure 5.1. Edges are ordered in this way (1c, 1o) < (1c, 2o) < · · · < (1c, ko)

Note that the graph Γbr
0 ∈ KGra(1, 0)o consists of a single black vertex labeled by 1c

and it has no edges.
According to Section 3.5, the 2-colored operad KGra acts on the pair (VA, A) where

A (resp. VA) is the algebra of functions (resp. the algebra of polyvector fields) on a
graded affine space. Hence, every morphism of operads (in ChK) F : OC→ KGra gives
us a ΛLie∞-structure on VA, an A∞-structure on A and an ΛLie∞-morphism from
VA to the Hochschild cochain complex C•(A) of A. Moreover, this construction works
for a graded affine space of any dimension. This observation motivates the following
definition.

Definition 5.1. – A stable formality quasi-isomorphism (SFQ) is a morphism of
2-colored operads in the category of cochain complexes

(5.2) F : OC→ KGra
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satisfying the following “boundary conditions”:

F (tcn) =

{
Γ•−• if n = 2,

0 if n ≥ 3,
(5.3)

F (to2) = Γ◦ ◦,(5.4)

and

F (to1,k) =
1

k!
Γbr
k ,(5.5)

where tcn, tok, and ton,k are corollas depicted in Figures 4.1, 4.2, 4.3, respectively, and
Γ•−•, Γ◦ ◦ and Γbr

k are the vectors of KGra specified in the beginning of this section.

To interpret the “boundary conditions” we consider the OCHA structure induced
by the morphism F (5.2) on the pair (VA, A).

The first condition (eq. (5.3)) implies that the ΛLie∞-structure on polyvector fields
induced by the morphism F coincides with the standard Schouten-Nijenhuis algebra
structure.

The second condition (eq. (5.4)) implies that the binary operation of the induced
A∞-structure on A coincides with the ordinary (commutative) multiplication. For
degree reasons, the image F (tok) of the corolla tok in KGra(0, k)o is zero for all k ≥ 3.
Thus the induced A∞-structure on A coincides with the original associative (and
commutative) algebra structure.

The third boundary condition (eq. (5.5)) implies that the corresponding
ΛLie∞-morphism from VA to C•(A) starts with the Hochschild-Kostant-Rosenberg
embedding. The latter condition guarantees that the induced ΛLie∞-morphism is a
quasi-isomorphism.

Remark 5.2. – It should be mentioned that the map in (5.2) is never a quasi-
isomorphism of dg operads. Indeed, the restriction of any morphism of dg operads
F : OC → KGra satisfying the above “boundary conditions” to the spaces OC(n, 0)c

(for n ≥ 0) gives us the morphism of operads ΛLie∞ → dGra which coincides with
the composition of the canonical quasi-isomorphism ΛLie∞

∼−→ ΛLie and the stan-
dard embedding of operads ΛLie ↪→ dGra [11, Section 7.1]. This composition is not a
quasi-isomorphism because the embedding ΛLie ↪→ dGra is not onto.

5.1. SFQs as MC elements. Homotopies of SFQs

Due to Proposition 2.13 and Remark 4.1, SFQs are in bijection with MC elements
α of the Lie algebra

(5.6) Conv(oc∨◦ ,KGra)
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subject to the three conditions

α(s−1 tcn) =

{
Γ•−• if n = 2,

0 if n ≥ 3,
(5.7)

α(s−1 to2) = Γ◦ ◦,(5.8)

and

α(s−1 to1,k) =
1

k!
Γbr
k ,(5.9)

where tcn, tok, and ton,k are corollas depicted in Figures 4.1, 4.2, 4.3, respectively, and
Γ•−•, Γ◦ ◦ and Γbr

k are the vectors of KGra specified in the beginning of this section.

We would like to remark that, since all vectors in KGra(0, k)o have degree zero, we
have

(5.10) α(s−1 tok) = 0,

for all k ≥ 3 and for all degree 1 elements α in (5.6).

In what follows, we denote by αF the MC element in (5.6) corresponding to an
SFQ F .

According to Section 2.3, the Lie algebra Conv(oc∨◦ ,KGra) is equipped with the
“arity” filtration F •Conv(oc∨◦ ,KGra), such that Conv(oc∨◦ ,KGra) is complete with
respect to this filtration.

Hence, following general theory from Appendix C, the set of MC elements of the
Lie algebra (5.6) is equipped with the action of the pro-unipotent group

(5.11) exp
(

F 1Conv(oc∨◦ ,KGra)0
)
.

We claim that

Proposition 5.3. – Degree zero vectors

(5.12) ξ ∈ Conv(oc∨◦ ,KGra)

satisfying the “boundary” condition

(5.13) ξ(s−1 tcn) = 0 ∀n ≥ 2

form a Lie subalgebra of F 1Conv(oc∨◦ ,KGra)0. Moreover, if α is a MC element of the
Lie algebra Conv(oc∨◦ ,KGra) satisfying the boundary conditions (5.7), (5.8), (5.9) and
ξ is a degree zero vector (5.12) satisfying (5.13) then the MC element

(5.14) α′ = exp(ξ) (α)

also satisfies conditions (5.7), (5.8), (5.9).
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Proof. – First, we observe that every degree zero vector (5.12) satisfies

(5.15) ξ(s−1 to1,k) = 0 ∀k ≥ 0.

Indeed, since the vector s−1 to1,k has degree −k−1, ξ(s−1 to1,k) must be a linear combi-
nation of graphs with 1 black vertex, k white vertices, and exactly k+ 1 edges. Since
an edge cannot originate at any white vertex, multiple edges with the same direction
and loops are not allowed, the set of such graphs is empty.

Similarly, since all vectors in KGra(0, k)o have degree zero, we conclude that

(5.16) ξ(s−1 tok) = 0 ∀k ≥ 2

for any degree zero vector (5.12).
The inclusion

(5.17) ξ ∈ F 1Conv(oc∨◦ ,KGra).

follows immediately from Equation (5.15) for k = 0.
Moreover, the vector [ξ1, ξ2] satisfies condition (5.13) if so do both ξ1 and ξ2. Thus

the first statement of the proposition is proved.
Using (5.13), (5.15), and (5.16), it is easy to see that α′ in (5.14) satisfies conditions

(5.7), (5.8), (5.9) if so does α.

We can now give the definition of homotopy between two SFQs:

Definition 5.4. – We say that an SFQ F (5.2) is homotopy equivalent to F̃ if the
corresponding MC elements

αF , αF̃ ∈ Conv(oc∨◦ ,KGra)

are isomorphic via exp(ξ), where ξ is a degree zero element in F 1Conv(oc∨◦ ,KGra)

satisfying condition (5.13).

Remark 5.5. – Proposition 5.3 implies that the resulting relation on the set of SFQs
is indeed an equivalence relation.

Remark 5.6. – Since Conv(oc∨◦ ,KGra) = F 0Conv(oc∨◦ ,KGra), every MC element α
of (5.6) satisfies the condition

(5.18) α ∈ F 0Conv(oc∨◦ ,KGra).

On the other hand, it is not true that a MC element α corresponding to an SFQ belongs
to F 1Conv(oc∨◦ ,KGra). Indeed, according to (5.9), we have α(s−1 to1,0) = Γbr

0 6= 0.
Using the “boundary conditions” (5.7), (5.8) and (5.9) for MC elements α corre-

sponding to SFQs, it is easy to see that

(5.19) α ∈ F
c
0Conv(oc∨◦ ,KGra),

where the filtration F
c
• is defined in (2.46) (in Section 2.3).
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To explain our motivation behind Definition 5.4 we consider the pair (VA, A), where
A is a finitely generated free commutative algebra in grVectK and VA be the algebra
of polyvector fields on the corresponding (graded) affine space.

Recall that an SFQ F gives us a ΛLie∞ quasi-isomorphism UF from VA to C•(A)

which admits a graphical expansion.
We claim that, if two SFQs F and F̃ are homotopy equivalent, then the corre-

sponding ΛLie∞-morphisms UF and UF̃ are also homotopy equivalent. Furthermore,
the homotopy between UF and UF̃ admits a graphical expansion.

Indeed, according to [10, Lemma 2.9] or [14, Section 1.3], any ΛLie∞-morphism

U : VA  C•(A)

is a MC element of the following auxiliary Lie algebra

(5.20) sHom(s2S(s−2VA), C•(A)).

For the definition of the differential and the Lie bracket on (5.20), see Section 2.1
in [10].

Furthermore, following Definition 4.7 in [10], two ΛLie∞-morphisms

U : VA  C•(A) and Ũ : VA  C•(A)

are homotopy equivalent if and only if the corresponding MC elements in the Lie
algebra (5.20) are isomorphic.

By merely unfolding definitions it is not hard to see that, if MC elements

αF , αF̃ ∈ Conv(oc∨◦ ,KGra)

are isomorphic via exp(ξ) for a degree zero vector (5.12) satisfying (5.13), then the
MC elements in (5.20) corresponding to UF and UF̃ are isomorphic via

exp(ξ′),

where ξ′ is the degree zero vector in (5.20) given by the formula:

(5.21) ξ′(v1, v2, . . . , vn; a1, a2, . . . , an)

= (−1)ε
′(v1,...,vn;a1,...,ak)ξ(s−1ton,k)(v1, v2, . . . , vn; a1, a2, . . . , an),

where ε′(v1, . . . , vn; a1, . . . , ak) is defined in (4.23).

Example 5.7. – In his famous paper [31] M. Kontsevich proposed a construction
of a ΛLie∞ quasi-isomorphism from the Lie algebra of polyvector fields VA on Rd to
polydifferential operators on Rd. The structure maps of this ΛLie∞ quasi-isomorphism
are defined using graphical expansion and the ΛLie∞ quasi-isomorphism starts with the
standard Hochschild-Kostant-Rosenberg embedding. Thus Kontsevich’s construction
from [31] gives us an SFQ over any extension of the field R. For more details, we
refer the reader to [8, Section 2.4].
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CHAPTER 6

THE ACTION OF KONTSEVICH’S GRAPH COMPLEX
ON STABLE FORMALITY QUASI-ISOMORPHISMS

It is possible to produce new homotopy types of stable formality quasi-
isomorphisms using the action of Kontsevich’s graph complex on the Lie algebra

Conv(oc∨◦ ,KGra).

We describe this action here.

6.1. Reminder of the full directed graph complex dfGC

Let us consider the Lie algebra (in grVectK)

(6.1) dfGC = Conv(Λ2coCom, dGra).

Since

Conv(Λ2coCom, dGra) =

∞∏

n=1

s2n−2
(
dGra(n)

)Sn

vectors in (6.1) are (possibly infinite) linear combinations

γ =

∞∑

n=1

γn,

where γn is an Sn-invariant vector in dGra(n).
If all graphs in the linear combination γn ∈ (dGra(n))Sn have the same number of

edges e then γn is a homogeneous vector in dfGC of degree

(6.2) |γn| = 2n− 2− e.

For example, the vector Γ•−• ∈ dGra(2) defined in (5.1) is S2-invariant and hence
is a vector in dfGC. According to (6.2), the vector Γ•−• carries degree 1. A direct
computation shows that

(6.3) [Γ•−•,Γ•−•] = 0.
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Hence, Γ•−• is a MC element and it can be used to equip the graded vector space
(6.1) with the non-zero differential

(6.4) ∂ = adΓ•−• .

Definition 6.1. – The graded vector space dfGC (6.1) with the differential (6.4) is
called the full directed graph complex.

For example the graph Γ• ∈ dgra1 which consists of a single vertex without edges
gives us a degree zero vector in dfGC. According to the definition of the Lie bracket
on dfGC, we have

(6.5) [Γ•−•,Γ•] = Γ•−• ◦1 Γ•+σ12(Γ•−• ◦1 Γ•)−Γ• ◦1 Γ•−• = Γ•−•+Γ•−•−Γ•−• = Γ•−•,

where σ12 is the transposition in S2.
Thus Γ• is not a cocycle in dfGC.
According to Section 2.3, the Lie algebra dfGC is equipped with the descending

filtration (2.44) such that dfGC is complete with respect to this filtration. Unfolding
(2.44), it is easy to see that F mdfGC consists of sums

γ =

∞∑

n=m+1

γn, γn ∈
(
dGra(n)

)Sn
.

I.e. γ ∈ F mdfGC if and only if each graph in γ has ≥ m + 1 vertices. For example,
Γ•−• ∈ F 1dfGC. Therefore the differential (6.4) is compatible with the filtration
on dfGC.

Since loops are not allowed, Γ• is the only element of dgra1. Therefore, since ∂Γ• 6=
0 and the differential ∂ raises the number of vertices up by 1, every cocycle γ ∈
dfGC has the property (1)

(6.6) γ ∈ F 1dfGC.

Thus, the Lie algebra H0(dfGC) is pro-nilpotent.
To give an example of a degree zero cocycle in dfGC we consider the tetrahedron

in dGra(4) depicted in Figure 6.1. This graph is invariant with respect to the action
of S4 and hence it can be viewed as a vector in dfGC. According to (6.2), this vector
has degree zero. A direct computation shows that it is a cocycle and it is easy to see
that this cocycle is non-trivial.

In fact, it was proved in [39, Proposition 9.1] that, for every odd number n ≥ 3,
there exists a non-trivial cocycle which has a non-zero coefficient in front of the wheel
with n spokes (see Figure 6.2). Note that, labels on vertices do not play an important
role because vectors in dfGC are invariant under the action of the symmetric group.

1. Inclusion (6.6) no longer holds if we allow loops. Indeed, a simple computation shows that the
single loop 	 ∈ dgra1 would be a cocycle in dfGC. See [13] for more details.
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1

23

4

Figure 6.1. We may choose this order on the set of edges: (1, 2) < (1, 3) <

(1, 4) < (2, 3) < (2, 4) < (3, 4)

n+ 1
n

1

2 3

···

··
·

Figure 6.2. Here n is an odd integer ≥ 3

Using [39, Theorem 1.1] and the ideas sketched in [39, Appendix K], one can prove
the following statement:

Theorem 6.2 ([13], Corollary 3.6). – For the full directed graph complex dfGC, we
have an isomorphism of Lie algebras

(6.7) H0(dfGC) ∼= grt1,

where grt1 is the Grothendieck-Teichmueller Lie algebra [1, Section 4.2], [15, Sec-
tion 6].

Remark 6.3. – Let Γ be an element in dgran. We say that a vertex v of Γ is a pike
if v has valency 1 and the edge adjacent to v terminates at v. We observe that, due
to [13, Proposition 3.5] any cocycle γ in dfGC is cohomologous to a cocycle in which
all graphs do not have pikes (2).

2. Note that, in this paper, we work exclusively with the loopless version of the full directed graph
complex. So what we denote by dfGC in this paper is denoted by dfGC 6� in [13].
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6.2. The action of dfGC on SFQs

For our purposes it is convenient to extend the Lie algebra Conv(oc∨◦ ,KGra) (5.6)
to the Lie algebra

(6.8) Conv(oc∨,KGra)

and view MC elements of Conv(oc∨◦ ,KGra) as MC elements of its extension
Conv(oc∨,KGra).

Using Equation (4.17), we define a natural embedding of dfGC (6.1) into the Lie
algebra Conv(oc∨,KGra)

(6.9) J : dfGC ↪→ Conv(oc∨,KGra).

This embedding is given by the formulas

(6.10) J(γ)|oc∨(n,0)c
= γ, J(γ)|oc∨(n,k)o

= 0.

The embedding J is obviously compatible with the Lie brackets and with the filtra-
tions by arity on dfGC and Conv(oc∨,KGra) (see (2.44)). However, we should point out
that J is not compatible with the differentials. Indeed, the Lie algebra Conv(oc∨,KGra)

carries the zero differential while dfGC carries the non-zero differential (6.4).
Let αF be a MC element in Conv(oc∨◦ ,KGra) corresponding to an SFQ. We claim

that

Proposition 6.4. – For every degree zero cocycle γ ∈ dfGC the equation

(6.11) α′ = exp(adJ(γ))αF

defines a MC element α′ in Conv(oc∨◦ ,KGra) satisfying conditions (5.7), (5.8), and
(5.9).

Proof. – It is obvious that α′ satisfies the MC equation in Conv(oc∨,KGra).
Furthermore, since each cocycle in dfGC belongs to F 1dfGC, the MC element α′

belongs to the Lie subalgebra

Conv(oc∨◦ ,KGra) ⊂ Conv(oc∨,KGra), .

Next, using the cocycle condition for γ

[Γ•−•, γ] = 0

it is not hard to show that α′ satisfies condition (5.7).
Finally, it is straightforward to verify that α′ also satisfies (5.8) and (5.9).

Due to Proposition 6.4, the group exp
(

Z
0
(dfGC)

)
acts on SFQs. In the following

proposition we list important properties of this action.
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Proposition 6.5. – Let γ be a degree zero cocycle in dfGC. If α and α̃ are MC
elements of (5.6) corresponding to homotopy equivalent SFQs F and F̃ , then the MC
elements

exp(adJ(γ))α, and exp(adJ(γ))α̃

also correspond to homotopy equivalent SFQs.
Furthermore, if

(6.12) γ = [Γ•−•, ψ]

then there exists a degree zero vector

ξ ∈ F 1Conv(oc∨◦ ,KGra)

for which (5.13) holds and

(6.13) exp(adJ(γ))α = exp(adξ)α.

If, in addition,

(6.14) ψ ∈ F n−1dfGC

for some n ≥ 2 then the vector ξ in (6.13) can be chosen in such a way that

(6.15) ξ ∈ F
c
nConv(oc∨◦ ,KGra)

and

(6.16) ξ(s−1 ton,0) = ψ(1n),

where 1n is the generator s2−2n1 ∈ s2−2nK ∼= Λ2coCom(n).

Proof. – Since α and α̃ represent homotopy equivalent SFQs, there exists a degree
zero vector

ξ ∈ F 1Conv(oc∨◦ ,KGra)

for which (5.13) holds and

(6.17) α̃ = exp(adξ)α.

Applying exp(adJ(γ)) to both sides of Equation (6.17) we get

(6.18) exp(adJ(γ))α̃ = exp(adJ(γ)) exp(adξ)α = exp(adξ̃)
(
exp(adJ(γ))α

)
,

where

(6.19) ξ̃ = exp(adJ(γ)) ξ.

The vector ξ̃ obviously belongs to F 1Conv(oc∨◦ ,KGra). Furthermore, ξ̃ satisfies the
condition

ξ̃(s−1 tcn) = 0, ∀n ≥ 2

since so does ξ.
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Thus the MC elements

exp(adJ(γ))α, and exp(adJ(γ))α̃

indeed correspond to homotopy equivalent stable formality quasi-isomorphisms.
To prove the second statement, we introduce the Lie algebra (in grVectK)

(6.20) Conv(oc∨,KGra) ⊗̂K[t],

where Conv(oc∨,KGra) is considered with the topology coming from the filtration F •
“by arity” (2.44) and K[t] is considered with the discrete topology.

Let us denote by α(t) the following vector in (6.20)

(6.21) α(t) = exp(t adJ(γ))α.

It is easy to see that α(t) enjoys the MC equation

(6.22) [α(t), α(t)] = 0

and the conditions

α(t) (s−1 tcn) =

{
Γ•−• if n = 2,

0 if n ≥ 3,
(6.23)

α(s−1 to2) = Γ◦ ◦,(6.24)

α(s−1 to1,k) =
1

k!
Γbr
k ,(6.25)

since so does α and since γ is cocycle in dfGC. Furthermore, α(t) satisfies the following
(formal) differential equation

(6.26)
d

dt
α(t) = [J(γ), α(t)]

with the initial condition

(6.27) α(t)|t=0
= α.

Let us now assume that

(6.28) γ = [Γ•−•, ψ]

for a degree −1 vector in dfGC.
Since loops are not allowed and ψ has degree −1, we have

(6.29) ψ ∈ F 1dfGC.

Moreover, since the map J (6.9) is compatible with Lie brackets, we have

J(γ) = [J(Γ•−•), J(ψ)]

and hence the vector α(t) satisfies the equation

(6.30)
d

dt
α(t) =

[
[J(Γ•−•), J(ψ)], α(t)

]
.
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Let us denote by ∆α(t) the difference

(6.31) ∆α(t) = α(t)− J(Γ•−•) ∈ Conv(oc∨,KGra) ⊗̂K[t].

The MC Equation (6.22) for α(t) implies that

(6.32) [J(Γ•−•),∆α(t)] +
1

2
[∆α(t),∆α(t)] = 0.

Furthermore, due to Equation (6.23), we have

(6.33) ∆α(t)
(
s−1 tcm

)
= 0 ∀m ≥ 2.

Using the Jacobi idenity, identity [J(Γ•−•), J(Γ•−•)] = 0, and Equation (6.32) we
rewrite Equation (6.30) as follows
d

dt
α(t) =

[
[J(Γ•−•), J(ψ)], J(Γ•−•)

]
+
[
[J(Γ•−•), J(ψ)],∆α(t)

]

=
[
[J(Γ•−•), J(ψ)],∆α(t)

]

= −
[
[J(ψ),∆α(t)], J(Γ•−•)

]
−
[
[J(Γ•−•),∆α(t)], J(ψ)

]

= −
[
[J(ψ),∆α(t)], J(Γ•−•)

]
+

1

2

[
[∆α(t),∆α(t)], J(ψ)

]

= −
[
[J(ψ),∆α(t)], J(Γ•−•)

]
− 1

2

[
[∆α(t), J(ψ)],∆α(t)

]
− 1

2

[
[J(ψ),∆α(t)],∆α(t)

]

= −
[
[J(ψ),∆α(t)], α(t)

]
.

Thus the vector α(t) (6.21) satisfies the (formal) differential equation

(6.34)
d

dt
α(t) = [η(t), α(t)],

where η(t) is the degree zero vector

(6.35) η(t) = −[J(ψ),∆α(t)] ∈ Conv(oc∨,KGra) ⊗̂K[t].

It is clear that η(t) satisfies the conditions

η(t)
(
s−1 tcn

)
= 0 ∀n ≥ 2

and
η(t)

(
s−1 to1,k

)
= 0 ∀k ≥ 0.

Let us apply Theorem C.6 from Appendix C.1 to the case when L = Conv(oc∨,KGra)

and g consists of vectors in Conv(oc∨,KGra)0 which satisfy (5.13). Due to this theo-
rem, there exists a vector

ξ ∈ F 1Conv(oc∨◦ ,KGra),

which satisfies (5.13) and (6.13).
Thus the second statement of Proposition 6.5 is proved.
To prove the last statement, we observe that (6.14), (6.33), and the identities

J(ψ)(s−1 tom,k) = J(ψ)(s−1 tok1
) = 0 ∀m ≥ 1, k ≥ 0, k1 ≥ 2
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imply that η(t) ∈ F
c
nConv(oc∨,KGra) ⊗̂K[t] and hence the inclusion in (6.15) holds.

Inclusion (6.14) implies that γ ∈ F ndfGC. Combining this fact with (5.18), we
conclude that

∆α(t)− (α− Γ•−•) ∈ F nConv(oc∨,KGra).

Therefore,
η(t) = −[J(ψ), α− Γ•−•]modF nConv(oc∨,KGra)[[t]].

Hence, due to the second part of Theorem C.6, there exists

ξ ∈ F 1Conv(oc∨◦ ,KGra),

such that (5.13) and (6.13) hold, and we have

ξ(s−1 ton,0) = −[J(ψ), α− Γ•−•](t
o
n,0)

= α(s−1 to1,0) ◦1,c J(ψ)(s−1 tcn) = Γbr
0 ◦1,c ψ(1n) = ψ(1n).

Thus Equation (6.16) also holds.

Proposition 6.5 implies that

Corollary 6.6. – The action of exp
(

Z
0
(dfGC)

)
on SFQs descends to an action

of exp
(
H0(dfGC)

)
on homotopy classes of SFQs.

Proof. – Let γ be a degree zero cocycle of dfGC. Due to the first statement of Proposi-
tion 6.5, exp(γ) transforms homotopy equivalent SFQs to homotopy equivalent SFQs.

Thus it remains to prove that, if γ′ is cohomologous to γ then MC elements

(6.36) exp(adJ(γ′))α and exp(adJ(γ))α

are connected by the action of exp(adξ) for a vector

ξ ∈ F 1Conv(oc∨◦ ,KGra)

satisfying condition (5.13).

Using the fact that the difference γ′ − γ is exact, it is easy to see that

CH(−γ, γ′)

is also exact.

Therefore, due to the second statement of Proposition 6.5, the MC elements

exp(adJ(γ)) exp(adJ(γ′))α and α

are connected by the action of exp(adξ) for a vector ξ ∈ F 1Conv(oc∨◦ ,KGra) satisfying
condition (5.13).

Hence, the MC elements (6.36) represent homotopy equivalent SFQs.
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Remark 6.7. – Let A be a finitely generated free commutative algebra in grVectK and
VA be the algebra of polyvector fields on the corresponding (graded) affine space. It is
not hard to see that ΛLie∞-morphisms from VA to C•(A) which correspond to αF and
(6.11) are connected by the action described in [29, Section 5] by M. Kontsevich.

Let us now state the main result of this paper

Theorem 6.8. – The pro-unipotent group exp(H0(dfGC)) acts simply transitively on
the set of homotopy classes of stable formality quasi-isomorphisms (SFQs).

The proof of this theorem occupies the next two sections of the paper and it depends
on a few technical statements which are proved in Appendices A and B.

Combining Theorem 6.8 with Theorem 6.2 stated above, we deduce that

Corollary 6.9. – The set of homotopy classes of SFQs form a torsor for the Gro-
thendieck-Teichmueller group GRT1. ,

Remark 6.10. – We should mention that this result agrees very well with Tamarkin’s
approach [23, 35] to Kontsevich’s formality theorem [31, 29]. Tamarkin’s construction
[9, 35, Section 2] may be viewed as a map from the set of Drinfeld associators (3) to
the set of homotopy classes of formality quasi-isomorphisms for Hochschild cochains.
Due to [15, Proposition 5.5] and [39, Theorem 1.1], both the source and the target of
Tamarkin’s map are equipped with the actions of the group GRT1. Moreover, accord-
ing (4) to [39, Section 10.1], Tamarkin’s construction is equivariant with respect to the
action of GRT1.

Section 6 of paper [37] contains a sketch on a version of Tamarkin’s construction in
“stable” setting. According to this sketch, every SFQ is homotopic to an SFQ which can
be extended to a stable Ger∞-morphism from polyvector fields to Hochschild cochains
(for some choice of Tamarkin’s Ger∞-structure on Hochschild cochains).

3. Here, we only consider Drinfeld associators whose “braiding” constant is 1. In [15, Section 5],
this set is denoted by M1. In [9, Section 4.1], this set is denoted by DrAssoc1.

4. For more details, we refer the reader to [9].

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2021





CHAPTER 7

THE ACTION OF exp
(
H0(dfGC)

)
IS TRANSITIVE

Let α and α̃ be MC elements of the graded Lie algebra Conv(oc∨◦ ,KGra) corre-
sponding to SFQs.

Since α and α̃ satisfy conditions (5.7), (5.8), (5.9), and (5.10), the difference

(7.1) δα := α̃− α
satisfies the identities

(7.2) δα(s−1 tcm) = 0, δα(s−1 tok) = 0, ∀m, k ≥ 2,

and

(7.3) δα(s−1 to1,k) = 0, ∀k ≥ 0.

Therefore (1),

(7.4) δα ∈ F
c
2 Conv(oc∨◦ ,KGra).

We will deduce the transitivity of the action of exp
(
H0(dfGC)

)
on homotopy classes

of SFQs from the following statement

Proposition 7.1. – If α and α̃ are MC elements of the graded Lie algebra (5.6)
corresponding to SFQs and

(7.5) α̃− α ∈ F
c
n Conv(oc∨◦ ,KGra)

for some n ≥ 2 then there exists a degree zero cocycle γ ∈ F n−1dfGC and a degree
zero vector

ξ ∈ F
c
n−1 Conv(oc∨◦ ,KGra)

for which (5.13) holds and

(7.6) exp(adξ) α̃− exp(adJ(γ))α ∈ F
c
n+1 Conv(oc∨◦ ,KGra).

1. See conditions (2.47) and (2.48) in Section 2.3.
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The proof of this proposition consists of two parts. The first part is given in Sec-
tion 7.2 and the second part is given in Section 7.3.

7.1. Proposition 7.1 implies that the action is transitive

Using (7.4) and applying Proposition 7.1 recursively, we see that there exist infinite
sequences of degree zero vectors

ξ1, ξ2, ξ3, · · · ∈ Conv(oc∨◦ ,KGra), ξm ∈ F
c
mConv(oc∨◦ ,KGra)(7.7)

γ1, γ2, γ3, · · · ∈ dfGC, γm ∈ F mdfGC(7.8)

such that each ξm satisfies (5.13) and

exp(adξm) · · · exp(adξ1) α̃− exp(adJ(γm)) · · · exp(adJ(γ1))α ∈ F
c
m+2 Conv(oc∨◦ ,KGra)

(7.9)

for every m ≥ 1.
Since Conv(oc∨◦ ,KGra) (resp. dfGC) is complete with respect to the filtration F

c
•

(resp. F •), the existence of the above sequence implies that the homotopy class of the
SFQ corresponding to α̃ has a representative which lies on the exp( Z

0
(dfGC))-orbit

of the SFQ corresponding to α.

7.2. Taking care of δα(s−1 ton,0)

Due to (7.2) and (7.3), the element δα is uniquely determined by the vectors

(7.10) δαm,k := δα(s−1 tom,k) ∈ KGra(m, k).

In addition, since the restriction

δα|oc∨◦ (m,k)o

is Sm × Sk equivariant and δα has degree 1, δαm,k may be viewed as a degree zero
vector in

(7.11) s2m−2+k
(
KGra(m, k)o

)Sm
.

Condition (7.5) is equivalent to δα ∈ F
c
n Conv(oc∨◦ ,KGra). In other words, we

know that

(7.12) δαm,k = 0 ∀m ≤ n− 1, k ≥ 0.

So vectors δαm,k may be non-zero only for m ≥ n.
Since both α and α̃ satisfy the MC equations

[α, α] = 0, [ α̃, α̃ ] = 0,
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the difference δα satisfies the equation

(7.13) [α, δα] +
1

2
[δα, δα] = 0.

Since δα ∈ F
c
n Conv(oc∨◦ ,KGra),

(7.14) [δα, δα](s−1 ton,k) = 0 ∀k ≥ 0.

Moreover, it is easy to see that only DAs(t
o
n,k) may contribute to the expression

[α, δα](s−1 ton,k).

Unfolding [α, δα](s−1 ton,k), we get

[α, δα](s−1 ton,k) = −
(
α(s−1 to2) ◦2,o δαn,k−1 +

k−1∑

i=1

(−1)iδαn,k−1 ◦i,o α(s−1 to2)

+ (−1)kα(s−1 to2) ◦1,o δαn,k−1

)

= −
(
Γ◦ ◦ ◦2,o δαn,k−1 +

k−1∑

i=1

(−1)iδαn,k−1 ◦i,o Γ◦ ◦

+ (−1)kΓ◦ ◦ ◦1,o δαn,k−1

)
.

Thus (7.13), (7.14), and the above calculation imply the following statement:

Claim 7.2. – For each k ≥ 0, the vector δαn,k is a degree zero cocycle in the cochain
complex

(7.15) KGraHoch
inv = s2n−2

⊕

k≥0

sk
(
KGra(n, k)o

)Sn

with the differential ∂Hoch given by the formula

∂Hoch(γ) = Γ◦ ◦ ◦2,o γ − γ ◦1,o Γ◦ ◦ + γ ◦2,o Γ◦ ◦ − · · ·
(7.16)

+ (−1)kγ ◦k,o Γ◦ ◦ + (−1)k+1Γ◦ ◦ ◦1,o γ, γ ∈ s2n−2+k
(
KGra(n, k)o

)Sn
.

The cochain complex (7.15) is examined in detail in Appendix A. For now, we use
Corollary A.10 and Claim 7.2 to deduce that

Claim 7.3. – The white vertex of each graph in the linear combination

δαn,1 ∈ s2n−1
(
KGra(n, 1)o

)Sn

has valency 1.

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2021



60 CHAPTER 7. THE ACTION OF exp
(
H0(dfGC)

)
IS TRANSITIVE

7.2.1. Pikes in δαn,0 can be “killed”. – In general linear combinations δαm,k (7.10)
may contain graphs with a black vertex of valency 1 whose adjacent edge terminates
at this vertex. We call such vertices pikes.

The following statement says that, if Equation (7.12) holds, then pikes in δαn,0
can be “killed”. More precisely,

Claim 7.4. – If Equation (7.12) holds, then there exists a degree zero vector

ξ ∈ F
c
n−1Conv(oc∨◦ ,KGra),

such that (5.13) holds, each graph in the linear combination

(7.17)
(

exp([ξ, ])α̃
)
(s−1 ton,0)− α(s−1 ton,0)

does not have pikes, and

(7.18)
(

exp([ξ, ])α̃
)
− α ∈ F

c
nConv(oc∨◦ ,KGra).

Proof. – Let us denote by δαrn,0 the linear combination in KGra(n, 0)o which is ob-
tained from δαn,0 by retaining only graphs with exactly r pikes.

Since δαrn,0 is a linear combination of graphs without white vertices, it is a cocycle
in the complex (B.1) with the differential d (B.5) examined in detail in Appendix B.
According to Lemma B.3 from this appendix, we have

(7.19) dd∗(δαrn,0) = rδαrn,0.

Thus, for the vector

(7.20) χn−1,1 = −
∑

r≥1

1

r
d∗(δαrn,0) ∈ s2(n−1)−1

(
KGra(n− 1, 1)o

)Sn−1
,

the linear combination
δαn,0 + d(χn−1,1)

does not have pikes.

Next, we define the degree 0 vector ξ ∈ Conv(oc∨◦ ,KGra) by setting

(7.21) ξ(s−1 ton−1,1) = χn−1,1, ξ(s−1 tcm1
) = ξ(s−1 tok1

) = ξ(s−1 tom,k) = 0

for all m1, k1 and for all pairs (m, k) 6= (n − 1, 1). By construction, ξ ∈
F
c
n−1Conv(oc∨◦ ,KGra) and satisfies (5.13).

Let us denote by α̃′ and δα′ the new MC element

(7.22) α̃′ := exp(adξ)α̃

and the new difference δα′ = α̃′ − α, respectively. Clearly,

(7.23) δα′ = exp(adξ)δα+ exp(adξ)α− α.
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To prove that each graph in the linear combination δα′(s−1 ton,0) does not have
pikes, we observe that, for every f ∈ Conv(oc∨◦ ,KGra),

[ξ, f ](s−1 ton,0) =

n∑

i=1

(τn,i, id)
(
ξ(s−1 ton−1,1) ◦1,o f(s−1 to1,0)

)
,

where τn,i is the following family of cycles in Sn

(7.24) τn,i := (i, i+ 1, . . . , n− 1, n).

Therefore

δα′(s−1 ton,0) = δα(s−1 ton,0) + [ξ, α](s−1 ton,0)

= δαn,0 +

n∑

i=1

(τn,i, id)
(
ξ(s−1 ton−1,1) ◦1,o α(s−1 to1,0)

)

= δαn,0 +

n∑

i=1

(τn,i, id)
(
ξ(s−1 ton−1,1) ◦1,o Γbr

0

)
= δαn,0 + d(χn−1,1).

As we showed above, all graphs in this linear combination do not have pikes.

It remains to show that δα′ ∈ F
c
nConv(oc∨◦ ,KGra).

Since ξ ∈ F
c
n−1Conv(oc∨◦ ,KGra) and α̃ ∈ F

c
0Conv(oc∨◦ ,KGra),

adkξ (α̃) ∈ F
c
k(n−1)Conv(oc∨◦ ,KGra).

For k ≥ 2, this observation (together with the inequality n ≥ 2) implies
that adkξ (α̃) ∈ F

c
nConv(oc∨◦ ,KGra).

Since [ξ, α̃] ∈ F
c
n−1Conv(oc∨◦ ,KGra) and [ξ, α̃](s−1 tcm) = 0 for all m, it is sufficient

to show that

(7.25) [ξ, α̃](s−1 ton−1,k) = 0, ∀ k ≥ 0.

Using the defining equations of ξ (see (7.21)), it is easy to see that [ξ, α̃](s−1 ton−1,k) = 0

for all k 6= 2. As for k = 2, we have

[ξ, α]
(
s−1 ton−1,2

)
= χn−1,1 ◦1,o Γ◦ ◦ − Γ◦ ◦ ◦1,o χn−1,1 − Γ◦ ◦ ◦2,o χn−1,1 = 0

because the white vertex in each graph of the linear combination χn−1,1 has valency 1.

Claim 7.4 is proved.
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7.2.2. δαn,0 is a degree zero cocycle in dfGC. – Since δαn,0 = δα(s−1 ton,0) is a linear
combination of graphs with only black vertices and it is invariant with respect to the
action of Sn, we may view δαn,0 as a vector in the full directed graph complex dfGC

(see (6.1)).
We will now prove the following statement:

Claim 7.5. – Let α and α̃ be MC elements in (5.6) corresponding to SFQs. If δα
satisfies (7.12) and all graphs in the linear combination δαn,0 do not have pikes, then
δαn,0 is a degree zero cocycle in dfGC (6.1).

Proof. – The claim that δαn,0 is a degree zero vector in dfGC follows immediately
from the fact that ton,0 has degree 2 − 2n. So we will proceed to the proof of the
cocycle condition for δαn,0.

Since

D(ton+1,0) =

n+1∑

p=2

∑

τ∈Shp,n+1−p

(τ, id)
(
ton+2−p,0 ◦1,c tcp

)

−
n∑

r=1

∑

σ∈Shr,n+1−r

(σ, id)
(
tor,1 ◦1,o ton+1−r,0

)
,

δα(s−1 tcm) = 0 for all m and (7.12) holds, we have

δαs−1 ⊗ δαs−1 ( D(ton+1,0)) = 0,

δαs−1 ⊗ αs−1 ( D(ton+1,0)) =
∑

τ∈Sh2,n−1

(τ, id)
(
δαn,0 ◦1,c Γ•−•

)

−
n+1∑

i=1

(τn+1,i, id)
(
δαn,1 ◦1,o Γbr

0

)
,

and

αs−1 ⊗ δαs−1 ( D(ton+1,0)) = −
n+1∑

i=1

(σn+1,i, id)
(
Γbr

1 ◦1,o δαn,0
)
,(7.26)

where σn+1,i and τn+1,i are the cycles (i, i− 1, . . . , 1) and (i, i+ 1, . . . , n+ 1) in Sn+1,
respectively.

Thus, applying the right hand side of (7.13) to s−1 ton+1,0, we get the identity for
vectors δαn,0 and δαn,1 :

∑

τ∈Sh2,n−1

(τ, id)
(
δαn,0 ◦1,c Γ•−•

)
−
n+1∑

i=1

(σn+1,i, id)
(
Γbr

1 ◦1,o δαn,0
)

(7.27)

−
n+1∑

i=1

(τn+1,i, id)
(
δαn,1 ◦1,o Γbr

0

)
= 0.
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Notice that Γbr
0 consists of a single black vertex and the insertion δαn,1 ◦1,o Γbr

0 is
nothing but replacing the single white vertex in each graph of the linear combination
δαn,1 by black vertex with label n+ 1.

On the other hand, Claim 7.3 says that all white vertices in δαn,1 have valency 1.
Thus, for each graph in δαn,1 ◦1,o Γbr

0 the black vertex with label n+ 1 is necessarily
a pike.

Since δαn,0 does not have pikes, the sum

−
n+1∑

i=1

(τn+1,i, id)
(
δαn,1 ◦1,o Γbr

0

)

should necessarily cancel the linear combination Lpikes which is obtained from

(7.28)
∑

τ∈Sh2,n−1

(τ, id)
(
δαn,0 ◦1,c Γ•−•

)

by retaining only the graphs with pikes.
It is not hard to see that the linear combination Lpikes coincides with the sum (2)

(7.29)
n+1∑

i=1

(τn+1,i, id)
(
Γ>•−• ◦1,c δαn,0

)
,

where τn+1,i is the cycle (i, i+ 1, . . . , n+ 1) in Sn+1 and

(7.30) Γ>•−• :=
1 2

.

Thus we conclude that
n+1∑

i=1

(τn+1,i, id)
(
δαn,1 ◦1,o Γbr

0

)
=

n+1∑

i=1

(τn+1,i, id)
(
Γ>•−• ◦1,c δαn,0

)
.

On the other hand, we have
n+1∑

i=1

(σn+1,i, id)
(
Γbr

1 ◦1,o δαn,0
)

=

n+1∑

i=1

(τn+1,i, id)
(
Γ<•−• ◦1,c δαn,0

)
,

where

(7.31) Γ<•−• =
1 2

.

Therefore identity (7.27) implies that

∑

τ∈Sh2,n−1

(τ, id)
(
δαn,0 ◦1,c Γ•−•

)
−
n+1∑

i=1

(τn+1,i, id)
(
Γ•−• ◦1,c δαn,0

)
= 0.

In other words, δαn,0 is indeed a cocycle in dfGC.

Claim 7.5 has the following corollary.

2. Here we use the fact that δαn,0 carries an even degree.
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Corollary 7.6. – Let α and α̃ be MC elements in (5.6) corresponding to SFQs. If
δα satisfies (7.12), and all graphs in the linear combination δαn,0 do not have pikes,
then there exists degree zero cocycle γ ∈ F n−1dfGC such that

(7.32)
(
α̃−

(
exp(adJ(γ))α

))
(s−1 ton,0) = 0.

and

(7.33) α̃−
(

exp(adJ(γ))α
)
∈ F

c
nConv(oc∨◦ ,KGra)

Proof. – Due to Claim 7.5 the linear combination δαn,0 is a degree zero cocycle
in dfGC. So we set γ := −δαn,0. In other words,

γ(1m) :=

{
−δαn,0 if m = n and

0 otherwise,

where 1m denotes the generator s2−2m1 ∈ s2−2mK ∼= Λ2coCom(m). By construction,
γ belongs to F n−1dfGC.

For any degree 1 element f ∈ Conv(oc∨,KGra) we have

[J(γ), f ](s−1 ton,0) = −f(s−1 to1,0) ◦1,c γ and [J(γ), f ](s−1 to1,0) = 0.

Therefore,

α̃(s−1 ton,0)−
(

exp(adJ(γ))α
)

(s−1 ton,0) = δα(s−1 ton,0) + α(s−1 to1,0) ◦1,c γ(7.34)

= δαn,0 + Γbr
0 ◦1,c γ

= δαn,0 + γ = 0

and Equation (7.32) follows.
To prove (7.33) we observe that

J(γ) ∈ F
c
n−1Conv(oc∨,KGra).

Combining this observation with the fact that α ∈ F
c
0Conv(oc∨,KGra) and the in-

equality n ≥ 2, it is easy to see that

adqJ(γ)(α) ∈ F
c
nConv(oc∨,KGra) ∀ q ≥ 2

and

(7.35) [J(γ), α] ∈ F
c
n−1Conv(oc∨,KGra).

Since γ is a cocycle in dfGC, [J(γ), α](s−1 tcm) = 0 for all m. Furthermore,

(7.36) [J(γ), α](s−1 ton−1,k) = 0 ∀k ≥ 0

since the vector tcn does not show up in D(ton−1,k).
Thus (7.33) follows from (7.35) and (7.36).
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7.3. Taking care of vectors δα(s−1 ton,k) for k ≥ 1

Let us prove that following auxiliary statement:

Claim 7.7. – Let q be an integer ≥ 1 and α, α̃ be MC elements of (5.6) corresponding
to SFQs. If δα satisfies (7.12) and

(7.37) δαn,k = 0 ∀k ≤ q − 1,

then there exists a degree zero vector

(7.38) ξ ∈ F
c
n−1Conv(oc∨,KGra) ∩ F n+q−2Conv(oc∨,KGra),

such that (5.13) holds,

(7.39)
(

exp([ξ, ])α̃
)
− α ∈ F

c
nConv(oc∨◦ ,KGra)

and

(7.40)
(

exp([ξ, ])α̃
)
(s−1 ton,k) = α(s−1 ton,k) ∀k ≤ q.

Proof. – The proof of this claim consists of two steps. First, we show that there exists
a degree zero vector

ξ(1) ∈ Conv(oc∨,KGra),

such that ξ(1)(s−1 tcm) = 0 for all m, ξ(1)(s−1 tom1,k
) = 0 for all pairs (m1, k) 6=

(n, q − 1),

(7.41)
(

exp([ξ(1), ])α̃
)
− α ∈ F

c
nConv(oc∨◦ ,KGra),

(7.42)
(

exp([ξ(1), ])α̃
)
(s−1 ton,k) = α(s−1 ton,k) ∀k ≤ q − 1

and the difference

(7.43)
(

exp([ξ(1), ])α̃
)
(s−1 ton,q)− α(s−1 ton,q)

satisfies Properties A.2, A.3, i.e., for each graph in (7.43) white vertices have valency 1

and the linear combination (7.43) is anti-symmetric with respect to permutations of
labels on white vertices.

Let us denote by α̃(1) and δα(1) the new MC element

α̃(1) :=
(

exp([ξ(1), ])α̃
)

(7.44)

and the new difference (3)

δα(1) :=
(

exp([ξ(1), ])α̃
)
− α.(7.45)

3. We also set δα(1)
m,k := δα(1)(s−1 tom,k).
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In the second step, we show that there exists a degree zero vector

ξ(2) ∈ Conv(oc∨,KGra),

such that ξ(2)(s−1 tcm) = 0 for all m, ξ(2)(s−1 tom1,k
) = 0 for all pairs (m1, k) 6=

(n− 1, q + 1), (
exp([ξ(2), ])α̃(1)

)
− α ∈ F

c
nConv(oc∨◦ ,KGra)

and (
exp([ξ(2), ])α̃(1)

)
(s−1 ton,k) = α(s−1 ton,k) ∀k ≤ q.

Since both vectors ξ(1) and ξ(2) satisfy (5.13), ξ(1)(s−1 tom1,k
) = 0 for all pairs

(m1, k) 6= (n, q − 1) and ξ(2)(s−1 tom1,k
) = 0 for all pairs (m1, k) 6= (n− 1, q + 1),

ξ(1), ξ(2) ∈ F
c
n−1Conv(oc∨,KGra) ∩ F n+q−2Conv(oc∨,KGra).

Thus the desired vector (7.38) is obtained by setting

ξ := CH(ξ(2), ξ(1)).

Step 1. – If q = 1 then the linear combination δαn,q already satisfies Properties A.2,
A.3 due to Claim 7.3. So, in this case, we proceed to Step 2. In Step 1, it remains to
consider the case q ≥ 2.

Due to Claim 7.2, the vector

(7.46) δαn,q ∈ s2n−2+q
(
KGra(n, q)o

)Sn

is a cocycle in the complex (A.1) with the differential (A.2). Thus, Corollary A.9
implies that there exists a vector

ψn,q−1 ∈ s2n+q−3
(
KGra(n, q − 1)o

)Sn
,

such that the difference δαn,q − ∂Hochψn,q−1 satisfies Properties A.2, A.3.
So we define ξ(1) by setting

ξ(1)(s−1 ton,q−1) = ψn,q−1, ξ(1)(s−1 tcm1
) = ξ(1)(s−1 tok1

) = ξ(1)(s−1 tom,k) = 0

for all m1 ≥ 2, k1 ≥ 2, and all pairs (m, k) 6= (n, q − 1).
It is easy to see that

(7.47) ξ(1) ∈ F
c
nConv(oc∨,KGra)

and

(7.48) ξ(1) ∈ F n+q−2Conv(oc∨,KGra).

Since the vector (7.45) can be rewritten as

(7.49) δα(1) = exp(adξ(1))(δα) + exp(adξ(1))(α)− α,
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(7.41) follows from (7.47) and the inclusions

δα ∈ F
c
nConv(oc∨,KGra), α ∈ F

c
0Conv(oc∨,KGra).

Since α ∈ F 0Conv(oc∨,KGra) (see (5.18)), n ≥ 2 and q ≥ 2, inclusion (7.48)
implies that

(7.50) adrξ(1)(α) ∈ F n+qConv(oc∨,KGra) ∀r ≥ 2

and

(7.51) [ξ(1), α] ∈ F n+q−2Conv(oc∨,KGra).

Moreover, since (4) δα ∈ F nConv(oc∨,KGra) and n ≥ 2,

(7.52) adrξ(1)(δα) ∈ F n+qConv(oc∨,KGra) ∀r ≥ 1.

Combining (7.50), (7.51), (7.52) with

δα(s−1 ton,k) = 0 ∀k ≤ q − 1,

we deduce that

δα(1)(s−1 ton,k) = 0 ∀k ≤ q − 2,(7.53)

δα(1)(s−1 ton,q−1) = [ξ(1), α](s−1 ton,q−1),(7.54)

and

δα(1)(s−1 ton,q) = δαn,q + [ξ(1), α](s−1 ton,q).(7.55)

Thus, to prove (7.42), it remains to show that δα(1)(s−1 ton,q−1) = 0. The latter
follows from (7.54) and the fact that ton,q−1 does not show up in D(ton,q−1).

Finally computing the right hand side of (7.55), we deduce that

δα(1)(s−1 ton,q) = δαn,q − ∂Hochψn,q−1,

which means that δα(1)(s−1 ton,q) satisfies Properties A.2, A.3.

Step 2. – Since α̃(1) and α satisfy MC equations in Conv(oc∨,KGra), the difference
δα(1) satisfies the equation

(7.56) [α, δα(1)] +
1

2
[δα(1), δα(1)] = 0.

Due to (7.41), δα(1) ∈ F
c
nConv(oc∨,KGra) and hence [δα(1), δα(1)](s−1 ton+1,q−1) = 0.

So applying the left hand side of (7.56) to s−1 ton+1,q−1 and using (see (7.42))

δα(1)(s−1 ton,k) = 0 ∀k ≤ q − 1,

4. Note that δα(s−1 ton+1,0) can be non-zero.
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we get the identity
n+1∑

i=1

q−1∑

p=0

(−1)p (τn+1,i, id)
(
δα(1)

n,q ◦p+1,o Γbr
0

)
= Γ◦ ◦ ◦2,o δα(1)

n+1,q−2(7.57)

+

q−2∑

p=1

(−1)pδα
(1)
n+1,q−2 ◦p,o Γ◦ ◦

+ (−1)q−1Γ◦ ◦ ◦1,o δα(1)
n+1,q−2,

where τn+1,i is the cycle (i, i+ 1, . . . , n+ 1) in Sn+1.

In other words, the vector

(7.58) ρn+1,q−1 =

n+1∑

i=1

q∑

p=1

(−1)p+1 (τn+1,i, id)
(
δα(1)

n,q ◦p,o Γbr
0

)

is ∂Hoch-exact in

(7.59) s2(n+1)−2+(q−1)
(
KGra(n+ 1, q − 1)

)Sn+1
.

Since the difference (7.43) coincides with δα(1)
n,q, the vector δα

(1)
n,q satisfies Properties

A.2, A.3. So, using the antisymmetry of δα(1)
n,q with respect to the action of Sq on the

labels of white vertices, we see that
q∑

p=1

(−1)p+1 (τn+1,i, id)
(
δα(1)

n,q ◦p,o Γbr
0

)
= q (τn+1,i, id)

(
δα(1)

n,q ◦1,o Γbr
0

)
.

In other words,
ρn+1,q−1 = d(δα(1)

n,q),

where d is the operation defined in (B.5) in Appendix B.

Hence ρn+1,q−1 is a vector in (7.59) satisfying Properties A.2, A.3. Combining this
observation with the fact that ρn+1,q−1 is ∂Hoch-exact and using the second claim in
Corollary A.9 we conclude that

ρn+1,q−1 = 0.

In other words, δα(1)
n,q is a cocycle in the cochain complex (B.1) with the differential d

(B.5).

Since q ≥ 1, Corollary B.5 from Appendix B implies that there exists a vector (of
degree −1)

ψn−1,q+1 ∈ s2(n−1)−2+q+1
(
KGra(n− 1, q + 1)o

)Sn−1
,

which satisfies Properties A.2, A.3 and such that

(7.60) δα(1)
n,q = d(ψn−1,q+1).
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Using ψn−1,q+1, we define the following degree zero vector

ξ(2) ∈ Conv(oc∨◦ ,KGra)

by setting
(7.61)
ξ(2)(s−1 ton−1,q+1) = −ψn−1,q+1, ξ(2)(s−1 tcm1

) = ξ(2)(s−1 tok1
) = ξ(2)(s−1 tom,k) = 0

for all m1, k1 and for all pairs (m, k) 6= (n− 1, q + 1).

It is obvious that

(7.62) ξ(2) ∈ F n+q−1Conv(oc∨,KGra)

and

(7.63) ξ(2) ∈ F
c
n−1Conv(oc∨,KGra).

Next we consider the MC element

α̃(2) = exp(adξ(2))(α̃(1))

and rewrite the difference δα(2) := α̃(2) − α as follows

(7.64) δα(2) = exp(adξ(2))(δα(1)) + exp(adξ(2))(α)− α.

Since δα(1) ∈ F
c
nConv(oc∨,KGra) (see (7.41)) and ξ(2) ∈ F

c
n−1Conv(oc∨,KGra),

(7.65) δα(2) ∈ F
c
n−1Conv(oc∨,KGra)

or equivalently δα(2)(s−1 tom,k) = 0 for all m < n− 1 and k ≥ 0.

Moreover,

(7.66) δα(2)(s−1 ton−1,k) = [ξ(2), α](s−1 ton−1,k). ∀ k ≥ 0.

Since ξ(2)(s−1 tom,k) = 0 for all (m, k) 6= (n− 1, q + 1),

(7.67) [ξ(2), α](s−1 ton−1,k) = 0 ∀k 6= q + 2

and

(7.68) [ξ(2), α](s−1 ton−1,q+2) = −∂Hochξ(2)(s−1 ton−1,q+2).

On the other hand ∂Hochξ(2)(s−1 ton−1,q+2) = 0 since the vector ξ(2)(s−1 ton−1,q+2) =

ψn−1,q+2 satisfies Property A.2. Thus, combining (7.65) with (7.66), (7.67) and (7.68),
we deduce that

δα(2) ∈ F
c
nConv(oc∨,KGra).

To complete Step 2, it remains to show that

(7.69) δα(2)(s−1 ton,k) = 0 ∀k ≤ q.
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Since α ∈ F 0Conv(oc∨,KGra) (see (5.18)), δα(1) ∈ F nConv(oc∨,KGra) and n +

q − 1 ≥ 2, inclusion (7.62) implies that

(7.70) δα(2)(s−1 ton,k) = 0 ∀k < q

and

(7.71) δα(2)(s−1 ton,q) = δα(1)
n,q + [ξ(2), α]

(
s−1 ton,q

)
.

Unfolding the right hand side of (7.71) and using the fact that ψn−1,q+1 is anti-
symmetric with respect to permutations of labels on white vertices, we get

δα(2)(s−1 ton,q) = δα(1)
n,q +

k∑

p=0

n∑

i=1

(−1)p(τn,i, id)
(
ξ(2)(s−1 ton−1,q+1) ◦p+1,o α(s−1 to1,0)

)

= δα(1)
n,q −

q∑

p=0

n∑

i=1

(−1)p(τn,i, id)
(
ψn−1,q+1 ◦p+1,o Γbr

0

)

= (q + 1)

n∑

i=1

(τn,i, id)
(
ψn−1,q+1 ◦1,o Γbr

0

)
,

where τn,i is the cycle (i, i+ 1, . . . , n− 1, n) in Sn.
Hence δα(2)(s−1 ton,q) = 0 follows from Equation (7.60).
Since (7.69) is proved, Step 2 is complete and so is the proof of Claim 7.7.

We can now prove the following statement:

Claim 7.8. – Let α and α̃ be MC elements corresponding to SFQs. If δα := α̃ − α
belongs to F

c
nConv(oc∨,KGra) and

δα(s−1 ton,0) = 0,

then there exists a degree zero vector ξ ∈ F
c
n−1Conv(oc∨,KGra) satisfying condition

(5.13) and such that

(7.72) exp(adξ)(α̃)− α ∈ F
c
n+1Conv(oc∨,KGra).

Proof. – Claim 7.7 implies that there exists an infinite sequence of degree zero vectors

ξ1, ξ2, . . . ,∈ F
c
n−1Conv(oc∨,KGra),

such that each ξr satisfies (5.13),

ξq ∈ F n+q−2Conv(oc∨,KGra) ∀q ≥ 1,
(

exp(adξq ) · · · exp(adξ1)(α̃)− α
)
∈ F

c
nConv(oc∨,KGra).

and (
exp(adξq ) · · · exp(adξ1)(α̃)

)
(s−1 ton,k) = α(s−1 ton,k)

for all k ≤ q.
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Since the graded Lie algebra F
c
n−1Conv(oc∨,KGra) is complete with respect to the

filtration
F •Conv(oc∨,KGra) ∩ F

c
n−1Conv(oc∨,KGra),

the limit ξ of the sequence

{CH(ξq,CH(ξq−1, . . . ,CH(ξ2, ξ1)..) }q≥1

exists in F
c
n−1Conv(oc∨,KGra) and it satisfies (7.72).

7.4. The end of the proof of Proposition 7.1

Let us now put together the results of Sections 7.2 and 7.3 to finish the proof of
Proposition 7.1.

Due to Claim 7.4, there exists a degree zero vector

ξ−• ∈ F
c
n−1Conv(oc∨◦ ,KGra),

such that ξ−•(s−1 tcm) = 0 for all m,
(

exp(adξ−•)α̃
)
− α ∈ F

c
nConv(oc∨◦ ,KGra)

and each graph in the difference
(

exp(adξ−•)α̃
)
(s−1 ton,0)− α(s−1 ton,0)

does not have pikes.
Applying Corollary 7.6 to the MC elements α and setting

(7.73) α̃� := exp(adξ−•) α̃,

we deduce that there exists a degree zero cocycle γ ∈ F n−1dfGC such that

α̃� −
(

exp(adJ(γ))α
)
∈ F

c
nConv(oc∨◦ ,KGra)

and
α̃�(s−1 ton,0) =

(
exp(adJ(γ))α

)
(s−1 ton,0).

Finally, applying Claim 7.8 to the MC elements

α� := exp(adJ(γ))α

and α̃�, we deduce that there exists a degree zero vector

ξ] ∈ F
c
n−1Conv(oc∨,KGra),

such that ξ](s−1 tcm) = 0 for all m and

exp(adξ])(α̃
�)− α� ∈ F

c
n+1Conv(oc∨,KGra).

Thus, setting ξ := CH(ξ], ξ−•), we get that
(

exp(adξ)(α̃)
)
−
(

exp(adJ(γ))α
)
∈ F

c
n+1Conv(oc∨,KGra).
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In other words, (7.6) is satisfied.
The proof of transitivity of the action of exp

(
H0(dfGC)

)
on homotopy classes of

SFQs is now complete.
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(
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)
IS FREE

Let α be a MC element of Conv(oc∨,KGra) representing an SFQ and γ be a degree
zero cocycle in dfGC. Let us assume that there exists a degree zero vector

(8.1) ξ ∈ F 1Conv(oc∨,KGra),

which satisfies condition (5.13) and such that

(8.2) exp
(
adJ(γ)

)
α = exp

(
adξ
)
α.

Our goal is to show that γ is exact.

Due to Remark 6.3, we assume, without loss of generality, that we deal exclusively
with cocycles γ of dfGC which do not involve graphs with pikes.

To prove that γ is exact, we will need the following technical claims which are
proved below in Sections 8.2 and 8.3, respectively.

Claim 8.1. – Let n be an integer ≥ 2, α be a MC element of Conv(oc∨,KGra) corre-
sponding to an SFQ and

(8.3) ξ ∈ F
c
nConv(oc∨,KGra)

be a degree zero vector satisfying condition (5.13). There exists a degree zero vector

ξ̃ ∈ F
c
nConv(oc∨,KGra)

for which (5.13) holds, all graphs in

ξ̃(s−1 ton,0)

do not have pikes and

(8.4) exp
(
adξ̃
)
α = exp

(
adξ
)
α.
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Claim 8.2. – Let γ be a degree zero cocycle in dfGC, n be an integer ≥ 2 and

(8.5) ξ ∈ F
c
nConv(oc∨,KGra)

be a degree zero vector satisfying condition (5.13). If Equation (8.2) holds and all
graphs in ξ(s−1 ton,0) do not have pikes, then (1)

(8.6) γ ∈ F ndfGC.

Moreover, there exist a degree −1 vector κ ∈ F n−1dfGC and a degree 0 vector

η ∈ F
c
nConv(oc∨,KGra)

satisfying (5.13),

(8.7) exp
(
adJ(CH(∂κ,γ))

)
α = exp

(
adCH(η,ξ)

)
α,

(8.8) CH(∂κ, γ) ∈ F n+1dfGC and CH(η, ξ) ∈ F
c
n+1Conv(oc∨,KGra).

8.1. Claims 8.1 and 8.2 imply that the action is free

Claims 8.1 and 8.2 imply that, for every degree 0 cocycle γ satisfying (8.2), there
exists a sequence

(8.9) {κm}m≥1, κm ∈ F mdfGC,

such that for every n ≥ 1

CH(∂κn, . . . ,CH(∂κ2,CH(∂κ1, γ) · · · ) ∈ F n+2dfGC.

Since dfGC is complete with respect to the filtration F •dfGC, the existence of this
sequence implies that γ is indeed a coboundary.

8.2. Proof of Claim 8.1

If ξ(s−1 ton,0) does not involve graphs with pikes then we set ξ̃ := ξ and Equa-
tion (8.4) obviously holds.

Otherwise, we observe that, since [α, α] = 0, ad[ψ,α] acts trivially on α for every
degree −1 vector ψ ∈ F 1Conv(oc∨◦ ,KGra). Hence, we have

(8.10) exp
(
adCH(ξ,[ψ,α])

)
(α) = exp(adξ)(α).

We will prove that there exists a degree −1 vector

(8.11) ψ ∈ F
c
n−1Conv(oc∨◦ ,KGra),

such that the element

(8.12) ξ̃ := CH(ξ, [ψ, α])

1. I.e., all graphs in γ have ≥ (n+ 1) vertices.
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— belongs to F
c
nConv(oc∨,KGra),

— satisfies condition (5.13), and
— all graphs in ξ̃(s−1 ton,0) do not have pikes.

Let us set ξn,0 := ξ(s−1 ton,0).

Since the graphs in ξn,0 do not have white vertices, the vector ξn,0 is a cocycle in
the complex (B.1) with the differential d (B.5) (see Appendix B).

Let us denote by ξrn,0 the linear combination in KGra(n, 0)o, which is obtained from
ξn,0 by retaining only the graphs with exactly r pikes. According to Lemma B.3 from
Appendix B, we have

dd∗(ξrn,0) = rξrn,0.

Thus, if

(8.13) ψn−1,1 := −
∑

r≥1

1

r
d∗(ξrn,0),

then each graph in the linear combination

ξn,0 + d(ψn−1,1)

does not have pikes.

Next, we define a degree −1 vector (8.11) by setting

(8.14) ψ(s−1 ton−1,1) = ψn−1,1, ψ(s−1 ton2,k2
) = 0 ∀(n2, k2) 6= (n− 1, 1),

and

(8.15) ψ(s−1 tcn1
) = ψ(s−1 tok1

) = 0 ∀n1, k1 ≥ 2.

Then we consider the vector

(8.16) ξ̃ := CH(ξ, [ψ, α]).

By construction (8.13), all white vertices in graphs in ψn−1,1 have valency one.
Hence ψn−1,1 belongs to the kernel of the differential ∂Hoch (7.16). Using this fact,
(8.14) and (8.15), it is not hard to show that

(8.17) [ψ, α] ∈ F
c
nConv(oc∨,KGra).

Therefore,

ξ̃ ∈ F
c
nConv(oc∨,KGra).

Equation (8.15) implies that [ψ, α](tcn1
) = 0 for all n1 ≥ 2. Combining this obser-

vation with the fact that ξ satisfies (5.13), we conclude that ξ̃ also satisfies (5.13).
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Using (8.14), (8.15), (8.17), and the inequality n ≥ 2, we get

CH(ξ, [ψ, α]) (s−1 ton,0) = ξ(s−1 ton,0) + [ψ, α](s−1 ton,0)

= ξn,0 +

n∑

i=1

τn,i
(
ψ(s−1 ton−1,1) ◦o,1 α(s−1 to1,0)

)

= ξn,0 +

n∑

i=1

τn,i
(
ψn−1,1 ◦o,1 Γbr

0

)
,

where τn,i is the cycle (i, i+ 1, . . . , n− 1, n) in Sn.
Thus, by definition of the operator d (B.5), we deduce that

ξ̃(s−1 ton,0) = ξn,0 + dψn−1,1.

Since each graph in the linear combination ξn,0 + dψn−1,1 does not have pikes, Claim
8.1 is proved.

8.3. Proof of Claim 8.2

Let m be an integer ≤ n such that

(8.18) γ(1k) = 0 ∀k < m,

i.e., γ ∈ F m−1dfGC.
Due to (8.18),

(
exp

(
adJ(γ)

)
α
)
(s−1 tom,0) = α(s−1 tom,0)− α(s−1 to1,0) ◦1,c γ(1m)

= α(s−1 tom,0)− Γbr
1,0 ◦1,c γ(1m),

i.e.,

(8.19)
(

exp
(
adJ(γ)

)
α
)
(s−1 tom,0) = α(s−1 tom,0)− γ(1m).

Since m ≤ n, ξ ∈ F
c
nConv(oc∨,KGra) and ξ satisfies (5.13), we have

[ξ, adkξ (α)](s−1 tom,0) = 0 ∀k ≥ 0

and hence

(8.20)
(

exp
(
adξ
)
α
)
(s−1 tom,0) = α(s−1 tom,0).

Combining (8.2), (8.19), and (8.20), we conclude that

γ(1k) = 0

for all k ≤ m.
Thus inclusion (8.6) indeed holds, i.e.,

(8.21) γ(1k) = 0 ∀k ≤ n.
Let us deduce from (8.2) that
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Claim 8.3. – The white vertex in every graph in

ξ(s−1 ton,1)

has valency 1.

of Claim 8.3. – Evaluating both sides of (8.2) on s−1 ton,2, and using (5.13), (8.5)
and (8.6), we deduce that

α(s−1 ton,2) = α(s−1 ton,2) + [ξ, α](s−1 ton,2).

Hence,
[ξ, α](s−1 ton,2) = 0

or equivalently

(8.22) ∂Hoch
(
ξ(s−1 ton,1)

)
= 0,

where ∂Hoch is defined in (7.16).

Combining (8.22) with Corollary A.10 from Appendix A, we conclude that the
white vertex in each graph in ξ(s−1 ton,1) must have valency 1.

Thus Claim 8.3 is proved.

We will now deduce Claim 8.2 by evaluating both sides of (8.2) on s−1 ton+1,0.

Using (8.21), it is easy to show that

(8.23)
(

exp(adJ(γ))α
)
(s−1 ton+1,0) = α(s−1 ton+1,0)− γ(1n+1).

On the other hand, using (8.5) and (5.13), we get that
(

exp(adξ)α
)
(s−1 ton+1,0) = α(s−1 ton+1,0)−

∑

τ∈Sh2,n−1

τ
(
ξ(s−1 ton,0) ◦c,1 α(s−1 tc2)

)

−
n+1∑

i=1

σn+1,i

(
α(s−1 to1,1) ◦o,1 ξ(s−1 ton,0)

)

+

n+1∑

i=1

τn+1,i

(
ξ(s−1 ton,1) ◦o,1 α(s−1 to1,0)

)
.

Hence,
(

exp(adξ)α
)
(s−1 ton+1,0) = α(s−1 ton+1,0)−

∑

τ∈Sh2,n−1

τ
(
ξn,0 ◦c,1 Γ•−•

)

−
n+1∑

i=1

σn+1,i

(
Γbr

1 ◦o,1 ξn,0
)

+

n+1∑

i=1

τn+1,i

(
ξn,1 ◦o,1 Γbr

0

)
,(8.24)

where ξn,0 := ξ(s−1 ton,0) and ξn,1 := ξ(s−1 ton,1).
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Combining (8.23) with (8.24), we conclude that
(8.25)

γ(1n+1) =
∑

τ∈Sh2,n−1

τ
(
ξn,0◦c,1Γ•−•

)
+

n+1∑

i=1

σn+1,i

(
Γbr

1 ◦o,1ξn,0
)
−
n+1∑

i=1

τn+1,i

(
ξn,1◦o,1Γbr

0

)
.

By Claim 8.3, the white vertex of every graph in ξn,1 has valency 1. Hence every
graph in the last sum in the right hand side of (8.25) has a pike. Therefore, since
neither γ(1n+1) nor ξn,0 involve graphs with pikes, the linear combination

n+1∑

i=1

τn+1,i

(
ξn,1 ◦o,1 Γbr

0

)

is obtained from ∑

τ∈Sh2,n−1

τ
(
ξn,0 ◦c,1 Γ•−•

)

by keeping only graphs with pikes.
Thus the right hand side of (8.25) equals

[Γ•−•, ξn,0],

where ξn,0 is viewed as a vector in dfGC.
We set

κ := −ξn,0
and recall that, due to the second part of Proposition 6.5, there exists a degree 0

vector

(8.26) η ∈ F
c
nConv(oc∨,KGra),

which satisfies (5.13),

(8.27) η(s−1 ton,0) = −ξn,0
and such that (8.7) holds.

The desired inclusions in (8.8) follow easily from γ+ ∂ξn,0 = 0, (8.5), (8.6), (8.26),
and (8.27).

Claim 8.2 is proved.
We showed that the action of exp

(
H0(dfGC)

)
on homotopy classes of SFQs is free.

Thus Theorem 6.8 is proved.
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A COCHAIN COMPLEX THAT IS CLOSELY CONNECTED
WITH THE HOCHSCHILD COMPLEX

OF A COFREE COCOMMUTATIVE COALGEBRA

In this appendix we compute the cohomology of the cochain complex

(A.1) KGraHoch
inv = s2n−2

⊕

k≥0

sk
(
KGra(n, k)o

)Sn

with the differential ∂Hoch given by the formula

∂Hoch(γ) = Γ◦ ◦ ◦2,o γ − γ ◦1,o Γ◦ ◦ + γ ◦2,o Γ◦ ◦ − · · ·
(A.2)

+ (−1)kγ ◦k,o Γ◦ ◦ + (−1)k+1Γ◦ ◦ ◦1,o γ, γ ∈ s2n−2+k
(
KGra(n, k)o

)Sn
.

For this purpose we consider a slightly simpler cochain complex

(A.3) KGraHoch = s2n−2
⊕

k≥0

skKGra(n, k)o

with the differential ∂Hoch defined by the same Formula (A.2).
The cochain complex (A.3) is equipped with the obvious action of the group Sn

and (A.1) is nothing but the complex of Sn-invariants.

Example A.1. – An example of computation of ∂Hoch(Γ) for a graph Γ ∈ dgra3,1 is
shown in Figure A.1. Let us say that we chose this order (1c, 3c) < (1c, 1o) < (2c, 1o) <

(3c, 1o) on the set of edges of Γ. The orders on the sets of edges of graphs in the right
hand side are inherited from the total order on the edges of Γ in the obvious way. For
example, the first graph in the sum on the right hand side has its edges ordered this
way: (1c, 3c) < (1c, 1o) < (2c, 2o) < (3c, 1o).

Before computing the cohomology of (A.3) let us make a couple of remarks about
vectors

(A.4) c ∈ s2n−2+kKGra(n, k)oorc ∈ s2n−2+k
(
KGra(n, k)o

)Sn
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∂Hoch
1

3

2

1

= −
1

3

2

1 2

−
1

3

2

1 2

−
1

3

2

1 2

−
1

3

2

2 1

−
1

3

2

2 1

−
1

3

2

2 1

Figure A.1. Computing ∂Hoch

satisfying these two properties:

Property A.2. – All white vertices in each graph of the linear combination c have
valency one.

Property A.3. – For every σ ∈ Sk we have

(A.5) (id, σ) (c) = (−1)|σ|c.

For example, the “brooms” Γbr
k depicted in Figure 5.1 obviously satisfy these prop-

erties.

Remark A.4. – It is easy to see that every vector (A.4) satisfying Properties A.2 and
A.3 is closed with respect to ∂Hoch. Furthermore, it is not hard to see that a cocycle c
satisfying Properties A.2 and A.3 is trivial if and only if c = 0.

A.1. The Hochschild complex of a cofree cocommutative coalgebra

To compute the cohomology of (A.3) we consider the cofree cocommutative K-coal-
gebra Cr with counit co-generated by degree 0 elements h1, h2, . . . , hr.

To the coalgebra Cr we assign the following cochain complex

(A.6) Hoch(Cr) =
⊕

k≥0

sk
(
Cr
)⊗ k

with the differential
∂C :

(
Cr
)⊗ k →

(
Cr
)⊗ (k+1)

given by the formula

(A.7) ∂C (X) = 1⊗X +

k∑

i=1

(−1)i(id, . . . , id, ∆︸︷︷︸
i-th spot

, id, . . . , id)(X) + (−1)k+1X ⊗ 1,

where ∆ denotes the comultiplication on Cr.
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The complex Hoch(Cr) obviously splits into the direct sum of sub-complexes

(A.8) Hoch(Cr) =
⊕

m≥0

Hoch(Cr)m,

where Hoch(Cr)m is spanned by tensor monomials with the total degree in co-
generators being m.

In [31, Section 4.6.1.1] it was proved that

Claim A.5 (Section 4.6.1.1, [31]). – If X is a cocycle in

sk
(
Cr
)⊗ k ∩ Hoch(Cr)m

and m 6= k then X is ∂C -exact. Furthermore, if X is a cocycle in

sk
(
Cr
)⊗ k ∩ Hoch(Cr)m

and m = k then there exists

X̃ ∈ sk−1
(
Cr
)⊗ (k−1) ∩ Hoch(Cr)m,

such that
X − ∂C (X̃) =

∑

i1i2···ik
λi1i2···ik(hi1 , hi2 , . . . , hik),

where λi1i2···ik ∈ K and
λ···ipip+1··· = −λ···ip+1ip···.

Finally a cocycle of the form
∑

i1i2···ik
λi1i2···ik(hi1 , hi2 , . . . , hik), λ···ipip+1··· = −λ···ip+1ip··· ∈ K

is exact if and only if all coefficients λi1i2···ik = 0.

For our purposes we will need the following subcomplex of Hoch(Cr):

Hoch′(Cr) = {X ∈ Hoch(Cr)r
∣∣ each co-generator hi appears

in the tensor monomial X exactly once}.(A.9)

Using Claim A.5 about cocycles in Hoch(Cr) it is easy to deduce an analogous
statement for the cochain complex Hoch′(Cr):

Claim A.6. – If X is a cocycle in

sk
(
Cr
)⊗ k ∩ Hoch′(Cr)

and k 6= r then X is ∂C -exact. Furthermore, if X is a cocycle in

sk
(
Cr
)⊗ k ∩ Hoch′(Cr)

and k = r then there exists

X̃ ∈ sk−1
(
Cr
)⊗ (k−1) ∩ Hoch′(Cr),
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such that

X − ∂C (X̃) =
∑

σ∈Sr
(−1)|σ|λ(hσ(1), hσ(2), . . . , hσ(r)),

for λ ∈ K. Finally, the cocycle
∑

σ∈Sr
(−1)|σ|(hσ(1), hσ(2), . . . , hσ(r))

is non-trivial.

A.2. Computing cohomology of KGraHoch and KGraHoch
inv

Let us now return to the cochain complex KGraHoch (A.3).

It is clear that KGraHoch splits into the direct sum of sub-complexes

(A.10) KGraHoch =
⊕

r

KGraHoch
r ,

where KGraHoch
r is spanned by graphs with exactly r edges terminating at white

vertices.

To compute the cohomology of KGraHoch
r we introduce an auxiliary subspace:

(A.11) KGra′(n, r) ⊂ KGra(n, r),

which consists of linear combinations of graphs in dgran,r with all white vertices (if
any) having valency 1.

Let us now suppose that we are given a tensor monomial with k factors

(A.12) X = hi11hi12 · · ·hi1r1 ⊗ hi21hi22 · · ·hi2r2 ⊗ · · · ⊗ hik1
hik2
· · ·hikrk ∈ Hoch′(Cr)

and a graph Γ′ ∈ dgran,r with all white vertices having valency 1. To the pair (X,Γ′)

we assign a graph Γ ∈ dgran,k following these steps:

— First, for each i ∈ {1, 2, . . . , r} we find the number of the tensor factor in (A.12)
which contains the co-generator (1) hi. We denote this number by di.

— Second, we erase white vertices of Γ′ and attach the resulting free edges to
new k white vertices with labels 1, 2, . . . , k following this rule: the edged which
previously terminated at the white vertex with label i should now terminate at
the white vertex with label di.

— Finally, in the resulting graph Γ, we keep the same total order on the set of
edges as for Γ′.

1. Recall that each co-generator hi enters the monomial (A.12) exactly once.
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Example A.7. – To a graph Γ′ depicted in Figure A.2 and the monomial

(h1h2, 1, h3, 1) ∈ Hoch′(C3)

we should assign the graph Γ shown on Figure A.3. The total order on the set of edges
of Γ is inherited from the total order on the set of edges of Γ′.

1

3
2

1 2 3

Figure A.2. A graph Γ′ ∈ dgra3,3

1

3
2

1 2 3 4

Figure A.3. The graph Γ ∈ dgra3,4

The described procedure gives us an obvious map

(A.13) Υ′ : s2n−2KGra′(n, r)⊗Hoch′(Cr)→ KGraHoch
r .

The group Sr acts in the obvious way on the source of the map (A.13) by simul-
taneously rearranging the labels on white vertices and co-generators of Cr. It is easy
to see that Υ′ (A.13) descends to an isomorphism

(A.14) Υ :
(
s2n−2KGra′(n, r)⊗Hoch′(Cr)

)
Sr
→ KGraHoch

r

from the space (
s2n−2KGra′(n, r)⊗Hoch′(Cr)

)
Sr

of Sr-coinvariants to the complex in question KGraHoch
r . It is not hard to see that the

map (A.14) is compatible with the differential ∂Hoch on KGraHoch
r and the differential

on the source coming from ∂C on Hoch′(Cr).
Thus, using Claim A.6, it is not hard to prove the following statement about

cohomology of KGraHoch (A.3).

Proposition A.8. – For every cocycle

γ ∈ s2n−2+kKGra(n, k)o

there exists a vector
γ1 ∈ s2n−2+k−1KGra(n, k − 1)o,

such that the difference
c = γ − ∂Hoch(γ1)

satisfies Properties A.2 and A.3. A cocycle c in (A.3) satisfying Properties A.2 and
A.3 is trivial if and only if c = 0. ,
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To deduce an analogous statement for the cochain complex KGraHoch
inv (A.1) we need

to use the averaging operator
1

n!

∑

σ∈Sn
σ.

More precisely, Proposition A.8 implies that

Corollary A.9. – For every cocycle

γ ∈ s2n−2+k
(
KGra(n, k)o

)Sn

there exists a vector

γ1 ∈ s2n−2+k−1
(
KGra(n, k − 1)o

)Sn
,

such that the difference
c = γ − ∂Hoch(γ1)

satisfies Properties A.2 and A.3. A cocycle c in the complex (A.1) satisfying Properties
A.2 and A.3 is trivial if and only if c = 0. ,

It is clear that for every vector

γ ∈ s2n−2
(
KGra(n, 0)o

)Sn

(A.15) ∂Hoch(γ) = 0.

Due to this observation Corollary A.9 implies the following statement.

Corollary A.10. – A vector

(A.16) γ ∈ s2n−1
(
KGra(n, 1)o

)Sn

is a cocycle in (A.1) if and only if the white vertex in each graph in the linear combi-

nation γ has valency 1. Furthermore, a cocycle γ in s2n−1
(
KGra(n, 1)o

)Sn
is trivial

if and only if γ = 0. ,

MÉMOIRES DE LA SMF 168



APPENDIX B

THE COMPLEX OF “HEDGEHOGS”

This appendix is devoted to an auxiliary cochain complex which is assembled from
graphs Γ ∈ dgram,k satisfying the additional property: each white vertex of Γ has
valency 1. Since such graphs look like hedgehogs we call this cochain complex the
complex of “hedgehogs”.

This cochain complex and especially Corollary B.5 (proved below) are used in
Sections 7 and 8.

We start by introducing the following graded vector space

(B.1) Hg =
{
γ ∈

⊕

m,k

s2m−2+k
(
KGra(m, k)o

)Sm | γ obeys Properties A.2, A.3
}

and the families of cycles τm,i ∈ Sm, and σk,i, ςk,i ∈ Sk
τm,i := (i, i+ 1, . . . ,m− 1,m),(B.2)

σk,i := (i, i− 1, · · · 2, 1),(B.3)

and

ςk,i := (1, 2, . . . , i− 1, i).(B.4)

Next, we denote by d the following degree 1 operation on Hg

(B.5) d(γ) = k

m+1∑

i=1

(τm+1,i, id)
(
γ ◦1,o Γbr

0

)
, γ ∈ s2m−2+k

(
KGra(m, k)o

)Sm
.

Notice that, since the graph Γbr
0 consists of a single black vertex and has no edges,

the insertion ◦1,o of Γbr
0 replaces the white vertex with label 1 by a black vertex with

label m+ 1 and shifts the labels on the remaining white vertices down by 1.

Using the fact that each linear combination γ ∈ Hg is anti-symmetric with respect
to permutations of labels on white vertices, it is not hard to deduce that

(B.6) d2 = 0.
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Thus (Hg, d) is a cochain complex. We call this cochain complex the complex of
“hedgehogs”.

For our purposes, we need a degree −1 operation

(B.7) d∗ : Hg→ Hg,

which we will now define. Let γ be a vector in s2m−2+k
(
KGra(m, k)o

)Sm satisfying
Properties A.2, A.3. To compute d∗(γ) we follow these steps:

— First, we omit in γ all graphs for which the black vertex with label 1 is not a
pike. We denote the resulting linear combination in s2m−2+kKGra(m, k)o by γ′.

— Second, we replace the black vertex with label 1 in each graph of γ′ by a white
vertex and shift all labels on black vertices down by 1. We assign label 1 to this
additional white vertex and shift the labels of the remaining white vertices up
by 1. We denote the resulting linear combination in

s2(m−1)−2+k+1KGra(m− 1, k + 1)o

by γ′′.
— Finally, we set

(B.8) d∗(γ) =

k+1∑

i=1

(−1)i−1

k + 1
(id, σk+1,i)(γ

′′).

Note that the linear combination γ′ is invariant with respect to the action of the group
S{2,3,...,m}. Hence, the linear combination d∗(γ) is Sm−1-invariant. Furthermore, d∗(γ)

obviously satisfies Properties A.2 and A.3.

Remark B.1. – Notice that

(B.9) d∗(γ) = 0

if each graph in the linear combination γ does not have pikes.

Example B.2. – Let us denote by Γk the graph depicted in Figure B.1 and let

(B.10) γ = Γk + (σ12, id)
(
Γk
)
,

where σ12 is the transposition in S2.

1 2

1 2

· · ·

k

Figure B.1. Edges are ordered in this way (2c, 1c) < (2c, 1o) < (2c, 2o) <

· · · < (2c, ko)
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It is obvious that γ is a vector in sk+2
(
KGra(2, k)o

)S2 satisfying Properties A.2,
A.3.

Following the steps outlined above, we get

γ′ = Γk and γ′′ = Γbr
k+1,

where Γbr
k is the family of “brooms” shown on Figure 5.1. Since Γbr

k+1 is already anti-
symmetric with respect to permutations of labels on white vertices,

d∗(γ) =

k+1∑

i=1

(−1)i−1

k + 1
(id, σk+1,i)(Γ

br
k+1) = Γbr

k+1.

We need the following lemma.

Lemma B.3. – For every vector

γ ∈ s2m−2+k
(
KGra(m, k)o

)Sm

satisfying Properties A.2, A.3 we have

(B.11) dd∗(γ) + d∗d(γ) = kγ +
∑

r≥1

rγr,

where γr is the linear combination in Hg, which is obtained from γ by retaining the
graphs with exactly r pikes.

Proof. – Let us observe that the space

s2m−2+k
(
KGra(m, k)o

)Sm

is spanned by vectors of the form

(B.12)
∑

τ∈Sm, σ∈Sk
(−1)|σ|(τ, σ)

(
Γ
)
,

where Γ is a graph in dgram,k with all white vertices having valency 1.
Thus we may assume, without loss of generality, that

(B.13) γ =
∑

τ∈Sm, σ∈Sk
(−1)|σ|(τ, σ)

(
Γ
)

for a graph Γ ∈ dgram,k with all white vertices having valency 1.
Using the cycles ςk,i (B.4) we rewrite (B.13) as follows:

(B.14) γ =
∑

τ∈Sm

∑

σ′∈S{2,3,...,k}
(−1)|σ

′|(τ, σ′)

(
k∑

i=1

(−1)i−1(id, ςk,i)(Γ)

)
,

where S{2,3,...,k} denotes the permutation group of the set {2, 3, . . . , k}.
Next, using (B.14) together with the obvious identity

(
(id, ςk,i)(Γ)

)
◦1,o Γbr

0 = Γ ◦i,o Γbr
0
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we deduce that

d(γ) = k

m+1∑

j=1

(τm+1,j , id)


 ∑

τ∈Sm, σ′∈Sk−1

(−1)|σ
′|(τ, σ′)

(
k∑

i=1

(−1)i−1Γ ◦i,o Γbr
0

)


= k
∑

τ∈Sm+1, σ′∈Sk−1

(−1)|σ
′|(τ, σ′)

(
k∑

i=1

(−1)i−1Γ ◦i,o Γbr
0

)
.(B.15)

Let us, first, consider the case when the graph Γ does not have pikes. In this case,
due to Remark B.1, we have

d∗(γ) = 0.

Furthermore, using (B.15), we get
(B.16)

d∗d(γ) =

k∑

j=1

(−1)j−1(id, σk,j)


 ∑

τ∈Sm

∑

σ′∈S{2,3,...,k}
(−1)|σ

′|(τ, σ′)

(
k∑

i=1

(−1)i−1(id, ςk,i)(Γ)

)
 ,

where S{2,3,...,k} denotes the permutation group of the set {2, 3, . . . , k}, and ςk,i is the
family of cycles defined in (B.4).

According to (B.14),

(B.17)
∑

τ∈Sm

∑

σ′∈S{2,3,...,k}
(−1)|σ

′|(τ, σ′)

(
k∑

i=1

(−1)i−1(id, ςk,i)(Γ)

)
= γ.

Moreover, since γ is antisymmetric with respect to permutations of labels on white
vertices,

(id, σk,j)(γ) = (−1)j−1γ.

Hence

(B.18)
k∑

j=1

(−1)j−1(id, σk,j)(γ) = kγ.

Therefore, combining (B.16) with (B.17) and (B.18), we get

(B.19) d∗d(γ) = kγ.

Thus, if each graph in a linear combination γ does not have pikes, then Equa-
tion (B.11) holds.

Let us now turn to the case when Γ has exactly r ≥ 1 pikes.

Without loss of generality, we may assume that the pikes of Γ are labeled
by 1, 2, . . . , r.
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Let us recall that the vector γ′ is obtained from γ by discarding all graphs for
which the black vertex with label 1 is not a pike. In our case, the vector γ′ can be
written as follows:

(B.20) γ′ =
∑

σ∈Sk

∑

τ ′∈S{2,3,...,m}
(−1)|σ|(τ ′, σ)

(
r∑

p=1

(ςm,p, id)(Γ)

)
,

where S{2,3,...,m} denotes the permutation group of the set {2, 3, . . . ,m}, and ςm,p is
the family of cycles in Sm defined in (B.4).

Using (B.20) we get

d∗(γ) =

k+1∑

i=1

(−1)i−1

k + 1
(id, σk+1,i)(γ

′′)(B.21)

with

γ′′ =
∑

σ∈S{2,3,...,k+1}

∑

τ ′∈Sm−1

(−1)|σ|(τ ′, σ)

(
r∑

p=1

R◦
(
(ςm,p, id)(Γ)

)
)
,(B.22)

where S{2,3,...,k+1} is the group of permutations of the set {2, 3, . . . , k + 1} and R◦ is
the operation which replaces the pike with label 1 by a white vertex with label 1, shifts
labels on the remaining white vertices up by 1 and shifts labels on black vertices down
by 1.

For the vector dd∗(γ) we get

dd∗(γ) =

m∑

j=1

(τm,j , id)


 ∑

σ∈Sk

∑

τ ′∈Sm−1

(−1)|σ|(τ ′, σ)

(
r∑

p=1

(ςm,p, id)(Γ)

)
(B.23)

+

m∑

j=1

(τm,j , id)

(
k+1∑

i=2

(−1)i−1
(
(id, σk+1,i)(γ

′′)
)
◦1,o Γbr

0

)
,

where the first sum comes from the first term in the sum (B.21) and the second sum
comes from the remaining terms in (B.21).

The first sum in (B.23) can be simplified as follows.

m∑

j=1

(τm,j , id)


 ∑

σ∈Sk

∑

τ ′∈Sm−1

(−1)|σ|(τ ′, σ)

(
r∑

p=1

(ςm,p, id)(Γ)

)


=
∑

σ∈Sk

∑

τ∈Sm
(−1)|σ|(τ, σ)

(
r∑

p=1

(ςm,p, id)(Γ)

)

= r
∑

σ∈Sk

∑

τ∈Sm
(−1)|σ|(τ, σ)(Γ) = r γ.
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In other words,

(B.24)
m∑

j=1

(τm,j , id)


 ∑

σ∈Sk

∑

τ ′∈Sm−1

(−1)|σ|(τ ′, σ)

(
r∑

p=1

(ςm,p, id)(Γ)

)
 = r γ.

To simplify the second sum in (B.23) we notice that the subsets of Sk+1

{σk+1,i ◦ σ | σ ∈ S{2,3,...,k+1}, 2 ≤ i ≤ k + 1}
and

{σ ◦ ςk+1,i | σ ∈ S{2,3,...,k+1}, 2 ≤ i ≤ k + 1}
coincide.

Hence,

k+1∑

i=2

(−1)i−1

k + 1
(id, σk+1,i)(γ

′′)

=
1

k + 1

∑

σ∈S{2,3,...,k+1}

∑

τ ′∈Sm−1

(−1)|σ|(τ ′, σ)

(
r∑

p=1

k+1∑

i=2

(−1)i−1(id, ςk+1,i)R◦
(
(ςm,p, id)(Γ)

)
)
.

(B.25)

Next, we introduce operations
{

Cgip
}

1≤p≤r,1≤i≤k whose input is our graph Γ and
whose outputs are graphs in dgram,k with the same properties, i.e., each white vertex
of Cgip(Γ) has valency 1 and Cgip(Γ) has exactly r pikes. This operation is illustrated
in Figure B.2. More precisely, Cgip(Γ) is obtained from Γ via these steps:

1
· · ·
p− 1 p p+ 1

· · ·
r

1 2 3
· · ·

k

Cgip−→

1
· · ·
p− 1 1 p

· · ·
r − 1

2
· · ·

i m i+ 1
· · ·

k

Figure B.2. The operation Γ 7→ Cgip(Γ). Gray regions denote subgraphs
formed by black vertices which are not pikes

— first, we replace the black vertex with label p by a white vertex and replace the
white vertex with label i by a black vertex;

— second, we shift the labels on the black vertices which are > p down by 1;
— third, we shift the labels on the white vertices which are < i up by 1;
— finally, we assign label 1 to the new white vertex and we assign label m to the

new black vertex.
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Using Equation (B.25) and the graphs Cgip(Γ) we present the second sum in (B.23)
in the following way.

m∑

j=1

(τm,j , id)

(
k+1∑

i=2

(−1)i−1
(
(id, σk+1,i)(γ

′′)
)
◦1,o Γbr

0

)

=

m∑

j=1

(τm,j , id)
∑

τ ′∈Sm−1

∑

σ∈Sk
(−1)|σ|(τ ′, σ)

(
r∑

p=1

k+1∑

i=2

(−1)i−1
(

Cgi−1
p

(
Γ
))
)

= −
m∑

j=1

∑

τ ′∈Sm−1

∑

σ∈Sk
(−1)|σ|(τm,jτ

′, σ)

(
r∑

p=1

k∑

i=1

(−1)i−1
(

Cgip
(
Γ
))
)

= −
∑

τ∈Sm

∑

σ∈Sk
(−1)|σ|(τ, σ)

( r∑

p=1

k∑

i=1

(−1)i−1Cgip
(
Γ
))
.

(B.26)

Combining this observation with Equation (B.24), we conclude that

(B.27) dd∗(γ) = r γ −
∑

τ∈Sm

∑

σ∈Sk
(−1)|σ|(τ, σ)

( r∑

p=1

k∑

i=1

(−1)i−1Cgip
(
Γ
))
.

To unfold d∗d(γ), we denote by ω the vector d(γ) (B.15). By discarding in ω all
graphs for which black vertex with label 1 is not a pike we get the expression

ω′ = k
∑

τ∈S{2,3,...,m+1}

∑

σ′∈Sk−1

(−1)|σ
′|(τ, σ′)

(
k∑

i=1

(−1)i−1(τm+1,1, id)(Γ ◦i,o Γbr
0 )

)

+k
∑

τ∈S{2,3,...,m+1}

∑

σ′∈Sk−1

(−1)|σ
′|(τ, σ′)

(
r∑

p=1

k∑

i=1

(−1)i−1(ςm+1,p, id)(Γ ◦i,o Γbr
0 )

)
.

(B.28)

Next, replacing the black vertices with label 1 in each graph in ω′ by a white vertex
with label 1 and shifting the labels of the remaining vertices correspondingly, we get

ω′′ = k
∑

τ∈Sm

∑

σ′∈S{2,3,...,k}
(−1)|σ

′|(τ, σ′)

(
k∑

i=1

(−1)i−1(id, ςk,i)(Γ)

)
(B.29)

+ k
∑

τ∈Sm

∑

σ′∈S{2,3,...,k}
(−1)|σ

′|(τ, σ′)

(
r∑

p=1

k∑

i=1

(−1)i−1Cgip
(
Γ
)
)
.

Thus

d∗d(γ) =

k∑

j=1

(−1)j−1

k
(id, σk,j)(ω

′′)(B.30)
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=
∑

τ∈Sm

∑

σ∈Sk
(−1)|σ|(τ, σ)

(
k∑

i=1

(−1)i−1(id, ςk,i)(Γ)

)

+
∑

τ∈Sm

∑

σ∈Sk
(−1)|σ|(τ, σ)

(
r∑

p=1

k∑

i=1

(−1)i−1Cgip
(
Γ
)
)

= k γ +
∑

τ∈Sm

∑

σ∈Sk
(−1)|σ|(τ, σ)

(
r∑

p=1

k∑

i=1

(−1)i−1Cgip
(
Γ
)
)

Combining (B.27) with (B.30) we immediately deduce Equation (B.11).

Lemma B.3 is proved.

Remark B.4. – The cochain complex Hg (B.1) with the differential d (B.5) is very
similar to Koszul complex for the exterior algebra. However, the author could not find
an elegant way to reduce Hg to this well known complex.

We have the following corollary.

Corollary B.5. – Let γ be a vector in

s2m−2+k
(
KGra(m, k)o

)Sm

satisfying Properties A.2, A.3. If k ≥ 1 and γ is d-closed then there exists

γ̃ ∈ s2(m−1)−2+k+1
(
KGra(m− 1, k + 1)o

)Sm−1
,

which satisfies Properties A.2, A.3 and such that

(B.31) γ = d( γ̃ ).

Proof. – Since γ is d-closed, Equation (B.11) implies that

(B.32) dd∗(γ) = kγ +
∑

r≥1

rγr,

where γr is the linear combination in Hg, which is obtained from γ by retaining the
graphs with exactly r pikes.

Since each graph in the image of d has at least one pike, Equation (B.32) implies
that each graph in the linear combination γ has at least one pike. Hence,

(B.33) γ =
∑

r≥1

γr

and (B.32) can be rewritten as

(B.34) dd∗(γ) =
∑

r≥1

(k + r)γr.
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Thus, setting

(B.35) γ̃ =
∑

r≥1

1

k + r
d∗(γr)

we get the desired identity
γ = d( γ̃ ).
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APPENDIX C

MAURER-CARTAN (MC) ELEMENTS
OF FILTERED LIE ALGEBRAS

Let L be a Lie algebra in the category ChK of unbounded cochain complexes
of K-vector spaces. Let us assume that L is equipped with a descending filtration

(C.1) · · · ⊃ F −1 L ⊃ F 0 L ⊃ F 1 L ⊃ F 2 L ⊃ F 3 L ⊃ · · · ,
which is compatible with the Lie bracket, and such that L is complete and cocomplete
with respect to this filtration, i.e.,

(C.2) L = lim
k

L
/

F k L

and

(C.3) L =
⋃

k

F k L .

We call such Lie algebras filtered.
Condition (C.2) guarantees that the subalgebra F 1 L

0 of degree zero elements
in F 1 L is a pro-nilpotent Lie algebra (in the category of K-vector spaces). Hence,
F 1 L

0 can be exponentiated to a pro-unipotent group which we denote by

(C.4) exp( F 1 L
0
).

We recall that a Maurer-Cartan (MC) element of L is a degree 1 vector α ∈ L

satisfying the equation

(C.5) ∂α+
1

2
[α, α] = 0,

where ∂ denotes the differential on L .
For a vector ξ ∈ F 1 L

0 and a MC element α we consider the new degree 1 vector
α̃ ∈ L , which is given by the formula

(C.6) α̃ = exp(adξ)α−
exp(adξ)− 1

adξ
∂ξ,
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where the expressions

exp(adξ) and
exp(adξ)− 1

adξ

are defined in the obvious way using the Taylor expansions of the functions

ex and
ex − 1

x

around the point x = 0, respectively.
Condition (C.2) guarantees that the right hand side of Equation (C.6) makes sense.
It is known (see, e.g., [6, Appendix B] or [21]) that, for every MC element α and

for every degree zero vector ξ ∈ F 1 L , the vector α̃ in (C.6) is also a MC element.
Furthermore, Formula (C.6) defines an action of the group (C.4) on the set of MC
elements of L .

The transformation groupoid corresponding to this action is called the Deligne
groupoid of the Lie algebra L . This groupoid and its higher versions were studied
extensively in [3, 4, 5, 12, 17] and [18, 22, 41].

Example C.1. – Let C (resp. O) be a Ξ-colored pseudo-cooperad (resp. Ξ-colored
pseudo-operad) in ChK. The convolution Lie algebra Conv( C , O) described in Sec-
tion 2.3 gives us an example of a filtered Lie algebra. Thus it makes sense to talk
about the Deligne groupoid of Conv( C , O).

C.1. Differential equations on the Lie algebra L ⊗̂K[t]

Given a filtered dg Lie algebra L , we introduce the new dg Lie algebra (1)

(C.7) L ⊗̂K[t],

where L is considered with the topology coming from the filtration and K[t] is con-
sidered with the discrete topology.

It is clear that L ⊗̂K[t] consists of vectors

(C.8) v =

∞∑

k=0

vk t
k ∈ L [[t]]

satisfying the condition

Condition C.2. – For every integer m, the image of v in

(C.9)
(

L
/

F m L
)
[[t]]

is a polynomial in t. In other words, for every integer m there exists km such that
vk ∈ F m L for all k ≥ km.

1. t is an auxiliary degree zero variable.
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Let us also observe that L ⊗̂K[t] comes with the obvious descending filtration:

(C.10) F m

(
L ⊗̂K[t]

)
:= ( F m L ) ⊗̂K[t],

the subspace L ⊗̂K[t] ⊂ L [[t]] is closed with respect to the (formal) derivative d/dt
and

d/dt
(
( F m L ) ⊗̂K[t]

)
⊂ ( F m L ) ⊗̂K[t].

Condition C.2 and completeness of L with respect to the filtration F • imply that
the assignment

(C.11) v 7→ v|t=1

defines a Lie algebra homomorphism from L ⊗̂K[t] to L . Furthermore, this homo-
morphism is compatible with the filtrations on L ⊗̂K[t] and L .

Next, we claim that

Claim C.3. – The dg Lie algebra L ⊗̂K[t] is complete and cocomplete with respect
to the filtration (C.10).

Proof. – The cocompleteness follows readily from Property (C.3) and Condition C.2.
To prove the completeness, we need to show that for every infinite sequence of

vectors

(C.12) v(r) =
∑

k≥0

v
(r)
k tk ∈ ( F mr

L ) ⊗̂K[t], r ≥ 1

satisfying the condition

(C.13) m1 ≤ m2 ≤ m3 ≤ · · · , lim
r→∞

mr =∞

the sum

(C.14)
∑

r≥1

v(r)

belongs to the subalgebra L ⊗̂K[t].
The sum (C.14) can be rewritten as follows:

(C.15)
∑

r≥1

v(r) =
∑

k≥0

wkt
k,

where

(C.16) wk =

∞∑

r=1

v
(r)
k

Let us choose an integer m. Condition (C.13) implies that there exist r′ such that

mr ≥ m ∀r ≥ r′.
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Hence

(C.17)
∞∑

r=r′

v
(r)
k ∈ F m L

for all k.
On the other hand, v(r) ∈ L ⊗̂K[t] for every r. So for every r ≥ 1 there exists krm

such that
v

(r)
k ∈ F m L ∀k ≥ krm.

Therefore, setting km = max{k1
m, k

2
m, . . . , k

r′−1
m }, we get the inclusion

r′−1∑

r=1

v
(r)
k ∈ F m L ∀k ≥ km.

Combining this inclusion with (C.17), we conclude that

(C.18)
∞∑

r=1

v
(r)
k ∈ F m L ∀k ≥ km.

Claim C.3 is proved.

We will need the following proposition

Proposition C.4. – For every degree 1 vector α ∈ L and η(t) ∈ F 1 L
0 ⊗̂K[t] the

equation

(C.19)
d

dt
α(t) = −∂η(t) + [η(t), α(t)]

with initial condition

(C.20) α(t)|t=0
= α

has a unique solution in L ⊗̂K[t]. In addition, if α satisfies the MC equation

∂α+
1

2
[α, α] = 0,

then so does α(t).

Proof. – Let us set up the following iterative procedure in r ≥ 0

α(0)(t) = α

and

(C.21) α(r)(t) = α−
∫ t

0

∂η(t1) dt1 +

∫ t

0

[η(t1), α(r−1)(t1)] dt1.

Since the differences α(r+1)(t)−α(r)(t) and α(r)(t)−α(r−1)(t) satisfy the equation

α(r+1)(t)− α(r)(t) =

∫ t

0

[η(t1), α(r)(t1)− α(r−1)(t1)] dt1
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and η(t) ∈ F 1 L
0 ⊗̂K[t], this iterative procedure converges to a vector α(t) ∈

L ⊗̂K[t]. Moreover, α(t) satisfies the integral equation

(C.22) α(t) = α−
∫ t

0

∂η(t1) dt1 +

∫ t

0

[η(t1), α(t1)] dt1

and hence differential Equation (C.19) with initial condition (C.20).
To prove the uniqueness, let us assume that α̃(t) is another solution of (C.19) with

the initial condition (C.20). Then the difference:

ψ(t) = α̃(t)− α(t)

satisfies the differential equation

(C.23)
d

dt
ψ(t) = [η(t), ψ(t)]

with the initial condition

(C.24) ψ(t)|t=0
= 0.

Using (C.23) and (C.24) we conclude that

(C.25) ψ(t) =

∫ t

0

[η(t1), ψ(t1)] dt1.

Hence the inclusion η(t) ∈ F 1 L
0 ⊗̂K[t] implies that

ψ(t) ∈
⋂

m

F m L ⊗̂K[t].

Therefore, by Claim C.3, ψ(t) = 0 and α(t) = α̃(t).
The first statement of Proposition C.4 is proved.
To prove the second statement, we consider the following element

(C.26) Ψ(t) = ∂α(t) +
1

2
[α(t), α(t)] ∈ L

2 ⊗̂K[t].

Taking the derivative d/dt and using (C.19), we get
d

dt
(∂α(t) +

1

2
[α(t), α(t)]) = [η(t), ∂α(t) +

1

2
[α(t), α(t)]].

In other words, the element Ψ(t) satisfies the differential equation

(C.27)
d

dt
Ψ(t) = [η(t),Ψ(t)].

Since α satisfies the MC equation, we conclude that

(C.28) Ψ(t)|t=0
= 0.

Using (C.27) and (C.28), we deduce that

(C.29) Ψ(t) =

∫ t

0

[η(t1),Ψ(t1)] dt1.
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Equation (C.29) implies that

Ψ(t) ∈
⋂

m

F m L ⊗̂K[t].

and hence Ψ(t) = 0.
Proposition C.4 is proved.

Proposition C.4 implies that using an element η(t) ∈ F 1 L
0 ⊗̂K[t] and a MC

element α ∈ L we can produce another MC element α′ by solving equation (C.19)
with initial condition (C.20) and setting

α′ = α(t)|t=1
.

Theorem C.6 below states that the MC elements α and α′ are isomorphic.
To prove this statement we need the following technical lemma.

Lemma C.5. – If α is a MC element of L , η(t) ∈ F 1 L
0 ⊗̂K[t], and α(t) is the

unique solution of (C.19) with initial condition (C.20), then for every κ ∈ F 1 L
0 and

every nonnegative integer k, the element

(C.30) β(t) = exp

(
tk+1

k + 1
adκ

)
α(t)−

exp
(
tk+1

k+1 adκ

)
− 1

adκ
∂κ

satisfies the differential equation

(C.31)
d

dt
β(t) = [η̃, β(t)]− ∂η̃,

where

(C.32) η̃(t) = tkκ+ exp

(
tk+1

k + 1
adκ

)
η(t).

Proof. – First, we remark that, the infinite series in (C.30) and (C.32) belong
to L ⊗̂K[t] due to Claim C.3.

Second, we compute the derivative
d

dt
β(t) using (C.19)

d

dt
β(t) = exp

(
tk+1

k + 1
adκ

)
[tkκ, α(t)] + exp

(
tk+1

k + 1
adκ

)
d

dt
α(t)− tk exp

(
tk+1

k + 1
adκ

)
∂κ

(C.33)

= exp

(
tk+1

k + 1
adκ

)
[tkκ, α(t)] + exp

(
tk+1

k + 1
adκ

)
[η(t), α(t)]

− exp

(
tk+1

k + 1
adκ

)
∂η(t)− exp

(
tk+1

k + 1
adκ

)
∂(tkκ).

Using the notation

Uκ := exp

(
tk+1

k + 1
adκ

)
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and the obvious identity [κ, κ] = 0, we rewrite the derivative
d

dt
β(t) as follows:

(C.34)
d

dt
β(t) = [tkκ+ Uκ(η(t)), Uκ(α(t))]− Uκ(∂η(t))− Uκ(∂(tkκ)).

On the other hand,

β(t) = Uκ(α(t))− Uκ − 1

adκ
∂κ.

Hence

d

dt
β(t) = [tkκ+ Uκ(η(t)), β(t)] +

[
tkκ+ Uκ(η(t)),

Uκ − 1

adκ
∂κ

]
− Uκ(∂η(t))− Uκ(∂(tkκ))

(C.35)

= [tkκ+ Uκ(η(t)), β(t)]− ∂(tkκ)− Uκ(∂η(t))−
[
Uκ − 1

adκ
∂κ, Uκ(η(t))

]
.

Thus, to prove Lemma C.5, we need to verify that

(C.36) (∂ ◦ Uκ − Uκ ◦ ∂) (η(t)) =

[
Uκ − 1

adκ
∂κ, Uκ(η(t))

]
.

Clearly, it suffices to check that

(C.37) (∂ ◦ Uκ − Uκ ◦ ∂) (v) =

[
Uκ − 1

adκ
∂κ, Uκ(v)

]

for every vector v ∈ L .
Let us denote by Ψ1(t) (resp. Ψ2(t)) the left (resp. right) hand side of (C.37). It is

easy to see that

(C.38) Ψ1(0) = Ψ2(0) = 0.

A direct computation shows that both Ψ1(t) and Ψ2(t) satisfy the same differential
equation:

(C.39)
d

dt
Ψi(t) = [tkκ,Ψi(t)] + [tk∂κ, Uκ(v)].

Therefore, the difference Ψ2(t)−Ψ1(t) satisfies the integral equation

(C.40) Ψ2(t)−Ψ1(t) =

∫ t

0

tk1 [κ,Ψ2(t1)−Ψ1(t1)]dt1.

Since κ ∈ F 1 L
0, we have

Ψ2(t)−Ψ1(t) ∈
⋂

m

F m L ⊗̂K[t].

Thus Ψ2(t)−Ψ1(t) = 0 and Lemma C.5 is proved.

Let us now prove a statement which is used in Section 6.2.
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Theorem C.6. – Let g be a Lie subalgebra of L
0, n be an integer ≥ 2, and

(C.41) η(t) =
∑

k≥0

ηkt
k, ηk ∈ F mk

g

be a vector in F 1g ⊗̂K[t]. If α is a MC element of L and α(t) is the unique solution
of (C.19) with initial condition (C.20), then there exists a vector ξ ∈ F 1g

0 such that

(C.42) exp(adξ)α−
exp(adξ)− 1

adξ
∂ξ = α(t)|t=1

.

Moreover if

(C.43) η(t)− η0 ∈ F ng[[t]]

then there exists ξ ∈ F 1g
0 such that (C.42) holds and

(C.44) ξ − η0 ∈ F ng.

Proof. – The statement of this theorem is very similar to [6, Proposition B.7]. Unfor-
tunately, Theorem C.6 is not a corollary of [6, Proposition B.7]. So we give a separate
proof.

Let us construct recursively the following sequence of vectors in F 1g ⊗̂K[t]:

η(k)(t) = η
(k)
k tk + η

(k)
k+1t

k+1 + η
(k)
k+2t

k+2 + · · · ,(C.45)

η(0)(t) := η(t),(C.46)

η(k+1)(t) := exp

(
− tk+1

k + 1
ad
η

(k)
k

)
η(k)(t)− tkη(k)

k .(C.47)

By Lemma C.5, we get the sequence of MC elements in L ⊗̂K[t]

α(0)(t) := α(t)(C.48)

α(k+1)(t) := exp

(
− tk+1

k + 1
ad
η

(k)
k

)
α(k)(t)−

exp
(
− tk+1

k+1 ad
η

(k)
k

)
− 1

ad
η

(k)
k

∂η
(k)
k ,(C.49)

where α(k)(t) is the unique solution of the differential equation

(C.50)
d

dt
α(k)(t) = [η(k)(t), α(k)(t)]− ∂η(k)(t)

with the initial condition

(C.51) α(k)(t)|t=0
= α.

Let us prove that the sequence of vectors

{η(k)
k }k≥0

satisfies the property
η

(k)
k ∈ F nk

g
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with

(C.52) n0 ≤ n1 ≤ n2 ≤ n3 ≤ · · · and lim
k→∞

nk =∞.

Without loss of generality, we may assume that the sequence of number {mk}k≥0

in (C.41) is increasing
m0 ≤ m1 ≤ m2 ≤ m3 ≤ · · ·

and m0 = 1.
Hence the property

n0 ≤ n1 ≤ n2 ≤ n3 ≤ · · ·
follows immediately from the construction.

It remains to prove that for every m there exists km such that

(C.53) η(k)(t) ∈ F mg ⊗̂K[t] ∀k ≥ km.
Since η(t) ∈ F 1g ⊗̂K[t], there exists r1 such that

η
(0)
k = ηk ∈ F mg ∀k > r1.

In “the worst case scenario,” mk = 1 for all k ≤ r1.
So after r1 + 1 steps (C.47) we get

η(r1+1)(t) ∈ F 2g ⊗̂K[t].

Since η(r1+1)(t) ∈ F 2g ⊗̂K[t] there exists r2 such that all coefficients, except for
the first r2 ones belong to F 3g.

Hence, after additional r2 steps (C.47) we get

(C.54) η(r1+1+r2)(t) ∈ F 3g ⊗̂K[t].

Therefore, in finitely many steps (C.47), we will arrive at

η(km)(t) ∈ F mg ⊗̂K[t].

On the other hand, if η(k)(t) belongs to F mg ⊗̂K[t] then so does η(k+1)(t). Thus,
the desired inclusion (C.53) is proved.

Property (C.52) implies that the sequence of vectors

(C.55) CH
(
− η(k)

k /(k + 1) , · · ·CH
(
− η(2)

2 /3 , CH(−η(1)
1 /2 , −η(0)

0 )
))

converges in F 1g and we denote the limiting vector by ξ∞. In addition, the sequence
of vectors {η(k)(t)}k≥0 converges to zero and hence the sequence of vectors

(C.56) {α(k)(t)}k≥0

converges to the constant path α.
Therefore

(C.57) exp(ξ∞)
(
α(t)|t=1

)
= α
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Hence, setting
ξ := −ξ∞,

we prove the first part of Theorem C.6.
According to (C.43), ηk ∈ F ng for all k ≥ 1 in (C.41). Therefore, the sequence of

vectors (C.45) satisfies
η(k)(t) ∈ tk F ng[[t]]

for all k ≥ 1.
Hence

ξ∞ + η0 ∈ F ng

and the desired inclusion in (C.44) follows.
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We consider L∞-quasi-isomorphisms for Hochschild cochains whose structure
maps admit “graphical expansion”. We introduce the notion of stable formality
quasi-isomorphism which formalizes such an L∞-quasi-isomorphism. We define
a homotopy equivalence on the set of stable formality quasi-isomorphisms and
prove that the set of homotopy classes of stable formality quasi-isomorphisms
form a torsor for the group corresponding to the zeroth cohomology of the
full (directed) graph complex. This result may be interpreted as a complete
description of homotopy classes of formality quasi-isomorphisms for Hochschild
cochains in the “stable setting”.

Nous considérons des L∞-quasi-isomorphismes pour les cochaînes de Hoch-
schild dont les applications structurelles admettent une « expansion gra-
phique ». Nous introduisons la notion de quasi-isomorphisme stable de forma-
lité qui formalise les L∞-quasi-isomorphismes de ce genre. Nous définissons
une équivalence homotopique sur l’ensemble des quasi-isomorphismes stables
de formalité. Nous prouvons que l’ensemble des classes homotopiques de quasi-
isomorphismes stables de formalité est un torseur pour le groupe correspondant
à la cohomologie de degré zéro du graphe-complexe complet (direct). Ce résultat
peut-être interprété comme une description complète des classes homotopiques
de quasi-isomorphismes de formalité pour les cochaînes de Hochschild dans le
« cadre stable ».
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